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What's on today?

* Flamingo: vision and language model example (subset of sides from last week]
* Vision-Language-Action models: robots that follow instructions

* Reinforcement learning from human feedback: on value alignment
* Pluralistic alignment: on Al respecting the values of all
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Flamingo

VLM for few-shot learning

few-shot prompting

sequences
of arbitrarily

interleaved output: free-form text Flamingo
visual &
textual data

visual tokens used to condition the frozen language model

VLM: Vision and Language Model arXiv:2204.14198


https://arxiv.org/abs/2204.14198
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visual tokens condition
the frozen language model

Architecture overview
. Pretrained and frozen

Trained from scratch

Output: text

|

a very serious cat. ‘

| ] n-th GATED XATTN-DENSE
Perceiver Perceiver
Resampler il .~ astiMblock
1st GATED XATTN-DENSE
S
Processed text I

|<image> This is a very cute dog.<image> This is ‘

Interleaved visual/text data

This is a very cute dog.

This is

arXiv:2204.14198

Cross-attention layers

|

tanh gating
1

FFW

é;:::::::::

tanh gating
|

cross attention

0=[Y]

visual tokens condition
the frozen language model

Vision
input

Language
input
arXiv:2204.14198
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Perceiver Resampler

‘ } [ } number of output tokens

number of learnt latent queries

Attention
cross-attending to ] ] Kev=1X,. XI I I ol
the flattened e ES——
visual features
X 1]
flatten
learnt temporal t=a‘é t=1 t=2 Learned
position encoding latent
EEE queries
no explicit
spatial grid
position
encodings

arXiv:2204.14198

Text interleaved with images/videos

selective cross-attention

dark blue: visible visual tokens from
light blue: masked images processed
independently

o f - Masked cross attention
ute pics of my pets!

K=V=[X]
@ I
1 N I R =
M tt: th
yp"ppys“"gme¢TTTHHHHTT AN A A -
j }/<BOS> Cute pics of my pets!<EOC><image>My puppy sitting in the grass. <EOC><image>My cat looking very d1gn1f:ed <EOC>
f
tokenization
t

My cat looking very
dignified.
Y
Input

<BOS>Cute pics of my pets!<EOC><image>My puppy sitting in the grass.<EOC><image> My cat looking very dignified.<EOC>

Pr d text: <image> tags are inserted and special tokens are added

pag!

<image> : tag inserted at the location of the visual data in the text
<BOS> : beginning of sequence
<EOC> : end of chunk

arXiv:2204.14198


https://arxiv.org/abs/2204.14198
https://arxiv.org/abs/2204.14198

4/9/2025

Vision-to-text task et

task-specific few-shot examples

(support examples) query
Elephants
A cat wearing walking in
sunglasses. the savanna.

<B0S><image>Output: A cat wearing sunglasses.<EOC><image>Output: Elephants walking in the savanna.<EOC><image>Output:

processed prompt

prepending Output : to the expected response

arXiv:2204.14198

Visual question answering task P R e

task-specific few-shot examples
(support examples) query

What's
the cat sunglasses
wearing?

What is on
the water?

How many
hnimals?

]
<B0S><image>Question: What's the cat wearing? Answer: sunglasses<EOC><image>Question: How many animals? Answer: 3<EOC><image>
Question: What is on the water? Answer:

processed prompt

prompting in the format “Ouestion: {question} Answer: {answer}’

arXiv:2204.14198
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input: single image + text prompt
(question or start of a caption)
output: text

Simple form of interaction

Question: What nutrients is
the fruit in the image rich in?
Answer:

Question: What is the
purpose of this? Answer:

Question: What season is

this? Explain why. Answer:

Vitamin C, potassium, and
fiber.

To keep the mosquitoes
out of the bed.

This is winter season. The
Christmas tree and the
presents are the main
reasons why it is winter.

Dialogue

What do you think the
robot is doing here? (&)

The robot is picking
P: up a ball.
What color is the ball? &
(™ Itsred
I want the ball to be
hidden. Is there some-
thing the robot can use

for that?

The robot can use a
(™ cloth to hide the ball.

What color is the
cloth?

(™ The cloth is blue.

&)

‘What is the difference
between these two im-
ages?
The first one is a trian-
gle and the second one
rrh is a hexagon.

‘Which one has larger
internal angles?

The hexagon has
[p: larger internal angles.

‘What color are they? (5

(> They are both red.

input prompt

completion

arXiv:2204.14198

arXiv:2204.14198
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input prompt

output

Hallucinations
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Question: What is on the phone
screen? Answer:

Question: What can you see out || Question: Whom is the person
the window? Answer: texting? Answer:

A text message from a friend.

A parking lot. The driver.

arXiv:2204.14198

Medical generative vision-language model

32-year-old man presents to
ER 15 mins after 7-feet fall
onto a wooden post.
Symptoms: severe pain,
rapid breathing, vitals:

Blunt trauma to the left lung with hemothorax.

Correct diagnosis
4 correct pathology, left-sided.

pulse 135/min, respirations Med-Flamingo

30/min, BP 80/40 mm Hg.

(o) £

Question: What is the most likely diagnosis? open-ended responses conditioned

on textual and visual information

*Chest X-ray image showing hemothorax following

blunt chest trauma

in-context learning

arXiv:2307.15189
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Vision-Language-
Action models

semantic
information

in human
vocabulary

sensory
observations

arXiv:2303.00905
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semantic
information

in human
vocabulary

extract
object-identifying
information

sensory
observations condition policy on
- current image
- instruction

- 0object information

arXiv:2303.00905

Policy learning and (separate) VL models

language embedding
kept only for the task

Instruction

 Frovelgreen sprie car
=N

Initial Image

Encoded Instruction
DEEEs)

Action
Current Image : mode
and Recent History - ) base
: 3 S
gl o — 8
— ‘ @ o
= | le B am
Ij D =
[ o

FiLM Efficient Net Token Learner Transformer

Mask

FiLM layers
for visual reasoning

object location
(center of the
bounding box)
concatenated
channel-wise
to the input image

open-vocabulary
object detection
with
vision transformers
arXiv:2303.00905

arXiv:2205.06230 arXiv:1709.07871
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Contrastive image-text pre-training

( \ Text
'bird Text embedding
sitting —>| Transformer DE
on a tree!' encoder

—

) i
-+
b Vision Token Contrastive
wy P | Transformer pooling loss over
- r‘ encoder projection 'ng;i‘shln a
embedding L—23¢-
N

arXiv:2205.06230

Transfer to open-vocabulary detection

[] object image embeddings

Ve ™ Query |:| Object box embeddings
'giraffe’ Text embeddings
'tree' —>| Transformer 1000 Predicted
'car' encoder o) classes/queries
\ J % /)D 9 1 1—>'giraffe'
/.—\]/ -“E—",—D 8 4 0—>'giraffe' \
‘ol
_ 2 2 8 0—> -
. = /)D tree __
vision VS AELT 4 0 1—cno cnseces Set prediction
T P \\ i loss over objects
ranstormer / Predicted boxes in an image.
encoder \\ N
> ——x, v, W, 0y
\ o 1 1 1 1
©
s N
o ] s
3‘ (xi!' YQ' wﬁ’ hJ)

> F—— =, v W, 0y

arXiv:2205.06230
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FILM: Feature-wise Linear Modulation

Answer: Yes
e —[G0]

there —»| GRU

assifie™

v .~ | ResBlock N T
EEL_ ISV

more —»,

cubes—|

GRU: Gated Recurrent Unit

than —

CNN: Convolutional Neural Network

yellow —+[ GRU BN: Batch Normalization

RelLU: Rectified Linear Unit

;2 - | ResBlock 2
things GRU
+ 7 .| ResBlock1
Linear |~ _°

/ CNN 7
affine transformation e eeeeeennnnga
based on
conditioning information X 1709.07871

ResBlock: Residual Block (skip-connection)

PaLM-E

11
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Embodied multimodal language model

encoding observations
into sequence of vectors
with same dimension
as embedding space

continuous, language of language tokens

embodied embedding
observations space

trained on mixture of
diverse tasks across
multiple embodiments

& general vision-language
tasks

images pre-trained
state estimates language model
other sensor modalities

arxiv:2303.03378

Embodied multimodal language model

produces decisions or plans language conditioned

J—— language policy
commands

PaLM-E
decoder-only LLM asgumes ozl
that generates textual policy or planner
completions autoregressively PaLM-E rep lans that translates
given a prefix or prompt decisions into
at 1Thz :
[\ low-level actions
"sort the blocks robot
by color images robot actions

at 5hz

arXiv:2303.03378

long horizon goal

12
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Embodied multimodal language model

Given ... <img> Q: How to grasp blue block?

ViT

Control A: First, grasp yellow block and ...

PaLM: Pathways Language Model

Co-fine-tuning

13
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Closed loop control

text tokens
de-tokenized

represent
robot actions
into robot
actions

as text tokens
(language)

fitting both
natural language responses & robotic actions
into the same format

arXiv:2307.15818

Co-fine-tuning

Q: What should the robot
do to <task>?

N
ATranslation = [0.1, -0.2, 0]

ARotation = [10°, 25° -7°]

co-fine-tune vision-language models on robotic trajectory data and Internet-scale vision-language tasks

arXiv:2307.15818

14
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Co-fine-tuning

Q: What is happening
in the image?

A grey donkey walks
down the street.

)

co-fine-tune vision-language models on robotic trajectory data and Internet-scale vision-language tasks

arXiv:2307.15818

Co-fine-tuning

Q: Que puis-je faire avec
ces objets?

Faire cuire un gateau.

co-fine-tune vision-language models on robotic trajectory data and Internet-scale vision-language tasks

arXiv:2307.15818
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VLA model for robot control (end-to-end)

Q: What should the robot
do to <task=? A: ...

b

b
[en Jan Nan N oo N oo ) o]

RT-2

ViT

Large Language Model

(e N e Y cvs N aws Y an N aw—"

IR

[ )

AR

Vo4
oo

\._V_./

l

(A: 132 114 128 5 25 156 | ——r

AR =10’ 25 -7

RT: Robot Transformer

Closed loop actions

—

Put the strawberry
into the correct bowl

AT=[0.1,-0.2, 0] ]

De-Tokenize

Robot Action

arXiv:2307.15818

a

Pick the nearly falling bag

arXiv:2307.15818
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Examples

move coke can
to Taylor Swift

pick animal with
different color

4/9/2025

move banana to the
sum of two plus one

pick robot

arXiv:2307.15818

Chain-of-thought reasoning

Prompt:

Given <img> Instruction:
Move all the objects
together.

Prediction:

Plan: move green can near
green rice chip bag.
Action: 1 128 126 127 135
123 219 127

Prompt:

Given <img> Instruction:
Move the green objects
together.

Prediction:

Plan: move green can near
green rice chip bag.
Action: 1 130 129 121 131
127 128 127

arXiv:2307.15818
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Chain-of-thought reasoning

Prompt:

Given <img> I need to
hammer a nail, what
object from the scene
might be useful?
Prediction:

Rocks. Action: 1 129 138
122 132 135 106 127

 arXiv:2307.15818

Reinforcement learning
from human feedback

18
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RLHF (preference data)

supervised RL

reward learning

fine-tuning fine-tuning

learns a reward function
expected to represent

the preference feedback

of the human population

arXiv:2402.08925

Fine tuning with RLHF

Align the actions of

pretrained LLM models
with human and societal values

learns from humans’ insufficient in representing
expressed preferences diverse human preferences
over multiple outputs

arXiv:2404.10271

19
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Supervised fine-tuning

Po language model fine-tuned with supervised learning for downstream tasks of interest
(e.g. dialogue, instruction following, summarization)

xiE

X = {X1,X2, e, Xy}
prompt (sequence of tokens)

x€eEX

set of prompts

Y ~ Do ( Ix) output response

Preference data collection

y ~pe(. [x)
4

generate a dataset of model outputs

{¥1, Y23~ e (. %)

pairs of
responses

\ 4

humans evaluate paired completions &
select which output they prefer, e.g.

YiZ Y2

(preferred y, and dis-preferred y, response)

20
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Reward model training

T (¥,x) reward model
Tq_v): Y >R
er*(ylix)
P (yl z y2| x) = e Vux) 4 7" (¥2,x)

Bradely-Terry preference model

D = {x‘, yll, ylZ}i—l N static dataset sampled from P*

logistic function
L(14:D) = —E(xy, y)~p[1080 (1 (1, %) — 1 (¥2,%))]

7y learned with max likelihood estimation
(to match the likelihood of the human preferences observed from the data)

Reinforcement learning fine tuning

pﬁ(p optimal policy under reward 7,

KL-regularized reward maximization
m}?X Ex~P,y ~ (. |x) [Tqb (¥, x) = Dk [p( 12)||prer( [2)]]

B >0

controls the deviation from the
base reference policy prer

21
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Pluralistic
allgnment

Key factors contributing to diversity

linguistic
ambiguity &
missing context

socio- personal bias

imperfect

demographic & context preferences

backgrounds subjectivity

arXiv:2402.08925
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Reflecting and supporting diversity

improves pluralism as a increases

deliberation value itself fairness

algorithmic monocultures
lead to increased unfairness
when applied by many decision makers

arXiv:2402.05070

Majority vs minority user groups

Prompt: Provide me an example of good family dynamics?

Alignment
Performance
R1Traditional roles where women R2 Shared responsibilities and @
manage households and men OR  open communication é:? ]
provide. among all members.

Alignment with
Single Reward
(RLHF Framework)

Pre-trained
Language
model

most RLHF approaches ignore diversity in human preference feedback
by aligning the language model with a single reward function

Human Feedback
Ceo®20098 60
RZ R1 R1 Rl Rl Rl RI R2 R2 R2

L"‘Y"‘J

Majority Group 1 Minority Group 2

Group 1 Group 2

arXiv:2402.08925
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Diversity in opinions and preferences

learning
multiple reward

functions align single
(to aggregate) utility RLHF
with diverse
preferences

consensus-
based
method

multi-policy
strategies

arXiv:2402.08925

Mixture of preference distributions

P;(¥1 % ¥21 x) = Epep, [I(h prefers y over y,| x)]  forallgroupsinu

U]
U= {Hl, HZ' 200 g HIUI} H = U Hu U  human subpopulation index
u=1

marginal probability
|U| _ o |U| distribution of
2= 017500 subpopulation H,,

POrzyal0 =) lZ W@qh) @ = ) pi(2)n(w

distribution — 4 Subpopulation with specific
hEHu over the u=1

humans H

preference distribution

arXiv:2402.08925
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Mixture of preference distributions

U]
p(z') = Z p(’;) (z')n(u) preference distribution
u
u=1
Yw chosen response by the human sub-population group H,
/
= =
4 (yW i yll x) Y rejected response by the human sub-population group H,
U]
— !
L(¢) = Z log ) pg, (z)n(w)
z'eD u=1
Ul -
)‘x . . . . .
_ e bu YwX) maximization of the log likelihood
= 2,198 o L orentin T
z'eD u=1 € €

Maximizing the minimum utility

Alignment objective (with diverse human preferences)

argmax (min Eypy-p( v [7g;, (7, 1) = 8D [P 1) PR (. 12)]
p

Qb{i reward model parameter
for each human subpopulation in U

25
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The implementation

Algorithm 1 MaxMin RLHF Algorithm 2 Learning Rewards with EM Algorithm
1: Input: Preference dataset D, initial reward parametriza- 1: Input: Preference data D, |U| clusters of users among
tion for[euch subpopulation ujas rg . initial policy pa- all humans in H = L”:‘l H.y, pretrained {ry, 54:‘1’
rameter 7. loss function loss, convergence criteria
2: Reward Learning with EM: Utilize Algorithm 2 for 2: while not reach the convergence criteria do
learning rewards with EM to learn rj for all user sub- 3. forh e Hdo
population u 4: E-step (hard cluster assignment): assign £ to the
3: Max-Min Policy Iteration: u-th cluster s.t.
4 fort=0t017 —1do
5 Choosing Minimum Utility Subpopulation: u= arg max H W(u, X, ¥1,¥2)
6: Umin 4 Arg Ming,, e Fru () ued || (x,y1,y2,h)ED
7:  Perform the PPO Update:
. . oV T tow? aximizi Caotivas ; (Y — exp(ro, (¥1.%))
8 Update policy 7 towards maximizing the objective: where w(-) = exXp(Tg, (¥1.X))+exp(rs, (y2,X))
9: i+ + PPO-update(Fy, () — SDxr [me]|mer]) 5:  end for
10: end for 6:  M-step: Update each ¢, u = 1,---,[U| by mini-
11: Output: Policy 77 aligned with socially fair preference mizing the negative log-likelihood loss (2) on the
dataset assigned users’ data
7: end while

What did we learn today?

Flamingo

Vision-Language-Action models
Reinforcement learning from human feedback
Pluralistic alignment

26
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