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EE-559

Deep Learning

Any reproduction or distribution of this document, in whole or in part, is prohibited unless permission is granted by the authors

What’s on today?

• Natural Language Processing: how to analyse / synthesize language

• Tokens: on breaking text into small units

• Self-attention: how a model can focus on relevant parts of the input

• Transformer: how to use attention in a neural network

• Encoder model: how to process text to create a useful representation

• Decoder model: how to generate text

• Encoder-decoder model: how to map a sequence to a sequence

• Exercises: exploring attention and transformers
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Natural

Language 

Processing

Natural Language Processing (NLP)

Concepts: 

Analysis and synthesis of speech and language, syntax, pronouns, connections between words

transformer

model
text

This course explores how to 

design reliable discriminative and 

generative neural networks, the 

ethics of data acquisition and 

model deployment, as well as 

modern multi-modal models.

𝑿 ϵ ℝ𝑊 𝗑 𝑁

𝑿

𝑊 size of the embedding

𝑁 variable length of the input 
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Transformer models

encoder

decoder

encoder-decoder

Generates a representation from the text embedding

Predicts the next token to continue the input text

Converts a text string into another

e.g. for text or word classification

Concepts: 

Sentiment analysis, name entity recognition, tokens, generative pre-trained transformers, language translation   

e.g. autoregressive language model

e.g. sequence-to-sequence tasks

Tokens
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Tokenization of text

Concepts:

Words and word fragments, sub-word tokenizer, token embedding

tokenization
mapping to an 

embedding

transformer

model
text

very large input

variable-length (𝑁) input

ambiguity of language

pre-processing step 𝑿

Tokenization: choices

Concepts: 

Use frequency of commonly occurring sub-strings to merge them (byte pair encoding) 

single letters

& punctuation

full 

words

need 

to learn how to handle punctuation
(e.g. “?”)

different tokens for different suffixes
(e.g. talk, talks, talking) 

need

to re-learn

the relationships

word 

fragments

sub-word tokenizer

vocabulary of tokens 𝒱
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Tokenizers

Whitespace
Punctuation-

based
WordPiece

Byte Pair 

Encoding

Concepts: Counting the number of words in a text, identifying frequently occurring character combinations 

in training text, a tokenizer does not work equally well for all languages

separates words considers prefixes 

and suffixes 

(sub-word units)

 better for rare 

and unknown words

sub-word tokens 

each character as a 

word  repeatedly 

merges the 

most frequent 

pairs of characters

separates words

and punctuation

word and punctuation tokens 

More on units of text

arXiv:2112.10508

https://arxiv.org/abs/2112.10508
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Mapping to an embedding

𝐄 ϵ ℝ𝑊 𝗑 |𝒱| 𝐓 ϵ ℝ 𝒱 𝗑 𝑁

Concepts: 

One-hot vector: the only non-zero element is the entry corresponding to the token, 𝐓 is sparse 

columns are 𝒱 𝗑 1
one-hot vectors 

𝑊 size of the embedding 
(e.g. 1024)

matrix encoding

𝑁 input tokens

learned matrix with 

the embedding

of the tokens 

|𝒱| size of the vocabulary

(e.g. 30,000 or 100,000)

input embeddings

𝑿 = 𝐄 𝐓

𝑁 length of the input 
(variable)

𝑿 ϵ ℝ𝑊 𝗑 𝑁

Input embeddings

tokenization
mapping to an 

embedding

transformer

model
text

𝑿

𝑿 = [𝒙1, 𝒙2, … , 𝒙𝑚, … , 𝒙𝑁]

𝒙𝑚 ϵ ℝ𝑊

Concepts: 

Input of length 𝑁, embedding of size 𝑊, embedding of the token (𝒙𝑚)
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Self-attention

Self-attention

biases weights

self-attention
(connection between 

word representations)

𝒗𝑚 = 𝜣0
𝑣 + 𝜣1

𝑣𝒙𝑚

𝒔𝑛 𝒙1, 𝒙2, . . . , 𝒙𝑁 = ෍

𝑚=1

𝑁

𝑎[𝒙𝑚, 𝒙𝑛] 𝜣0
𝑣 + 𝜣1

𝑣𝒙𝑚
𝑎 . , 𝒙𝑛 ≥ 0

෍

𝑛=1

𝑁

𝑎 . , 𝒙𝑛 = 1attention
(scalar weight)

𝜣1
𝑣 ϵ ℝ𝑊 𝗑𝑊

𝜣0
𝑣 ϵ ℝ𝑊

𝒙𝑚 ϵ ℝ𝑊

value
(linear transformation of each 𝒙𝑚)

Concepts: 

Connections between the inputs, sparse attention coefficients, value (𝒗𝑚)

= ෍

𝑚=1

𝑁

𝑎[𝒙𝑚, 𝒙𝑛]𝒗𝑚

𝑿 ϵ ℝ𝑊 𝗑𝑁
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Attention

𝒒𝑛 = 𝜣0
𝑞
+ 𝜣1

𝑞
𝒙𝑛

𝒌𝑚 = 𝜣0
𝑘 + 𝜣1

𝑘𝒙𝑚

query

key

𝒌𝑚
T𝒒𝑛

𝑎 𝒙𝑚, 𝒙𝑛 = softmax𝑚 𝒌∗
T𝒒𝑛

=
𝑒 𝒌𝑚

T𝒒𝑛

σ𝑚′=1
𝑁 𝑒 𝒌𝑚′

T𝒒𝑛

Concepts: Query and key from information retrieval, dot-product self-attention, 

measure of similarity between the input 𝒙𝑛 and all the other inputs

measure of similarity (dot product)

non-linear due to 

the dot product 

and the softmax

Attention

𝑎 𝒙𝑚, 𝒙𝑛

𝑎 𝒙𝑁 , 𝒙𝑁

𝑎 𝒙1, 𝒙1 𝑎 𝒙1, 𝒙𝑁

𝑎 𝒙𝑁 , 𝒙1

𝒙1
𝒙2

𝒙𝑁

𝒙1𝒙2 𝒙𝑁

𝒙𝑚

𝒙𝑛

Concept: 

Modeling data with long-range dependencies
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Self-attention

𝒔𝑛 𝒙1, 𝒙2, . , 𝒙𝑁 = ෍

𝑚=1

𝑁

𝑎[𝒙𝑚, 𝒙𝑛]𝒗𝑚

𝒔𝑁 𝒙1, 𝒙2, . , 𝒙𝑁 = ෍

𝑚=1

𝑁

𝑎[𝒙𝑚, 𝒙𝑁]𝒗𝑚

𝒔1 𝒙1, 𝒙2, . , 𝒙𝑁 = ෍

𝑚=1

𝑁

𝑎[𝒙𝑚, 𝒙1]𝒗𝑚𝒙1

𝒙𝑁

𝒙𝑛

Concepts: Value is a linear function of the input, same weights and biases applied to each input, 

attention weights are sparse and are a non-linear function of the input, parallelization

quadratic dependence on 𝑁

scales linearly with 𝑁

Self-attention: matrix form

𝜣 = 𝜣0
𝑣, 𝜣1

𝑣, 𝜣0
𝑞
, 𝜣1

𝑞
, 𝜣0

𝑘 , 𝜣1
𝑘 shared set of parameters across inputs

𝑸 𝑿 = 𝜣0
𝑞
𝟏𝑁
T + 𝜣1

𝑞
𝑿

𝑲 𝑿 = 𝜣0
𝑘𝟏𝑁

T + 𝜣1
𝑘𝑿

𝑽 𝑿 = 𝜣0
𝑣𝟏𝑁

T + 𝜣1
𝑣𝑿

𝒙𝑚 ϵ ℝ𝑊

𝑿 ϵ ℝ𝑊 𝗑𝑁

𝑺 𝑿 = 𝑽 𝑿 softmax 𝑲 𝑿
T
𝑸 𝑿

= 𝑽 softmax 𝑲 T𝑸

𝟏𝑁 : 𝑁-dimensional vector containing only 1s

Concepts: 

Scaled dot-product self-attention: facilitates training, avoides domination of the largest value

𝑺 𝑿 = 𝑽 softmax
𝑲 𝑇𝑸

𝑊𝑞

dimension of queries (and keys) 

scaled dot-product self-attention
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Multi-head self-attention

𝑸ℎ 𝑿 = 𝜣0ℎ
𝑞
𝟏𝑁
T + 𝜣1ℎ

𝑞
𝑿

𝑲ℎ 𝑿 = 𝜣0ℎ
𝑘 𝟏𝑁

T +𝜣1ℎ
𝑘 𝑿

𝑽ℎ 𝑿 = 𝜣0ℎ
𝑣 𝟏𝑁

T +𝜣1ℎ
𝑣 𝑿

𝑺ℎ 𝑿 = 𝑽ℎ softmax
𝑲𝒉

𝑇𝑸𝒉

𝑊𝑞

𝜣ℎ = 𝜣0ℎ
𝑣 , 𝜣1ℎ

𝑣 , 𝜣0ℎ
𝑞
, 𝜣1ℎ

𝑞
, 𝜣0ℎ

𝑘 , 𝜣1ℎ
𝑘

𝑴 𝑿 = 𝜣𝑴 𝑺1 𝑿
T
, 𝑺2 𝑿

T
, … , 𝑺𝐻 𝑿

T
T

Concepts: 

Self-attention mechanisms (heads) applied in parallel, outputs are vertically concatenated

𝜣𝑴
linear

transformation

Multi-head self-attention

𝑿 𝑴 𝑿

𝑺1 𝑿

𝑺𝐻 𝑿

𝑸1 𝑿

𝑲1 𝑿

𝑽1 𝑿

softmax
𝑲1

𝑇𝑸1

𝑊𝑞

𝑸𝐻 𝑿

𝑲𝐻 𝑿

𝑽𝐻 𝑿

softmax
𝑲𝐻

𝑇𝑸𝐻

𝑊𝑞
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Transformer

arXiv:1706.03762

https://arxiv.org/abs/1706.03762
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arXiv:1706.03762

scaled dot-product

attention
multi-head 

attention

Key components

Transformer

residual

connections 
feedforward

connections

multi-

headed 

attention

layer 

normalization
positional

encoding

https://arxiv.org/abs/1706.03762
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Positional encoding

Concept: 

Self-attention disregards the order of the tokens in a sentence 

𝑿 + П

learned or “hand-crafted”

added to the input only or at every layer

each column of П is unique (information about the position in the input sequence) 

𝑿

П

Multi-head 

self-attention

Transformer layer

𝑿 LayerNorm

𝑁 parallel 

neural 

networks

LayerNorm

residual block residual block

transformer layer

Concepts: 

Output has the same size as the input (𝑊 𝗑 𝑁), residual block: output added to the original input 

interaction 

between 

word embeddings

(same) fully connected 

neural network for 

each word representation

normalize 

with statistics

across the tokens

normalize 

with statistics

across the tokens
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Concept: 

Transformers without normalization 

Layer normalization or Dynamic Tanh?

arXiv:2503.10622

original transformer block 

with layer normalization

block with Dynamic Tanh

(DyT) layer

Encoder model

https://arxiv.org/abs/2503.10622
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Transformer models

encoder

decoder

encoder-decoder

Generates a representation from the text embedding

Predicts the next token to continue the input text

Converts a text string into another

e.g. for text or word classification

e.g. autoregressive language model

e.g. sequence-to-sequence tasks

Encoder model example: BERT

𝑊 = 1,024 size of the embedding 

𝒱 = 30,000 size of the vocabulary (number of tokens)

24 transformers (transformer layers) 

𝐻 = 16 heads for the self-attention of each transformer

𝑊𝑣 = 𝑊𝑞 = 𝑊𝑘 = 64 dimension of the value, query, key

𝑃 = 340,000,000 parameters

Concept: Bidirectional Encoder Representations from Transformers (BERT): 

jointly conditioning on both left and right context (in all layers)
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Training BERT

transfer learning

to learn general information

about the statistics of language

(on a large corpus of text)

adapted to solve a task

using a smaller body 

of supervised training data

pre-training fine-tuning

self-supervision supervised training 

Concepts: Missing word prediction, understanding syntax, 

(statistical) understanding about the world, fine-tune with extra layer after the transformer network 

BERT: pre-training and fine-tuning

arXiv:1810.04805

pre-training fine-tuning
(all parameters)

https://arxiv.org/abs/1810.04805
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BERT: tasks

(positive or negative)

sentiment 

analysis

word 

classification 

(named entity recognition) 

logistic 

sigmoid

binary cross-

entropy loss

softmax

multi-class 

cross-entropy 

loss

Decoder model



3/19/2025

18

Transformer models

encoder

decoder

encoder-decoder

Generates a representation from the text embedding

Predicts the next token to continue the input text

Converts a text string into another

e.g. for text or word classification

e.g. autoregressive language model

e.g. sequence-to-sequence tasks

Decoder model example: GPT3

𝑊 = 12,288 size of the embedding 

𝒱 = 50,257 size of the vocabulary (number of tokens)

96 transformers 

𝐻 = 96 heads for the self-attention of each transformer

𝑊𝑣 = 𝑊𝑞 = 𝑊𝑘 = 128 dimension of the value, query, key

𝑃 = 175,000,000,000 parameters

Context: 

GPT4 has got 𝑃 = 1,800,000,000,000 parameters
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GPT3: next token prediction

𝑃 𝑡1, 𝑡2, … , 𝑡𝑁−1, 𝑡𝑁 = 𝑃 𝑡1 ෑ

𝑛=2

𝑁

𝑃 𝑡𝑛|𝑡1, 𝑡2, … , 𝑡𝑛−1

Concepts: Autoregressive language model, predict the next token w/o access to the future, connection between 

maximizing the log probability of the tokens (loss function) and the next token prediction task

sentence

Each token 𝑡𝑛 only interacts with previous tokens (masked self-attention)

New extended sequence: fed back to the encoder for the next token prediction

GPT3: generative model

next token

prediction

most likely 

token

sample from 

probability 

distribution

top-K 

sampling

beam 

search

draw the next token 

from only the top K 

most likely possibilities

probability over 

possible subsequent 

tokens

keeps track of 

multiple possible 

sentence completions
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To understand transformers, was today's lecture more 

useful than prompting a large language model?

ⓘ Start presenting to display the poll results on this slide.

In terms of learning about transformers, how did today's 

lecture compare to using a large language model?

ⓘ Start presenting to display the poll results on this slide.
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Encoder-decoder

model

Transformer models

encoder

decoder

encoder-decoder

Generates a representation from the text embedding

Predicts the next token to continue the input text

Converts a text string into another

e.g. for text or word classification

e.g. autoregressive language model

e.g. sequence-to-sequence tasks
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Example: machine translation

decoder layers also attend to the output of the encoder

each output token is conditioned

on the previous output tokens 

and the source sentence

Concepts: Sequence-to-sequence task, information about the source language (encoder) 

and the target language statistics (decoder)

Encoder-decoder attention: cross attention

𝑿𝒆𝒏𝒄

𝑸 𝑿𝒅𝒆𝒄

𝑲 𝑿𝒆𝒏𝒄

𝑽 𝑿𝒆𝒏𝒄

softmax
𝑲 𝑇𝑸

𝑊𝑞

𝑿𝒅𝒆𝒄

cross-attention

𝑽 softmax
𝑲 𝑇𝑸

𝑊𝑞

Concepts: Cross-attention (encoder-decoder attention), queries computed from the decoder embeddings, 

keys and values computed from the encoder embeddings
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Transformers

Concepts: Transformer as self-supervised learning algorithm, sequences of bytes,

trained to maximize the likelihood (mode covering), can be applied to any data type  

universal self-

supervised 

learning 

algorithm

generative 

sequence 

modeling

for 1-D 

sequences of 

any form 

Transformers for visual tasks

image 

completion

image 

generation

image 

classification
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Transformers for audio tasks

automatic 

speech 

recognition

audio 

classification

speech 

synthesis

voice 

conversion

Transformers for audio-visual tasks

localizationsegmentation
question 

answering
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Exercises

Today’s exercises

Practice
You will become familiar with fine-tuning a transformer for 
binary text classification 

Marked (last one for Submission 1!) 
Includes positional encoding, scaled dot-product attention 
and multi-head attention
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What questions do you have 

regarding the mini-project?

ⓘ Start presenting to display the poll results on this slide.

What did we learn today?

• Natural Language Processing

• Tokens

• Self-attention

• Transformer

• Encoder model

• Decoder model

• Encoder-decoder model

• Exercises
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