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EE-559

Deep Learning

Any reproduction or distribution of this document, in whole or in part, is prohibited unless permission is granted by the authors.

What’s on today?

• Loss function: training signal to optimize the parameters

• Data: how you can get the most from them

• About the course: the learning journey  

• Assessment: earning your grade

• Group mini-project: where principles meet deep learning

• Exercises: hands-on practice on activation and loss functions
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Practice exercises – students’ questions 

https://go.epfl.ch/EE-559

Recap
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Network diagram & matrix notation
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Loss function

𝐿 Θ : training signal

𝑓 𝑥𝑖; Θ 𝑦𝑖

Recall:

ground

truth

model

prediction

𝐿 Θ = ෍

𝑖=1

𝑁

(𝑓 𝑥𝑖; Θ − 𝑦𝑖)
2

Least square loss

(for univariate regression)

Concepts: 

Labels, annotation

𝐿 Θ
describes 

the mismatch
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Model parameters

𝑦 = 𝑓(𝑥; Θ)
(family of) family of possible relationships between 𝑥 and 𝑦
Θ: model parameters

training dataset of 𝑁 input-output pairs

minimization of the loss to determine the model parameters ΘΘ∗ = argmin
Θ

𝐿 Θ

{𝑥𝑖 , 𝑦𝑖}𝑖=1
𝑁

Prediction of 𝑦 from 𝑥

Computing the parameters Θ of P 𝑦 Θ) over the output space

Concept: 

Conditional probability distribution 

hyperparameters

parameters 

How do we build a loss function?

𝑦 = 𝑓 𝑥; Θ predicts 𝑦 from 𝑥

compute 𝑃 𝑦 𝑥) over the output space

encourage 𝑃 𝑦𝑖 𝑥𝑖) to represent 𝑦𝑖 with high probability

select a parametric distribution 𝑃 𝑦 𝜑) defined on the output space

use the network 𝑦 = 𝑓 𝑥; Θ to determine the parameter(s) 𝜑 of the distribution
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𝜑𝑖 = 𝑓 𝑥𝑖; Θ parameter of the distribution corresponding to training input 𝑥𝑖

each training output 𝑦𝑖 has to have a high probability under 𝑃 𝑦𝑖 𝜑𝑖)

How do we build a loss function?

Determining the parameters

Θ∗ = argmax
Θ

ෑ

𝑖=1

𝑁

𝑃 𝑦𝑖 𝑥𝑖)= argmax
Θ

ෑ

𝑖=1

𝑁

𝑃 𝑦𝑖 𝜑𝑖)

= argmax
Θ

ෑ

𝑖=1

𝑁

𝑃 𝑦𝑖 𝑓 𝑥𝑖; Θ )

= argmax
Θ

log ෑ

𝑖=1

𝑁

𝑃 𝑦𝑖 𝑓 𝑥𝑖; Θ )

= argmax
Θ

෍

𝑖=1

𝑁

log 𝑃 𝑦𝑖 𝑓 𝑥𝑖; Θ )

maximum

likelihood

criterion

log-likelihood

criterion
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Determining the parameters

Θ∗ = argmax
Θ

෍

𝑖=1

𝑁

log 𝑃 𝑦𝑖 𝑓 𝑥𝑖; Θ )

negative 

log-likelihood

criterion
= argmin

Θ
− ෍

𝑖=1

𝑁

log 𝑃 𝑦𝑖 𝑓 𝑥𝑖; Θ )

= argmin
Θ

𝐿 Θ

Univariate regression

𝑦 ϵ ℝ 𝑦 = 𝑓 𝑥; Θ Θ∗ = argmax
Θ

ෑ

𝑖=1

𝑁

𝑃 𝑦𝑖 𝑓 𝑥𝑖; Θ )

𝑃 𝑦 𝜑) = 𝑃 𝑦 𝜇, 𝜎2) =
1

2𝜋𝜎2
𝑒
−

𝑦−𝜇 2

2𝜎2 univariate normal distribution

𝑓 to compute 𝜇𝑃 𝑦 𝑓 𝑥; Θ , 𝜎2) =
1

2𝜋𝜎2
𝑒
−

𝑦−𝑓 𝑥;Θ
2

2𝜎2

𝐿 Θ = − ෍

𝑖=1

𝑁

log 𝑃 𝑦𝑖 𝑓 𝑥𝑖; Θ , 𝜎2) = − ෍

𝑖=1

𝑁

log
1

2𝜋𝜎2
𝑒
−

𝑦𝑖−𝑓 𝑥𝑖;Θ
2

2𝜎2
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Loss minimization

Θ∗ = argmin
Θ

− ෍

𝑖=1

𝑁

log 𝑃 𝑦𝑖 𝑓 𝑥𝑖; Θ )

= argmin
Θ

− ෍

𝑖=1

𝑁

log
1

2𝜋𝜎2
𝑒
−

𝑦𝑖−𝑓 𝑥𝑖;Θ
2

2𝜎2

= argmin
Θ

− ෍

𝑖=1

𝑁

log
1

2𝜋𝜎2
−

𝑦𝑖 − 𝑓 𝑥𝑖; Θ
2

2𝜎2

= argmin
Θ

෍

𝑖=1

𝑁

𝑦𝑖 − 𝑓 𝑥𝑖; Θ
2

Least square loss

Inference

ො𝑦 = argmax
𝑦

𝑃 𝑦 𝑓 𝑥; Θ∗ )

𝑃 𝑦𝑖 𝑓 𝑥𝑖; Θ ) point estimate from the distribution 

𝑦 ϵ ℝ 𝑦 = 𝑓 𝑥; Θ

ො𝑦 = 𝑓 𝑥; Θ∗

maximum is determined by 𝜇 of the normal distribution 
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The role of data

On the dimensionality of 𝑥

• Picture taken by an iPhone: e.g. 24,000,000 pixels (x 3 channels)
• do we need all those numbers?

• Toy example: object recognition

Concepts: 

High-dimensional space, data capturing (digitization), data manifold
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Data

data

types

data

vs

information

digitization

process

data

pre-processing

data 

collection

choices

You cannot 

understand

Deep Learning 

if you do not 

understand

the data!

Data collection process

Sariyanidi et al., Can Facial Pose and Expression Be Separated With Weak Perspective Camera? CVPR 2020
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Data vs information

• How many people are here?

• Who is here?

• Which people are in a group?

• What is the building?

• What is the name of the peak?

• What is the weather like?

• Is there an exit anywhere?

• ...

Data containers

Tensors: higher dimensional arrays 
- rank 0: scalar 

- rank 1: vector

- rank 2: matrix

[𝒙𝑡]𝑡=1
𝑁

ℎ

𝑤

𝑐

𝒙𝑡

𝑡

Rank 3: examples

video

video frame 
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Types of data

• Text

• Molecular genetic data

• Point clouds

• Social interaction (graph-structured data)

• Images (including multi-spectral)

• Videos

• Time series, …

Time series: data points indexed over time

• Control engineering

• Communication engineering

• …

• Raw audio

• Bio-signals
• heart rate monitoring (ECG)

• brain monitoring (EEG)

• Weather data
• rainfall measurements

• temperature readings

• Financial data
• quarterly sales

• stock prices

Concepts: 

Time vs frequency domain, seasonality
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Know your data

Convolutional Neural Networks (CNNs) 

Learn image representations (spatial features) from pixel values

arXiv:1204.3968

Know your data

Learn low-level speech representations from waveforms

Only low and high cut-off frequencies are directly learned 
from data (unlike standard CNNs that learn all elements of 
each filter)

Capture important narrow-band speaker characteristics 
(e.g. pitch and formants) 

Customized filter bank: parametrized sinc functions, which 
implement band-pass filters 

arXiv:1808.00158

https://arxiv.org/abs/1204.3968
https://arxiv.org/abs/1808.00158
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• Audio data (voice)
• height & weight 

• emotional state 

• health conditions 

• Motion data (wearables)
• height & weight 

• level of activity

• changes in behaviors

Krauss et al. “Inferring speakers’ physical attributes from their voices“

Trigeorgis et al. “Adieu features? End-to-end speech emotion recognition using a 

deep convolutional recurrent network”

Schuller et al. “The INTERSPEECH 2013 computational paralinguistics

challenge: Social signals conflict emotion autism”

Masuda & Maekawa “Estimating physical characteristics with body-worn 

accelerometers based on activity similarities”

Zainudin et al. “Monitoring daily fitness activity using accelerometer sensor fusion” 

Gruenerbl et al. “Using smartphone mobility traces for the diagnosis of depressive

and manic episodes in bipolar patients”

Secondary information in time-series data

‘personal data’ means any information relating to an identified or identifiable natural person

(‘data subject’); 

an identifiable natural person is one who can be identified, directly or indirectly, in particular 

by reference to an identifier such as a name, an identification number, location data, 

an online identifier or to one or more factors specific to the physical, physiological,

genetic, mental, economic, cultural or social identity of that natural person

GDPR: General Data Protection Regulation

Art.4 GDPR
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Data: asset or liability?

values &
principles

law

unintended
consequences

copyright regulations

privacy

https://www.wired.com/story/new-documents-unredacted-meta-copyright-ai-lawsuit/
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https://www.nytimes.com/2023/12/27/business/media/new-york-times-open-ai-microsoft-lawsuit.html

https://www.technologyreview.com/2021/08/13/1031836/ai-ethics-responsible-data-stewardship/
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https://www.theverge.com/2023/12/20/24009418/generative-ai-image-laion-csam-google-stability-stanford

https://www.theregister.com/2023/07/06/google_ai_models_internet_scraping
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https://www.washingtonpost.com/technology/2024/02/22/google-gemini-ai-image-generation-pause

Data collection and acquisition

Data 

collection

Data 

acquisition

experimentation

observation 

simulation

derivation

compilation

If data collected from 

human or animals

publicly available 

made available by a library

licensed 

purchased

Data Use Agreements

Non-Disclosure Agreements

Licensing Agreements

Confidentiality Agreements

https://researchdatamanagement.harvard.edu/acquisition-agreements

Ethics review
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https://www.epfl.ch/research/ethic-statement/human-research-ethics-committee/

Data

https://www.epfl.ch/campus/library/services-researchers/data-planning-guidelines/
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The Data Provenance Initiative

arXiv:2310.16787

A Large Scale Audit of Dataset Licensing & Attribution in AI

Concepts: 

Data transparency, attribution, dataset documentation, ethical and legal risks. 

About the 

course

https://arxiv.org/abs/2310.16787
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Instructor and TAs

Andrea 

Cavallaro

Olena 

Hrynenko

Ti

Wang

Darya

Baranouskaya

Qin

Liu

Egor

Rumiantsev

Corentin

Genton

EE-559: Deep Learning

This course explores how to design 

reliable discriminative and generative neural networks, 

the ethics of data acquisition and model deployment, 

as well as modern multi-modal models.

https://go.epfl.ch/EE-559
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Course content

• Loss functions, data and labels, data provenance

• Training models: gradients and initialization

• Generalization and performance

• Graph neural networks and transformers

• Multi-modal models

• Generative adversarial networks 

• Variational autoencoders

• Diffusion models

• Interpretability, explanations, bias and fairness

• Principles and regulations

Applications: 

Natural language processing, audio processing, computer vision, robotics, biology, science

Learning outcomes

• By the end of the course, you will be able to:

• Justify the choices for training and testing a deep learning model

• Interpret the performance of a deep learning model

• Analyze the limitations of a deep learning model

• Propose new solutions for a given application
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Prerequisites for this course

• Linear algebra

• Differential calculus

• Python programming

• Basics in 

• probabilities and statistics

• optimization

• algorithmic

• signal processing

Concepts to start the course: 

Discrete and continuous distributions, normal density, law of large numbers, conditional probabilities, Bayes, 

PCA, vector, matrix operations, Euclidean spaces, Jacobian, Hessian, chain rule, notion of minima, 

gradient descent, computational costs, Fourier transform, convolution.

Activities

• Attending lectures

• Participating in class discussion (using slido)

• Completing exercises (using Python, please come with your laptop) 

• practice exercises

• marked exercises  

• Choosing, completing and presenting a group project

• Reading written material: books and scientific papers
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Books

https://udlbook.github.io/udlbook/ https://www.bishopbook.com/

Recording of the lectures

https://mediaspace.epfl.ch/channel/EE-559+Deep+learning
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Assessment

Group project

Assessment

Marked exercises

50% 50%

1 presentation + 1 submission

8 April 20 May

2 submissions

28 May
(from 9 am)

10 June
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Overall mark

• The final EE-559 mark 𝑀𝐸𝐸−559 is a weighted average of the marks of two 
marked exercises submissions (𝑆1, 𝑆2) and the group mini-project (𝑃):

• The highest mark for each submission (𝑆1, 𝑆2) and the mini-project (𝑃) is 60

• The outcomes of the group mini-project will be presented at an open poster 
session 

𝑀𝐸𝐸−559 = 0.25𝑆1 + 0.25𝑆2 + 0.5𝑃

Submissions of marked exercises

• Practice exercises
• to prepare for submissions 𝑆1 and 𝑆2
• questions released on Wednesdays at 10 am

• solutions released on Fridays at 3 pm

• Marked exercises 
• the content of submission 𝑆1 and 𝑆2 spans several lectures

Submission Weight Deadline

𝑆1 25% 8 Apr, 11:59 pm

𝑆2 25% 20 May, 11:59 pm
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Lecture

8 - 10 am

Exercises & mini-
project support

10 - 12 am

Wednesday’s activities

Release

of lecture 

slides

Release 

of practice

exercises

CM1 PO1

Group Mini-Project
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Group mini-project

• Working on a deep learning problem in a group of three students
• group registration to open next week 

• Deliverables
• the code + a screencast of the code running

• a 3-page paper (template provided)

• a poster (template provided)

Weight Group formed by Presentation and Q&A Deliverables deadline

50% 18 March, 11.59 pm 28 May, from 9 am 10 June, 11:59 pm

Group mini-project

• Assessment criteria 

• Literature review and methodology (max 20 marks)

• Evaluation, testing, and analysis (max 20 marks)

• Communication of the findings (max 20 marks)
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Group mini-project: assessment criteria (1/3)

• Literature review and methodology

• thoroughness of literature review 

• clarity of the objectives and problem definition 

• evidence of creativity and novelty of the adopted methodology

Group mini-project: assessment criteria (2/3)

• Evaluation, testing, and analysis

• quality of the results of the proposed solution and their analysis

• discussion of the limitations of the proposed solution

• justification of the choices for the experiments

• evidence of critical thinking



2/26/2025

30

Group mini-project: assessment criteria (3/3)

• Communication of the findings 

• ability to clearly communicate the findings 

• in the poster

• during the oral presentation of the poster

• in the written report
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Mini-project: timeline

objectives chosen
problem defined

dataset(s) chosen
methodology chosen

March April May

design

evaluation

testing

analysis

evaluation

refinement

analysis

writing

Mini-project Q&A session in the lab every Wednesday. 

Drop by when you need help!

lit
e

ra
tu

re

re
v
ie

w
! 

Deep learning to foster safer online spaces

The group mini-project aims to support a safer online environment by 

tackling hate speech in various forms, ranging from text and images

to memes, videos, and audio content. 
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Deep learning to foster safer online spaces

The objective of the mini-project is to develop deep learning models 

that help foster healthier online interactions by automatically 

identifying hate speech across diverse content formats. 

These deep learning models shall be carefully designed to prioritize 

accuracy and context comprehension, ensuring they differentiate between 

harmful hate speech and legitimate critical discourse or satire.

Developing deep learning models that help prevent the surfacing of 

hateful rhetoric will lead to a more respectful online environment 

where diverse voices can coexist and thrive.

Deep learning to foster safer online spaces

https://www.un.org/en/hate-speech/understanding-hate-speech/what-is-hate-speech
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Deep learning to foster safer online spaces

https://www.un.org/en/hate-speech/understanding-hate-speech/what-is-hate-speech

Your mini-project choices

• Learning objectives
• interpret the performance of a deep learning model 

• analyze the limitations of a deep learning model 

• justify the choices for training and testing a deep learning model

• propose new solutions for a given application

• Transversal skill development 
• respect relevant legal guidelines and ethical codes

• take account of the social and human dimensions

• …

To be aligned with the course learning objectives 

and your broader transversal skill development 
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Framing your mini-project

• Select a current limitation or a relevant new problem
• identify a specific problem you want to address

• discuss in the report the limitations of the literature

• use what you have learnt in EE-559 to address the limitations you identified

• Implement your ideas

• Test them

• Analyse the performance
• why does your hypothesis work / doesn’t work? 

• compare with alternative ideas / hypotheses

Do not forget to …

• State in the report any hypotheses you made

• Reference the sources you use

• Comment your code
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Data

Objective: high-quality, well-labeled data 

Get familiar with the benchmarks on the task you are addressing 

Do you really need to train a model from scratch? 

Can you apply fine-tuning? 

Check if your model overfits

Discuss your choices in the report

The amount of data required for training a

neural network depends on several factors, 

such as problem complexity and model size

Model

• Multi-modal models are cool!

however check if they are necessary for your problem

• You can use a pre-trained model as a basis of your project

justify in the report why you are using a pre-trained model

• Having the best-performing model in its class is highly gratifying! 

however this is not the main goal of the mini-project

it depends on the other contributions/innovations with respect to the learning outcomes
(performance can be slightly lower if compensated by innovation/creativity elsewhere)
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After the group mini-project …

Based on the assessment,

qualifying groups will be offered one of two 

mentorship opportunities:

1) support to develop further your project for the 

submission of a scientific paper

2) guidance and sponsorship to 

build & launch your start-up!

Today’s practice exercises

You will 

- investigate data-induced bias within and across text encoders

- familiarize yourself with 
- loading image datasets

- creating dataset loaders

- image augmentation

- analyse the licenses of images
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Today’s marked exercises

You will 

- implement activation functions
- sigmoid

- leaky ReLU

- implement loss functions
- mean squared error (MSE)

- contrastive

What did we learn today?

• Loss function

• Data

• About the course

• Assessment

• Group mini-project

• Exercises
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EE-559

Deep Learning

andrea.cavallaro@epfl.ch


