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EE-559
Deep Learning

What's on today?

 Function approximation: learning complex functions from data

* Values and principles: guiding ethical, responsible Al design
 Shallow vs deep learning: layer count distinguishes learning depth
* Building a deep network: your first ‘deep’ network

* Network diagram: to visualize nodes, layers and parameters

« Activation function: the non-linearities in the composition

» Exercises: hands-on practice to solidify the above concepts



Function
approximation

y = f(x)
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y = f(x;0)
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O = arg m@in L(®)

{Xi, yi}liv=1
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High
confidence

3D structure

« Recycling (three times)

Nature volume 596, pages 583-589 (2021)


https://www.nature.com/
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Embodied multimodal language model

Mobile Manipulation

i Go to the vers, 2. Open
top draw see <img>. 3. Pick the greenrice
chip bag from the drawer and place it on the
counter.

Visual Q&A, Captioning ...

PaLM-E: An Embodied Multimodal Language Model

Given <emb> ... <img> Q: How to grasp blue block? A: First. grasp

Task and Motion Planning

e Given <emb> Q

t ue
ViT A: First grasp yellow
block and place it on
the table, then grasp
the blue block.

Language Model (PaLM)
Tabletop Manipulation
Siven <img> Task
colors into corners.
Control “ A: First, grasp yellow block and ... Step 1. Push the green
star to the bottom left.
Step 2. Push the green
ribe the Language Only Tasks circle to the green star.

<img>
A dog jumping over a
hurdle at a dog show.

Q: Mia bcean? A: Atlantic. Q: What x 187 A: 6696.Q: Write a

\: Embodied language. Models learn to understand.

Haiku about emt

The world around them.

arXiv:2303.03378

Encoding clinical knowledge

Medical question answering benchmark

HealthSearchQA
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MedQA (USMLE) accuracy (%)
w
o

prrmpt tu.r‘;fr‘lg Q: How long does it take for newborn jaundice to go away?

Med-PaLM: Newborn jaundice is when a newbom baby’s skin and eyes look yellow. It is
caused by a buildup of a substance called bilirubin in the baby's blood. Bilirubin is a
byproduct of the normal process of red blood cells breaking down. Newborn jaundice is
common and typically hamless, but it can be a sign of a more serious condition. The
jaundice typically goes away on its own within a few weeks. In some cases, it may last
longer or require treatment. The time it takes for the jaundice to go away can vary
depending on the cause and the severity of the jaundice. If the jaundice is severe or
lasts longer than a few weeks, the doctor may recommend testing or treatment to
determine the cause and prevent complications.

Med-PalLM performs encouragingly
on consumer medical question answering

Nature volume 620, pages 172-180 (2023)


https://arxiv.org/abs/2303.03378
https://www.nature.com/
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Meditron: medical Large Language Models
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sources Papers & Abstracts. ' '
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5 . finetuning | Chain-of-Thought (CoT)
| \ - T ! Y  —
+ ' ! T ! B . =
: M | :
X o ! ' Let's think step-by-step.
Selection of Checkpointing : ;
high-quality & performance ' '
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guidelines At s Rrstions : ;
Foran s-\:ﬁw-old mn% with w | Task-specific i
e g MM ®
Medical-aligned : '
™ M e

arXiv:2311.16079

Decoding speech from brain activity

Decoding:
zero-shot classification
4
ZY, Z)Y, .. [
YeR ™
Zy, BBy ... zy,
o 2y, ... ZY,
wav2vec 2.0 CLIP loss Brain module

Subject block

N 2t Y > “ %

Nature Machine Intelligence volume 5, pages 1097-1107 (2023)



https://arxiv.org/abs/2311.16079
https://www.nature.com/natmachintell
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Decoding images from brain activity

“!_! Image module
1‘1

A ~ . Brain module

Alignment Generation

arXiv:2310.19812

Decoding images from brain activity

{®» Viewed Image Q Predicted Image

arXiv:2310.19812


https://arxiv.org/abs/2310.19812
https://arxiv.org/abs/2310.19812
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How do we know
If an Al model is
good for society?

Core values o
Living In

peaceful, just,

interconnected
societies

Human rights Environment &
& human ecosystem
dignity flourishing

Ensuring
diversity
&
inclusiveness

https://www.unesco.org/en/artificial-intelligence/recommendation-ethics
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10 core principles

2. Safety and Security

1. Proportionality and
Do No Harm

Unwanted harms (safety risks) as well as
vulnerabilities to attack (security risks)
should be avoided and addressed by Al
actors.

The use of Al systems must not go
beyond what is necessary to achieve a
legitimate aim. Risk assessment should
be used to prevent harms which may

result from such uses.

https://lwww.unesco.org/en/artificial-intelligence/recommendation-ethics

10 core principles

3. Right to Privacy and
Data Protection

Privacy must be protected
and promoted throughout
the Al lifecycle. Adequate
data protection frameworks
should also be established.

4. Multirstakeholder
and Adaptive
Governance &
Collaboration

International law & national
sovereignty must be
respected in the use of

data. Additionally,
participation of diverse
stakeholders is necessary
for inclusive'approaches to
Al governanee.

5. Responsibility and
Accountability

Al systems should*be
auditable and traceable.
There should be oversight,
impact assessment, audit
and due diligence

mechanisms in place to
avoid conflicts with human
rights norms and threats to
environmental wellbeing.

6. Transparency and
Explainability

The ethical deployment of
Al systems depends on
their transparency &
explainability (T&E). The
level of T&E should be
appropriate to the context,
as there may be tensions
between T&E and other
principles such as privacy,
safety and security.

https://lwww.unesco.org/en/artificial-intelligence/recommendation-ethics
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10 core principles

9. Awareness & Literacy 10. Fairness and Non-
Discrimation

7. Human Oversight apd 8. Sustainability

Determination
Public understanding of Al

and data should be Al actors should promote
promoted through open:& social justiCe, fairness, and
accessible education, civic non-discrimination'while
engagement, digital skills & taking an inelasive

Al ethics training, media & @pproach toensSure Al's

Al technologies should be
Member States should assessed against their
ensure that Al systems'do impacts on ‘sustainability,
not displace ultimatethuman understood\as a'set of
responsibility and constantly eMMing goats
accountability. including.those set out.in

the UN'’s Sustainable
Development Goals.

information literacy. | behefits arg@ecessible to
all.

https://lwww.unesco.org/en/artificial-intelligence/recommendation-ethics

slido

How would you incorporate values
and principles in a deep learning
model?

@ Start presenting to display the poll results on this slide.

11
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Building a
deep network

Back to the mapping

— ; family of possible relationships between X and 'y
y f (x’ G)) defined by the parameters @

{xl-, Vi évzl training dataset (supervised learning, N pairs)

N
L(®) = Z(f(x“ 0) — yi)z loss or cost function
i=1
0" = arg mén L(O)

Concepts:
Inference, training / learning, loss, optimization, supervised learning

12
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Training & testing

» Training, learning, model fitting:
the process of finding the parameters 0* that minimize the loss L(0)

* Expressiveness of a model f :
its ability to capture the relationship between input x and output y

* Testing:
computing the loss on separate test data to determine how well the
learned model y = f(x; @) generalizes to unseen data

Concepts:
Generalization, under-fitting, over-fitting

Linear regression
y = f(x;0)
=0, + 0,x
@* = arg mgn L(O)
N
= argm@in Z(f(xi; 0) — y,)°
i=1

N

= arg m@inz (0o + 01x; — ¥,)?
i=1

Concept: 1D linear regression represents the input-to-output relationship as a line

13
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Neural network

y = f(x;0)
= @0 + @1(1[@10 + @11x] + @2(1[@20 + @21X] + @3(1[@30 + @31x]
linear function linear function linear function
a[z]: {(; i ; ((; Rectified linear unit (ReLU) «—— activation function

0" = arg min L(@) Optimization to determine the 10 parameters
e

Concept:
Family of continuous piecewise linear functions with up to four linear regions

Neural network

y=f(x;0) h, h, hs
= @0 + ®1a[®10 + @113('] + @2(1[@20 + @21.7(,'] + @3&[@30 + @313(']

@\ @0

911

020 0,

021 :@/

039 03

01, @/

14



Neural network: simplified representation

y=f(x0) h, h, hs

= @0 + @1(1[@10 + @11x] + @2(1[@20 + @21X] + @3(1[@30 + @313(]

OOE

X
input hidden output
layer layer layer

Concepts: Shallow neural network, hidden units, feed-forward architecture

Shallow network with capacity D

hg = a[®40 + 041x] hidden unit
D
y =0+ z 04 hy D + 1: linear regions
a=1
the larger D,

the higher the descriptive power of the network

Universal approximation theorem

With enough suitably chosen hidden units (basis functions, linear regions), we can describe
(approximate) any (non-linear) continuous function on a compact region to any arbitrary accuracy

Concepts:
Network capacity, linear regions, basis functions, approximation of any continuous function

2/19/2025
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So, why isn’t
this course called
Wide Learning?

Deep vs Wide Learning

» Shallow networks (SNs, “Wide Learning”)
+ the number of basis functions grows rapidly with the dimensionality of x
+ for some functions, SNs require an impractically large number of hidden units

* Deep networks (DNs)
+ can produce many more linear regions than SNs
+ can describe a broader family of functions
« multiple layers of learnable parameters
* hierarchical representation > compositional inductive bias
* e.g. combination of low-level features into higher level features

16
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2nd Jayer

Example

1st layer

arXiv:1311.2901 (fig. 7)

Deep vs shallow networks

For a given number of parameters, the number of regions the input space is divided into is

- exponential in the depth of the network and
- polynomial in the width of the hidden layers

up to D + 1 linear regions

SN D > 2 hidden units i
defined by 3D + 1 parameters
K layers of up to (D + 1)¥ linear regions
DN
defined by 3D + 1+ (K — 1)D(D + 1) parameters

D > 2 hidden units

A SN needs exponentially more hidden units than a DN for an equivalent approximation
(for some functions)

17


https://arxiv.org/abs/1311.2901
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Composition of two shallow networks

y == @0 + ®1h1 + Ozhz + ®3h3

y =0'4+0'1h'; +0'3h;, +0'3h'; where h'yg = al®' 4+ 041yl

My first ‘deep’ network

h'y a[®,10 + @’11)’] = a[@’w +0'11(0g + 01y + O,h; + O3h3)]

al®@'19 + 01,0 +0';,0:hy +0'1,0,h; + 0';;03h3]

Wy =al®y + 0y =al0 +0",1(0g + 01hy + O3k, + O3h3)]
=al0'50+ 0,09 + 0'3,01hy + 0',;03h; + 0", 03h;]

h's = al0'5, 4+ 0'3,y] =al0'30 + 0'3,(0g + O1hy + O3k, + O3h3)]
= a[@39 + 0'3,0¢ + 0'3,01hy + 0'3,0h; + 0'3,03h;]
R e W3y W3, W33

18
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My first ‘deep’ network

hy=alVio+W¥i1hy + W iohy + W 3hs]
hlzz a[q’ﬂzo + l{}’21h1 + q’ﬂzzhz + l'1'1,23]7,3] recall that:
h's=alW's30 +Ws1hy + Wisohy + Wsshg]  hg = a[@g + 0g41]

w@r
w AN )\ -

Concepts: Network depth and width, network capacity, hyperparameters, family of family of functions mapping x to y'

Matrix notation

hy=al¥'o+Wiihy +Wiohy + W5 hs]

ho=al¥'s +Waihy +Woshy + W55 hs]

hs=a[¥'50 +Ws1hy + Wisshy + Wisshs]
¥

lhﬁ‘ Wiol Wit Wiz Wis|[hy

ol =al[¥ao|+ |2 Wi Wi |he

h’3 L}”30 lp’31 lp’32 Lp’33 h3

¥

h’= a[qlo + q’h]

19
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Matrix notation

hy = a[®9 + 01,x] y =0+ 00, +0,h, +0'3h,
h, = a[@z + 0,1x]
hsz = [@30 + 031x] ‘
h'y
y' =0',+[0'10",0';] lh’2]
-8
= 20 21
O30] 031 ‘
y’ — @’0 + Olh/
h= [00 + Ox]

Matrix notation: summary

yl — @IO + @Ihl
h'= a[¥, + ¥h]
h=a[@, + Ox]
hy
§ (1)
hs

20
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Deep learning: advantages

» Transformation of the data across successive layers
» Exponential gain in the number of possibilities with increased depth

 Hierarchical representation - compositional inductive bias
+ Distributed representation - combination of hidden units

* Representation learning
+ the representation learned for a task can be useful for another
« earlier layers: commonality of low-level features across tasks
« later layers: more specialized to a particular task

Concepts:
Embedding space, internal representation, transfer learning, pre-training, fine-tuning, multi-task learning

| =B
3

arxiv:1311.2901 (fig. 2)

21


https://arxiv.org/abs/1311.2901
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Example

arXiv:1311.2901 (fig. 2)

arXiv:1311.2901

22


https://arxiv.org/abs/1311.2901
https://arxiv.org/abs/1311.2901
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Basis functions

» Hand-crafted
+ Defined through expert (domain) knowledge + trial-and-error

+ Data-driven
* Learned from training data
« not learning only from data - use of biases
» Domain knowledge used to introduce biases (constraints) when
» designing the network architecture
* incorporating invariances (e.g. translational or scale invariance)
« defining the training process (e.g. regularization, transfer learning, augmentation)

Concepts:
Inductive bias, explicit assumptions, geometric deep learning

Network
diagram

23



Network diagram & matrix notation

y' =0+ 0'a|¥, + Pal@, + Ox]]
h

hl

Concepts: Recursive construction, hierarchical model with multiple layers,
basis functions with learnable parameters, pre-activation, biases

Network diagram & matrix notation

y =6 +0@q [@g” +0Ma|0f + @<°>x]]

hD

h®?

Concepts:
Linear basis, non-linear activation

2/19/2025
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Network diagram & matrix notation

Network diagram

hu)

e

\4‘ ) \4‘ ‘

h(l) h(Z) h(3) ‘

Concepts:
Feed-forward topology, fully connected network, bias parameter (omitted in the network diagram)

25



Activation
function

Rectified linear unit (ReLU)

y=f(x0)

linear function linear function linear function
0 z<0
a[Z]: { >0 ReLU activation function
Z Z ) )
- non-linear function

enables efficient training
= max(O’ Z) less sensitive to random initialization of the weights
computationally cheap to evaluate

Concepts:
Pre-activation, linear vs non-linear activation function, derivative of the ReLU not defined in 0

2/19/2025
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Other activation functions

al[z]=In(1 + e%) softplus (soft ReLU)
if z> 1thenalz] = z

gradient is non-zero for large, positive pre-activation values

alz]= max(0, z) + Amin(0, z) leaky ReLU
1 o .
alz]= e logistic sigmoid
efe™” hyperbolic tangent
alz]= Tioz yperbolic tangen
al[z]=max(-1, min(1, Z)) hard hyperbolic tangent

Concepts:
Training error signal, vanishing gradient, initialization scheme for weights and biases

Activation functions

o
X3
2

i

e (ll

) = max(0, z)
pr— 0\ ):]1!l+r)
— a(z) = max(0, z) + Amin(0, z)
):1/1*' %)
)= (e*—e ?)/(e* +e77)
)

alz
— a2
( = max(—1,min(1, z))

27



softplus
(soft ReLU)

1

logistic sigmoid hyperbolic tangent

1

What did we learn today?

 Function approximation

* Values and principles

« Shallow vs deep learning

* Building a deep network

» Network diagram

« Activation function

» Exercises will take place in PO 01

leaky ReLU

4

hard hyperbolic tangent

2/19/2025
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