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In this handout, we will go through pen and paper exercises to get familiar with fundamental concepts that will be used throughout
the course. We will take a look at convergence rates and smooth functions.

1 Interpreting convergence rates

Throughout the course, we will often compare the performance of different methods by looking at convergence plots of different
methods. It means that it is very important to be familiar with reading and drawing convergence rates. In the course, you will
be mostly confronted with sublinear, linear and quadratic rates of convergence. Assume that you are given a sequence of iterates
(x¢) € R?, converging towards a vector x*.

¢ Then, the sequence (x;) is said to converge sublinearly to x* if

i [IXe1 — X7
m-—-———-—-—-—m-=
koo [ — x|

* The sequence (x;) is said to converge linearly to x* if, for some ¢ € (0, 1),

X =7l
llm —_— =C
koo || — x*|

* The sequence (x;) is said to converge superlinearly to x* if,

e = X7l
lim ————— =
koo [Ixg — X*|

— The definition above can be refined by defining the order of convergence. The sequence (x;) is said to converge with order

q > 1tox*if
(X1 = 7|

koo [[xg — X*[|4

for some ¢ > 0, not necessarily smaller than 1. In particular, with ¢ = 2, we have quadratic convergence.
Problem 1: Convergence rate of different sequences.
For each of the following sequences, find the limit x* and the the convergence rate.

V)szﬁ

‘ —

1
i) 3 = S5k + log(k)

. 3 . 1
i) x; = — %16 iii) x;, = 5 exp(—k/4) iv) x; = W

=~

Problem 2: Drawing convergence rates
Draw the asymptotic rate of convergence |[x;, — x*|| for the following sequences on either of the graphs that feature different scales
(lin-lin, log-lin, log-log).

1 i) 1
k+1 kB +4

iii) % exp(—k/4) iv)

. 1
0 G0

Note. Each of the sequences can be naturally drawn on one of the scales. By natural, we mean that on some scale, the asymptotic
behaviour of the sequence will be displayed as a line. For instance, a line in a log-log plot means that log(||x, — x*|) is a linear function

of log(k).
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Problem 3: Reading convergence plots
On plots 1 and 2 below, the convergence rates of 5 methods are displayed (method 1 is displayed on both plots).

1. Characterize the rate of convergence (sublinear, linear, or quadratic) for each of the methods. Justify your answer.

2. Establish more precisely the order of convergence of methods 1, 3, 4 and 5 by reading the plots.
Hint. Find the slopes of the different lines and map, and use the scale of the plot to write the rate of convergence of the method.

3. Rank methods 1 to 5 from the slowest to the fastest asymptotic rate of convergence, using the fact that method 1 is displayed on
both plots.

Plot 1 Plot 2
101 101

100 4

1071 4

10—2 4

1073 4

10—4 4

1073 4

T T T T 107° T T T -
100 200 300 400 500 10° 10t 102 103 104

107




LIONS @ EPFL Mathematics of Big Data Prof. Volkan Cevher

Problem 4: Convergence in accuracy against convergence in iterations

Up to now, we have considered convergence in iteration, as a function of k. However, it is common to view the convergence as a
function of the time require to reach a given accuracy e. If we know that the [|x, — x*|| < ﬁ, the convergence in e tries to characterize
the order of convergence as a function of the desired accuracy instead of the number of iterations. In practice, this amounts to find
K(e) such that Vk € N, k > K(€) = |Ixis1 — X|| < €.
Given the convergence rate |[x; — x*|| of a sequence, express the number of iterations required to reach a accuracy e for
i) k-}— ] ii) & 1+ 7y iii) gexp(—k/4) iv) @ V) 37% vi) \/%_3

2 Smooth functions

Throughout the course, we will frequently encounter L-smooth functions.

Definition. A function f : Q — R is said to be L-smooth with respect to a pair of dual norms (|| - ||, || - ||..) if there exists some L > 0 such
that

IV£00 - Vil < Lix—yll  ¥x.y €@ M
The Lipschitz constant of the the gradient L, also called the smoothness constant, can be computed in several ways, and we will
explore different ways to obtain it in the following exercises.

Problem 5: Lipschitz gradient in the one-dimensional case

In a single dimensional case, we have a function f : Q € R — R. The equation (1) can be restated as

) -fWI<Lix-y YxyeQ
Prove that the smoothness constant L can be computed as the maximum of the absolute value of the second derivative, i.e. L =

max.cq | f”(2)].

HINT. Use the mean value theorem.
REMARK. This statement can be extended to higher dimensional cases, but one needs to be careful to appropriately define the
norms that will be used.

Problem 6: Lipschitz gradient in the quadratic case

We now move to a multidimensional case, where we have f : R? — R defined as f(x) = %XTAX, where A is a positive semi-definite
matrix. We will explore a different way to compute the Lipschitz constant of the gradient in this setting.
Given a pair of dual norms (|| - ||, || - Il,) with 1—1, + é = 1, prove that when

IVF) = Vil < Lix-yl, VYxye@Q,
then L = ||All -

HINT. Recall the definition of the operator norm from the lecture.
”A”pﬂq = Ssup ”AX”q
xlxlp<1
Problem 7: Operator norms in action

2. Consider the matrix

1
2 h
A=|5 31 -l
-1 -5 2

Compute the Lipschitz constant of the gradient of f(x) = x"Ax in the following settings.

IVF) = Vi@l < Lilx - ylii V) = Vil < Llix = ylla

Are the values of L equal? How do you interpret the result?
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Problem 8: The importance of choosing the smoothness norm

1. During the lectures we saw that the L-smoothness of a function f gives rise to local quadratic upper-bounds. The iterative
minimization of these upper bounds recovers the well-known Gradient Descent (GD) method. As a warm-up, let us remind
ourselves of the computation.

Let f : RY - R be convex and L,-smooth and recall from the lecture that this implies

L
FO) S FO)+(Vf@,y = x)+ Zlle =yl Yy R @

Show that the minimizer in y of the right-hand side of (2) is

1
¥ =x = VA, ®)
2
Observe that setting x = x; and letting x;,; := y* in (3) results precisely in the update rule of GD.

2. In point 1. we arrive at the GD update rule by considering the smoothness of f with respect to the Euclidean norm. However,
smoothness may be considered with respect to arbitrary norms || - [|,, and its general expression is given by

IVf(x) = ViODllg < Lyllx =y, (4)

where ||zl|, := maxyq,<1(z, #) is the dual norm of || - [|,. As in the case of smoothness with respect to || - ||, smoothness with respect
to|| - |l, induces a local quadratic upper bound as follows:

L
FO) < f(x) +(Vf(x),y — x) + 7”||x =, VxyeR% ©)

By iteratively minimizing the right-hand side of (5) and depending on the chosen p, one arrives at various non-Euclidean gradi-
ent methods. The choice of norm is important as it can result in asymptotically faster gradient methods than the traditional GD.
An example can be found in the work of [3], who leveraged smoothness with respect to || - || to obtain superior convergence for
the maximum s-t flow and maximum concurrent multicommodity flow problems.

In the following, we will guide you in discovering the update rule that emerges from considering smoothness in the £,-norm.
Let f : R? - R be convex with Ly-Lipschitz gradient |V f(x) = VSl € Leollx = Yllco-
(a) Define

1
[x]* := arg max {(x, 5y — —IISIIQ} . (6)
seRd 2
Show that ||x||; sgn(x) € [x]*, i.e. that it is a maximizer of the expression in (6).
Hint: You can use Holder’s inequality below to find an upper bound, then show that it is correspondingly attained.
1 1 1
[ v < Xl lyllg Vp,q € [1,c0] s.t. ; + L—] = 1 (with the convention that == 0).

(b) Using inequality (5) adapted to the || - [l norm, show that the minimizer in y of its right-hand side is given by

1
yi=x- L—IIVf(x)Illsgn Vf(x).

Similar to point 1., observe how letting x = x; and xx,, := y* gives us an update rule. This type of update pertains to the
so-called SignGD method.

Hint: Write down the relevant arg min expression and then try to transform it equivalently such that the arg max formulation
from (6) appears.

Remark: For those interested in doing further reading on the topic, [2] and [1] are good places to start.
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