
The effect of the optimiser on the buffer design is illustrated in 
Fig. 2, for various types of buffer designed to drive an end load of 
100,OOO. The interstage ratio 0. is the ratio of the size of a stage to 
the size of the preceding stage, as illustrated in the inset of Fig. 2. 
The fmal value on each curve is the ratio of the capacitance of the 
end load to the capacitance of the last stage and is referred to as 
the ‘end ratio’ p.. The fastest buffer is a fixed taper buffer which 
has been optimised for speed without any regard for area. The 
interstage ratio is constant throughout the buffer, having a value 
of 2.61. This results in a buffer with an area of 62082 and a delay 
of 31.32. The optimised taper buffer has been designed for mini- 
mum area under the constraint that the normalised delay is 41.42, 
compared to 31.32 for the fastest buffer. The interstage ratios 
increase smoothly to the value of the end ratio. There are also 
fewer stages, with the result that a normalised area of 7021 is 
obtained, which is a factor of nine less than that of the fastest 
buffer. For comparison a variable taper buffer was designed under 
the same constraint. Even fewer stages are used, but in spite of 
this,  the area of the variable taper buffer (8936) is considerably 
greater than that of the optimised taper buffer (7021). 

810,11 

Fig. 3 Area saving o optunrsed taper buffer compared with fixed 
taper buffer in which = = constant 

Traditional fued taper buffers can also be designed to fit into a 
limited silicon area. One approach is to increase the size of all the 
interstage ratios, including the end ratio, by the same amount, 
thereby allowing fewer stages to be used and reducing the area. 
Fig. 3 shows the saving in area that can be obtained with the opti- 
mised tier buffer compared with this type of area constrained fuced 
taper buffer. The area saving is -50% for most of the buffers con- 
sidered, which is even larger than those shown in Fig. 1. 

Fig. 4 Area saving of optimised taper buffer compared with fixed 
taper buffer in which $. = constant, but fje > $. 

An alternative approach to the design of area constrained fixed 
taper buffers is to allow the end ratio to increase by a larger 
amount than the other interstage ratios, thereby allowing a further 
reduction in buffer area. A comparison of this type of buffer with 
the optimised taper buffer is shown in Fig. 4. The area saving is 
-8% for buffer delay constraints in the range I .  1-2. 
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New domino logic precharged by clock and 
data 

J.-R. Yuan, C. Svensson, and P. Larsson 

Indexing terms: CMOS integrated circuits, Logic circuits 

A clock-anddata precharged dynamic (CDPD) circuit technique 
in CMOS is presented. It gives a fast one-clock-cycle decision to 
multilevel logic and has small clock loads, low peak current, small 
area and low powerdelay product. The technique is highly 
flexible in logic design. For the given example, a 324bit hinary- 
lookaheadcarry chain, the speed improvement can be as high as 
40-50% compared to the static circuit and 30% to the normal 
domino circuit arrangements while the area is reduced by 15- 
30 %. 

Introduction: In CMOS circuit techniques, high clock rates can be 
achieved by true single phase clocking (TSPC), device sizing and 
extreme pipelining, as described in [l]. In this Letter, we will show 
that a fast one-clock-cycle decision for multilevel logic can be 
achieved by a new circuit topology called the clock-and-data pre- 
charged dynamic CMOS circuit technique or CDPD circuit tech- 
nique. 

The CDPD circuit technique is evolved from the existing dom- 
ino circuit technique [2], which has low maximum clock rate and 
from the existing TSPC circuit technique [l]. By removing redun- 
dant elements, such as domino inverters and pipeline latches, and 
introducing data precharged dynamic stages, the CDPD circuit 
technique exhibits a superior speed for multilevel logic to make 
decisions in one clock cycle, necessary for cases in whicb the 
results have to be used in the next clock cycle, e.g. an ALU in a 
traditional microprocessor. Also, the supply current peaks and the 
power consumption are considerably reduced compared with the 
existing domino technique. 

r - - - - - - - - - i  H/L stage 

PH PL PH PL 
a 

Fig. 1 Domino logic and its equivalent replacement by ef$cient CDPD 
logic 

(a) Domino logic 
(b) Equivalent CDPD logic 

CDPD circuit technique: A typical n-domino chain is shown in 
Fig. la .  Two features can be mentioned. First, inverters are used 
between two clock precharged stages, which prevents charge loss 
but creates delay overheads. Secondly, all nodes in the logic net- 
work, e.g the NAND logic, in a clock precharged stage have to be 
precharged to prevent charge sharing, e.g. node M has to be pre- 
charged by an extra p transistor. It is also worth pointing out that 
the evaluation transistors marked by * are redundant. In Fig. 1 as 
well as in Figs. 2 and 3, PH or FL stands for a precharged-to-high 
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or a precharged-to-low signal. The complete function of the circuit 
in the dashed-line box in Fig. l a  can be replaced by a data pre- 
charged W L  stage with only three transistors shown in Fig. Ib. A 
W L  (or a UH) stage is a stage in which inputs are precharged to 
high (or low) and output is precharged to low (or high) by data 
rather than clock. It has been known that an odd number of static 
stages can be placed between two dynamic (clock precharged) n- 
stages [3]. Therefore, we can derive the replacement from, first, 
replacing the box by a static NOR gate and, secondly, modifying 
the NOR gate to the W L  stage. Not all, but most of the static 
gates, as will be shown later, can be modified to dynamic W L or 
LIH stages. 

PI P 
P P  

91 

cell3(H/L) c 

9 

92 s ;  

Fl 
p2 

O1 

O2 
cell 2 (till) ce112(L/H) 

Fig. 5 Two basic logic cells (see Fig. 4 )  in H / L  and U H  stages 

H/ L and L/ H stages. In both cases, each of the two basic cells 
contains eight transistors instead of 10 as in a normal static stage. 
This demonstrates that, in most cases, it is feasible to modify a 
static stage to either an W L  or an L/H stage. The worst load is 

PH PL PH PL PH PL TSPClatch given to p 2  (or the inversed p 2 )  because the p signal is not the crit- 
ical delay path. For comparison, the same BLC chains in static, Fig. 2 Latched CDPD logic with cascaded H / L  and U H  sfages 

Technique 

Static’ 

Domino 

CDPD r 

CDPD pn 

The W L  and L/H stages can be cascaded in a domino chain 
between two clock precharged stages, which is shown in Fig. 2. 
Futhermore, such a chain can be terminated by a TSPC latch [I] 
to hold the output data during its precharge phase. An odd 
number of stages is required between two clock precharged stages 
while an even number of stages is required between a clock pre- 
charged stage and a TSPC latch. As long as the ‘odd and the 
‘even’ rules are satisfied, the number of data precharged or clock 
precharged stages is flexible. However, if a quick precharge is 
needed, there should be enough clock precharged stages and they 
should have the evaluating transistors (those with *) implemented. 

Transistors Delay Clk load 1 PIPs** 

582 3.33 8 32 1 

788 2.4 127 55 2 

505 1.7 65 29 1.07 

512 1.86 73 33 0.96 

us mA 

from another CDPDp-chain 
Fig. 3 pn CDPD logic chain 

domino, CDPD n chain and CDPD p n chain techniques were 
simulated by using the typical parameters of a 1 . 0 ~  CMOS proc- 
ess and minimum size transistors. The results are summarised in 
Table 1. Note that, in simulations, the static chain is terminated 
by a classic master-slave latch whereas the others are terminated 
by TSPC latches and each chain has a unit inverter load. 

Table 1: Comparison between different techniques 

The chain shown in Fig. 2 is an n chain which needs a separate 

particularly TSPC pn logic, is preferred. A cascaded CDPD pn 
logic chain is shown in Fig, 3, This is similar to a TSPC chain 
except the WL and U H  B~~~ of the delay introduced 
by these extra stages, the intermediate latch, e.g. the p latch in the 
dashed-line box, is optional if the evaluation delay of the succes- 
sive clock precharged n stage is k s  then the prechwe delay of 
the p chain. This gives logic flexibility, and when the latch is 
removed the circuit speed is further increased. 

Prwharge phase. To use one clock cycle more efficiently, pn logic, ConcluFionst A fast oneclock-cyc~e decision can be achieved by 
the clock-and-data precharged dynamic (CDPD) circuit technique 
introduced in this Letter. The CDPD circuit technique has other 
advantages such as smaller clock loads, lower peak current (low 
noise), less area (small transistor count) and lower power con- 
sumption compared to the existing domino technique. It is also 
very flexible in logic design due to many available options. The 
application example, a 32bit BLC chain, demonstrates its superior 
speed, small area and low powerdelay product compared to both 
static and domino techniques. 
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Fq. 4 32 bit binary-lookaheod-carry chain in CDPD logic 

In an n-chain: n - WL - W H  - WL - W H  - WL 
In a pn-chain: p - L/H - W L  - n - WL - W H  
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