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Preface

This textbook is intended for undergraduate students at final years of electrical
engineering. It is also recommended for students preparing capstone project where
they need to understand, model, supply, control, and specify grid-side converters in
micro-grids, distribution grids, and residential, commercial, and industrial applica-
tions. At the same time, it can be used as a valuable reference for other engineering
disciplines involved with smart grids, renewable sources, and energy accumulation.
It is also suggested to postgraduates and engineers aspired to development of
electronically controlled production, transmission, distribution, and use of electrical
energy. Unlike majority of textbooks on this subject, this book requires a rather
limited background. Wherever possible, an effort is made to provide the text
approachable to students and engineers in engineering disciplines other than
electrical.

The scope of this textbook is to provide basic knowledge and skills in designing
and controlling the grid-side inverters, in the electronically controlled static power
converters that are becoming a key part in smart grids, as well as in new, power
electronics-based systems for production, transmission, distribution, and use of
electrical energy. Basic engineering considerations are used to introduce the salient
features of grid-side power converters in intuitive manner, easy to recall and repeat.
The book prepares the reader to comprehend the key properties and roles of grid-side
converters, to analyze their steady-state and transient characteristics, to obtain basic
notions on their design and control, to evaluate the effect of electronically controlled
loads in ac grids, to understand the changes introduced by replacing traditional
synchronous machines by source-side converters, to consider the effects of an
increased number of power electronic devices on power system controls and pro-
tections, and to foresee the future developments and related requirements.

Discussion, analysis, and knowledge development on grid-side power converters
and the introduction of basic skills are suited for the electrical engineering students
in their final year of undergraduate studies. Required background includes mathe-
matics, physics, and introductory courses of power electronics, control theory, and
power engineering. The textbook is made accessible to readers without the advanced
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background in the subject matters. An attempt is made to prepare a self-contained
book. The book comprises questions and answers and solved problems wherever the
learning process requires an overview. The chapters comprise an appropriate set of
exercises, problems, and design tasks, arranged to reinstate and use the relevant
knowledge. Wherever it is needed, the book includes extended reinstatements and
explanations of the required skill and prerequisites. The approach and method used
in this textbook comes from the 22 years of author’s experience in teaching electrical
engineering at the University of Belgrade.

Readership

This book is primarily suited for the electrical engineering undergraduates in their
final year. It is also suggested to postgraduates of all engineering disciplines that plan
to major in power electronics, renewables, smart grids, and other areas focused on
developing a novel, power electronics-based production, transmission, distribution,
and use of electrical energy. The book is also recommended to students that prepare
capstone project in one of the areas. The book may also serve as a valuable reference
for engineers in other engineering disciplines that are involved with the subject
matter.

Prerequisites

Required background includes basic mathematics, physics, engineering fundamen-
tals, as well as introductory courses of power electronics, control theory, and power
engineering. The textbook is made accessible to readers without the advanced
background in these disciplines. It is suited for the students of electrical engineering
on their last year of undergraduate studies. Discussion, analysis, and knowledge
development on grid-side power converters and the introduction of basic skills are
also suited for other engineering students on their postgraduate studies. Individual
chapters comprise questions and answers, as well as solved problems wherever it is
required by the learning process. Wherever it is needed, the book includes extended
reinstatements and explanations of the required skill and prerequisites.

Objectives

• Using basic engineering considerations to introduce principles of energy conver-
sion within basic topologies of grid-side converters

• Providing relevant knowledge and skills in pulse width modulation of two-level
and multilevel converters. Comprehending the PWM noise, the current ripple,
and the necessary passive filters
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• Acquiring skills in analyzing and designing stationary frame, synchronous frame,
and resonant current controllers. Comprehending the controller capability to
suppress the input disturbances and the voltage disturbances, to provide a well-
damped, overshoot-free step response, and to secure the desired robustness

• Studying the process of the feedback acquisition, understanding the basic current
sensors, recalling the sampling process and the sampling theorem, designing anti-
aliasing filters, and introducing oversampling, decimation, and one-PWM-period
averaging

• Mastering the skills of modeling discrete-time current control systems, designing
the controller structure, compensating the transport delays, and deriving the
optimum feedback gains

• Analyzing the need to suppress the low-order harmonics, comprehending the role
of the voltage-disturbance rejection of the current controller, introduction of the
active resistance feedback, and designing the controller which encompasses the
active resistance feedback

• Studying and apprehending the control of the active and reactive power injected
into the ac grid by means of d-axis and q-axis current

• Understanding control of the dc-bus voltage between the two back-to-back
inverters used in a wind-power converter set which includes the generator-side
inverter and the grid-side converter

• Analyzing the synchronization of the grid-side converter by means of the phase-
locked loop. The impact of the phase-locked loop on the power transients caused
by the grid frequency change. Control means for the grid-side power converters
which emulate the transient response of conventional synchronous machine

• Understanding injection of parasitic dc-bias into ac grids. Study of sensitivity of
distribution transformers to the bias. The sensors for detection of small dc-bias
voltages embedded into ac voltages. Active suppression of the dc-bias voltages
by means of grid-side converters equipped with the dc-bias sensors and the bias-
suppression algorithm

Teaching Approach

• The emphasis is given to the system view, explaining external characteristics of
grid-side converters. The basic functionality and controls are of the main interest.
Design and construction aspects are of secondary importance.

• Where needed, introductory parts of teaching units comprise repetition of the
required background which is applied through solved problems.

• Mathematics is reduced to a necessary minimum.
• The main goal is development and use of mathematical models and transfer

functions of grid-side converters. At the same time, the focus is kept on physical
insight of the power conversion processes.
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• Although the hardware design is out of the scope, some most relevant concepts
and design skills are introduced and explained. The book also explains some
secondary effects, indicating the cases and conditions where the secondary
phenomena cannot be neglected.

Field of Application

This book discusses power electronics, power systems, smart grids, and other
application of electronically controlled static power converters in production, trans-
mission, and distribution of electrical energy. Analysis and considerations are
focused on basic functionality, topologies, controls, and static and dynamic charac-
teristics of power electronic systems used in conjunction with micro-grids, smart
grids, renewable sources, static transformers, bus converters, load-side converters,
accumulation devices, static VAR compensators, and other similar applications.
Contemporary trends in power systems include the introduction of dc voltages and
currents in transmission and distribution of electrical energy, the integration of
advanced communication networks that enable remote commands and controls,
distributed generation of electrical energy, distributed accumulation resources, and
new, online negotiated energy transactions that contribute to the benefit of both the
utilities and the clients.

Design, control, and use of power electronic systems in electrical power appli-
cations requires the knowledge and skills in power converter topologies, pulse width
modulation algorithms, acquisition and filtering of the feedback signals, designing
and tuning of the digital current controller, controlling the active and reactive power,
suppressing the low-frequency line harmonics, measuring and suppressing the
parasitic dc-bias in ac grids, using the phase-locked loop to synchronize the grid-
side converters to the ac grid voltages, and setting up the converter controls so as to
mimic the behavior of conventional synchronous machines. This book comprises
considerations, analysis, studies, and examples that facilitate the engineering efforts
in designated area.

Belgrade, Serbia Slobodan N. Vukosavic
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Chapter 1
Introduction

The power systems, power engineering, and power industry are all changing in rapid
manner. There are several contemporary drives for such a change. The exhaustion of
fossil fuels, the introduction of renewable sources, the increase in electrical vehicles,
distributed generation, distributed accumulation, real-time negotiated energy trans-
actions, and the introduction of electronic controlled loads and sources with both
local and remote supervision and control are all calling for fast and substantial
changes in generation, transmission, distribution, and use of the electrical energy.

One of the consequences is the appearance of grid-connected power converters.
Most grid-connected power converters that are used next to the electrical loads are
the three-phase devices that make use of semiconductor power switches and the
pulse width modulation in order to turn the energy of line-frequency ac currents into
the energy of dc currents or the energy of ac currents with different frequency. A
number of renewable sources also use the grid-connected power converters, and
these are the three-phase devices that turn the energy of the primary source into the
energy of line-frequency ac currents. Grid-side power converters that serve as the
power interface toward the battery-based accumulation units are capable of
converting the energy in both directions. In addition to load-side and source-side
power converters, there are also the bus-side power converters. Their role is the
energy conversion of electrical energy between the two bus systems, whether the
ones with different voltage levels or also different types of voltages (ac and dc).

An increased number of source-side, load-side, and bus-side converters change
some fundamental characteristics of ac grids. In places where traditional grids
included the power transformers, synchronous generators, and capacitor banks,
there are an ever-growing number of grid-side power converters, static VAR com-
pensators, and other devices that employ power electronics. Behavior of the grid-
side power converters in steady-state and transient conditions is not the same as the
one in the traditional equipment. The power sharing capability, the voltage control,
the frequency control, the short-circuit behavior, and the other important features of
electronically controlled grid-side converters can be fundamentally different. In
order to implement, perform, and maintain the key control function of the grid and
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key protection mechanisms of the grid, it is necessary to study the structure, the
control loops, and the behavior of the grid-side power converters. This study is the
prerequisite for adapting the basic grid controls and protections to an ever-increasing
number of grid-connected power converters.

1.1 DC and AC Grids

Development of transmission and distribution grids also includes the cases where the
ac grids are replaced by dc grids. Therefore, the question arises whether all the ac
grids will be converted into dc grids. If this is true, then there is no need to study the
impact of ac-type grid-side power converters on ac grids. Instead, the research and
development efforts should be focused on developing dc grids with corresponding
power converters.

1.1.1 Conventional AC Grids

At the end of the nineteenth century, the power transmission and distribution
adopted the system with ac currents. For the efficient operation of electrical power
system, the voltage level has to be changed on the way from the electrical source
through the transmission and distribution grids, down to the electrical loads. At that
time, the only way of altering the voltage level were power transformers which
operate with ac currents. At the end of the twentieth century, new semiconductor
technologies allowed for the development and use of power electronic devices and
systems capable of stepping-up or stepping-down dc voltages, thus providing the
means of designing and using the dc transmission lines, as well as the dc distribution
lines. At this point, the question arises about the future development of the grids.

1.1.2 DC Transmission Lines

The use of dc transmission lines started since 1960, primarily for the power supply to
remote islands over relatively long underwater cables. The dc transmission line
Moscow-Kashira of 30 MW, 200 kV started in 1951, while the Swedish line to the
island of Gotland of 20 MW started in 1954. An attempt to use a long underwater ac
transmission with high-capacitance coaxial cables results in an excessive reactive
power, which makes any underwater ac line over 50 km rather inconvenient. In such
cases, transmission is performed by high dc voltages and with high-voltage dc cables
with ac/dc converter stations on both sides. DC transmission lines were also used to
connect two ac systems with two different frequencies or the two ac systems that are
not synchronized.
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Another benefit of dc transmission lines is the capability to transmit the power
over very long distances. With ac transmission lines, the efficient transmission is
feasible along the distances comparable to one quarter of the wavelength of the line-
frequency electromagnetic wave. With 50 Hz systems, the distance is roughly
1500 km. Recent progress in renewable power sources calls for the power transmis-
sion over much larger distances. Volatile and unpredictable power that comes from
the wind power and solar power plants makes it quite difficult to establish the
balance between the power of electrical loads and generated power. The power
balance can be hardly achieved in small areas. In larger areas, the number of all the
renewable sources is larger, and their total power has a smaller relative variance. In a
hypothetical case where the super-grid with high dc voltages would connect all the
continents, a certain number of solar plants would be exposed to the sunlight at all
times, and the total power from all the renewable power sources would be rather
constant. In this case, the accumulation capacity required to settle the imbalance
between the energy production and the energy consumption would be considerably
lower.

1.1.3 DC Distribution

In commercial, residential, and even industrial area, most electrical loads run on dc
power. An integral part of the household appliances, computers, video and audio
equipment, and even electrical drives is the ac/dc converter, the rectifier which
receives the ac power from the grid and provides the dc power.

In electrical drives, 3 � 400 V line voltages are brought to the six-pulse diode
rectifier, which provides the dc voltage in excess of 500 V. The dc voltage is brought
to variable frequency inverters with switching power transistors which produce the
ac voltages and currents required to run the motor. In electrical drives with regen-
erative braking, the six-pulse diode rectifier is replaced by another inverter which
serves as bidirectional power interface between the ac mains and the internal dc-bus.

Most computers and computer accessories have an external or internal ac adapter.
The adapter is usually a switched-mode power converter which receives single-
phase line-frequency voltage and provides the dc voltage of 5, 12, and 19 V or some
other voltage levels. Most contemporary adapters are of PFC type, namely, they
have the power factor correction topology and they draw sinusoidal current from the
mains.

At this point, it is justified to consider the use of dc wiring in households, offices,
and commercial spaces. Namely, if most of the loads eventually make use of dc
voltages, it is reasonable to substitute ac mains with dc voltages, avoiding in this way
the ac/dc power converters. For low power loads, a reasonable voltage level of
þ48 V simplifies electrical insulation, electric shock protection, and short-circuit
protection. For large power industrial loads, such as the electrical drives, the dc
voltage has to be larger than 300–400 Vdc.
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In certain buildings, factories, commercial blocks, and even large ships, the loads
are supplied from the small local grid. The local grid is often a dc grid. This grid
could include the batteries and other energy accumulation devices and some local
energy sources such as the micro-turbines, solar panels, or wind turbines, and it has
large three-phase grid-side inverters as an interface with the ac grid, which serves as
the main supply. These are the examples of efficient use of the dc voltage in
distribution of electrical energy.

1.1.4 DC Versus AC

In both power transmission and distribution, the use of dc voltages and currents
offers a number of technical and economical benefits. Therefore, the question arises
whether the ac grids would gradually disappear, and if so, when is it going to
happen? It has to be noted that the electrical power system is one of the largest
systems made by man. The relevant equipment and systems have considerable value,
and their installation requires significant investment. Once the equipment is installed
and running, there are good reasons to keep it in use throughout the expected service
life. At the same time, interruption of dc currents is more difficult, while contempo-
rary power electronics devices have a rather limited peak currents. For this reason,
the expansion of dc transmission grids and dc distribution grids is gradual, and it
could take considerable amount of time for the ac grid to disappear altogether. Thus,
it is reasonable to expect simultaneous use of both ac and dc grid for prolonged
periods of time.

1.2 Topologies and Functionality

Putting aside the single-phase converters and dc/dc converters in microgrids, most
grid-side power converters are the three-phase inverters that provide the power
interface between the dc-bus and the ac grid with symmetrical three-phase voltages.
Generic 0.4 kV inverters employ the switching bridge with six semiconductor power
switches. In most cases, control of the power switches is based on the pulse width
modulation, wherein the voltage pulses are changed in order to create the sinusoidal
change of the average output voltages in each phase, thus matching the voltages of
the ac grid. Due to the pulsed nature of the inverter output, it is necessary to
introduce an LCL filter (Fig. 1.1) that suppresses the PWM ripple and provides
smooth, sinusoidal line currents.

1.2.1 Medium- and High-Voltage Converters

Due to limited breakdown voltage of semiconductor power switches, the grid-side
power converters for medium and high voltages require advanced topologies, such
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as multilevel inverters and modular multilevel converters. One phase of the three-
level inverter is shown in Fig. 1.2. The voltage across each of IGBT switches is one
half of the bus voltage E, which allows the operation with dc-bus voltages larger than
the breakdown voltage of semiconductor devices. The phase voltage has three
voltage levels (�E/2, 0 andþE/2), while the line-to-line voltage has five levels (�E,
�E/2, 0, þE/2 and E), thus reducing the corresponding ripple.

Converter stations that connect high-voltage dc (HVDC) transmission lines to ac
transmission lines are mostly designed as modular multilevel converter (MMC)
topologies [1–3]. In each phase, there are several series-connected lower-voltage
cells (Fig. 1.3) which can generate considerably larger output voltages (V1, V2, V3 in
Fig. 1.3). Practical implementations of MMC topology in HVDC converters have six
chains of series-connected H-bridge cells, organized in three phases. In each phase,
one chain connects the phase output to the plus rail of the dc-bus, while the other
connects the phase output to the minus rail of the dc-bus. Namely, the series-
connected H-bridge chains replace the IGBT transistors of Fig. 1.1.

Fig. 1.1 Grid-side inverter in 0.4 kV ac grids

Fig. 1.2 One phase of three-level converter
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1.2.2 The Voltage Control in Grid-Side Converters

The source-side converters are often used instead of traditional synchronous gener-
ators, which provide the three-phase symmetrical system of electromotive forces
connected to the grid across the equivalent series inductances. Similarly, the source-
side power converters could be conceived as the three-phase symmetrical ac voltage
sources connected to the grid across the LCL filter. In cases where it is necessary to
provide a virtual synchronous machine, namely, to emulate the behavior of an actual
synchronous machine, the LCL filter acts as the series inductance, while the
PWM-generated voltages have to act as an electromotive force. The voltage actua-
tors in contemporary grid-side converters are mostly PWM-controlled voltage
source inverters with semiconductor power switches (Fig. 1.1). The output voltages
should be sinusoidal, with their frequency equal to the line frequency and with the
amplitude and phase determined so as to create the desired active and reactive power.
The switching structures of Figs. 1.1, 1.2, and 1.3 generate pulsating voltages, and
they cannot provide the sinusoidal output. With sinusoidal change of the pulse
width, the average voltage in each phase has a sinusoidal change. The switching
frequency component of the pulsed voltages is removed by the LCL filters.

1.2.3 Current Control in Grid-Side Converters

The purpose of digital current controllers is to control the electrical current injected
into the grid. The goal of the current control is the suppression of any error between
the current reference and the actual, measured current, obtained from the current
sensors. An ideal current controller has to provide an error-free tracking of the

Fig. 1.3 Basic principle of multilevel multicell converters
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current reference profiles even in the presence of the input disturbances (the changes
of the reference) and the voltage disturbances (the changes of the grid voltages). The
driving force of the current controller are the voltages generated by the switching
bridge through the PWM process.

The current controller considers the current error and calculates the voltage
required to drive detected error back to zero. The controller outputs such voltage
as a signal called the voltage reference. Practical implementation of current control-
lers is digital, and it involves the PWM voltage actuator, the current sensors, the
feedback acquisition system that turns analogue signals into digital, and the digital,
discrete-time controller. The current controllers are used in grid-side inverters but
also in ac drives. In both applications, the model of the load is similar, and it
comprises the series impedance and a back-electromotive force (Fig. 1.2). The line
voltage of ac grid corresponds to the back-electromotive force of ac machines, while
the resistance and the equivalent series inductance of the ac machine windings
correspond to the series resistance and inductance placed between the grid-side
inverter terminals and the connection to the ac grid.

In both the grid-side inverters and ac drives, the steady-state output currents are ac
currents. Their frequency is either the line frequency of the ac grid or the frequency
that corresponds to the speed of the revolving magnetic field within ac machines.
Due to finite gains and a finite closed-loop bandwidth of the current controller, the
operation with ac current references introduces the phase and amplitude errors. In
order to obtain an error-free current control of line-frequency ac currents, it is
necessary to transform the voltage and current vectors in d-q coordinate frame,
where the steady-state values of the currents are dc quantities, and the presence of
an integral gain ensures the steady-state error equal to zero.

1.3 The Impact of Grid-Side Converters

Due to imperfections of semiconductor switches, sensors, and controls, the grid-side
power converters could inject low-order harmonics and small dc bias components
into the ac grid and also introduce stability problems.

1.3.1 DC Bias and Line Harmonics

The principal components of grid-side inverters are electronically controlled
switching bridges with semiconductor power switches. The gate drivers and control
circuitry have to employ a certain lockout time. The lockout time-related voltage
errors contribute to the difference between the output voltages and the sinusoidal
pulse width commands, that is, the modulation signals. The voltage error caused by
the lockout time comprises significant amount of low-order harmonics. In
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conjunction with relatively low series inductances, the lockout time can cause a
considerable amount of low harmonics of the output current.

The lockout time error can be predicted and compensated. Yet, this compensation
cannot be perfect, due to uncertainty of time delays of the gating signals and due to
temperature dependence of semiconductor devices. At the same time, the closed-
loop current controller reduces the low-order current harmonics, but again, their
attenuation cannot be perfect. Eventually, a certain amount of low-order harmonics
gets injected into the grid. They have harmful effect on the loads, sources, and
devices connected to the grid. Therefore, it is of interest to devise the control means
of reducing the content of low-order harmonics. Moreover, there is benefit in
devising the control means that would turn each grid-side converter into the agent
that absorbs the low-order line harmonics, whatever their origin might be.

The grid-side inverters can also inject undesirable, parasitic dc component into
the grid. The voltages are generated by the pulse width modulation, and the current
control relies on dedicated current sensors. There is no intention to inject dc current
into the ac grids. Yet, due to imperfection of sensors, actuators, and controllers, it is
possible for the grid-side inverter to introduce not only the ac currents into the grid
but also a small, parasitic amount of dc current, usually called the dc bias. Injection
of dc currents jeopardizes the operation of line-frequency power transformers and
other devices. In addition to that, the presence of dc bias can produce adverse and
harmful consequences in many electrical loads. With an increased number of grid-
side power converters, negative consequences of the dc bias are emphasized ever-
more. For this reason, the dc bias has to be measured with a very high precision,
providing at the same time the means for active compensation and absorption of the
bias. Namely, with the proper measurement of the bias, the nearby grid-side con-
verters can provide the counter-injection that would compensate the bias and bring
the parasitic dc voltage to zero.

1.3.2 Behavioral Model of Load-Side Converters

The currents and voltages in grid-side power converters are electronically controlled,
with the current, power, and dc-bus voltage loops implemented in a digital, discrete-
time manner. Considering an electrical load such as the electrical drive with an active
front-end converter that interfaces the grid, the motor-side inverter resides in the
shaded box in the right side of the dc-bus in Fig. 1.1. The grid-side converter (in the
left side of Fig. 1.1) controls the line currents and converts the power of ac voltages
and currents into the power injected into the dc-bus, suited to balance the load power,
thus keeping the dc-bus voltage in balance. Neglecting the losses, the grid ac power
is determined by the load power. In the case of an electrical drive, it is defined by the
motor speed and torque.

The load power of electronically controlled loads does not depend on the line
voltages. With constant load power, the grid ac power remains constant in the
presence of changes in ac voltages. Whenever the line voltages increase, the grid-
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side converter currents would decrease in amplitude in order to maintain the desired
power. The change of the current amplitude comes from the internal controller which
maintains the dc-bus voltage. Namely, with an increase of the grid voltages, and
assuming that the line-current amplitude remains initially unchanged, the power of
the grid-side converter increases and becomes larger than the load power. In
consequence, the dc-bus capacitor gets charged, and the dc-bus voltage increases.
Further on, the internal controller which maintains the dc-bus voltage reduces the
amplitude of the line-current references, and the grid-side power settles back to the
steady-state value. In a like manner, whenever the line voltages decrease, the line-
current amplitude increases.

From the above considerations, it is concluded that the electronic control of the
converter structure of Fig. 1.1 contributes to the grid-side converter behavior which
includes negative equivalent resistance. Namely, any positive change ΔU of the grid
voltages causes a negative change ΔI of the line currents and vice versa. In other
words, the equivalent dynamic resistance of the grid-side converter is negative,
REQ ¼ ΔU/ΔI < 0. Negative resistance within the behavioral model reduces the
stability margin of the ac grid. In cases where the grid has a large number of
electronically controlled loads, their negative dynamic resistance can bring the
system to instability. In order to avoid the problem, it is necessary to add the
means for the local energy accumulation and to use to aid keeping the line current
proportional to the voltage transients over the initial, short intervals of time, thus
avoiding the negative resistance effects in the frequency range that are critical for the
stability of the grid.

1.3.3 Behavioral Model of Source-Side Converters

The source-side converters replace the conventional synchronous generators. Static
and dynamic characteristics of synchronous generators were the backbone for the
development of many control and protection mechanisms of contemporary ac grids.
In this initial phase of deployment of electronically controlled sources, it is desirable
that they mimic the static and dynamic characteristics of synchronous machines.

Conventional synchronous generators comprise the three-phase stator winding,
the excitation winding on the rotor, and the damping winding on the rotor.
Subtransient dynamic processes of the damping winding decay in tens of millisec-
onds. They are followed by transient dynamic processes within the excitation
winding, which decay in several hundred of milliseconds. Both processes have
considerable impact on the generator capability to supply the fault currents in the
case of the short circuit, and they have the key role in designing and tuning the ac
grid protection mechanisms. The capability of grid-side converters to emulate the
short-circuit behavior of synchronous generators is limited by the current carrying
capability of semiconductor power switches.

The power delivered by the synchronous generator changes with the line voltage,
with the rotor electromotive force, and with the winding inductances, and it depends
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on sin(δ), where δ is the angle between the rotor electromotive force and the stator
voltage. In steady state, the rotor electromotive force and the stator voltage revolve
at the same speed, and the angle δ is constant. In transient conditions, the rotor
acceleration can introduce small, transient differences between the rotor speed and
the line angular frequency. When the rotor speed increases, the angle δ increases as
well, as well as the power delivered by the generator. In cases where the rotor speed
transients fall below the line angular frequency, the angle δ and the generated power
both decrease.

The change of the generator power, the rotor speed, and the angle δ are described
by a second-order differential equation. The damping factor of the oscillatory
response is determined by the damper winding, which introduces an additional
component of the electromagnetic torque. This new component exists only in
transient states. It is proportional to the slip, namely, to the transient difference
between the rotor speed and the line angular frequency. Any change of the phase
and frequency in the ac grid provokes the transient changes of generated power in all
the synchronous generators connected to the grid. It is desirable that the source-side
converters mimic this change. In cases such as the solar power plants and the wind
power plants, the power delivered to the ac grid depends on the energy harvesting,
that is, it depends on weather conditions, the solar power, and the wind speed. Any
request to introduce intermittent, short-term transient changes of the electrical power
requires some means of local energy accumulation that can provide the transient
power peaks that could last several seconds.

1.4 Control Techniques for Grid-Side Converters

Control tasks of grid-side power converters include digital current control; suppres-
sion and absorption of parasitic dc bias; suppression of line harmonics; control of
active and reactive power; supply of controllable grid-fault currents; frequency,
voltage, and droop control; emulation of synchronous generators; and other tasks.

1.4.1 Robust and Error-Free Feedback Acquisition

The pulse width modulated voltage pulses obtained at the output of the three-phase
inverter comprise the frequency components at the switching frequency fPWM and
above. The output current comprises the frequency component called the current
ripple, which has the components at the same frequencies as the output voltage. At
the same time, the sampling frequency of digital current controller is determined by
the PWM frequency. For this reason, sampling of the feedback signals (the output
currents) introduces the sampling errors. The errors take place in cases where the
analogue input signal comprises the frequency components above one half of the
sampling frequency. The sampling and reconstruction of analogue signals are
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discussed by Kotelnikov and Shannon [4–6]. For this reason, the feedback acquisi-
tion system has to remove the signals at the PWM frequency and its multiples.

In most cases, the undesired frequency components at higher frequencies are
removed by means of analogue low-pass filters, also called the anti-aliasing filters.
The theory requires complete removal of any frequency component above one half of
the sampling frequency. In practical applications with limited resolution of A/D
converters, it is sufficient to suppress the undesired frequency components below
the level of one least significant bit of the A/D converter (1 LSB, the smallest
detectable change of the analogue signal). Even so, the anti-aliasing low-pass filter
with desired attenuation introduces considerable phase and amplitude errors at
frequencies lower than one half of the sampling frequency and even at frequencies
below the desired bandwidth. Therefore, it is necessary to devise the means of
removing the harmful frequency components from the train of feedback samples
while maintaining the phase and amplitude of the feedback signal unaltered from dc
up to the bandwidth frequency.

Error-free ripple-insensitive sampling can be achieved by sampling the feedback
signal at 2N times larger sampling frequency, thus acquiring a large number of
equidistant samples within each PWM period. The feedback signal is obtained by
averaging the train of samples acquired within the past PWM period. In this way, all
the components at the PWM frequency and its multiples are removed from the
feedback chain. The implementation of this oversampling-based one-PWM period
feedback averaging relies on advanced features of digital signal controllers. Fast A/D
acquisitions are performed each 2–3 μs by means of an autonomous sequencing
machines. At the same time, data collection and storage are performed without CPU
load, relying on an internal DMA machine which handles automated data transfers
between the peripherals and RAM.

1.4.2 High Bandwidth Digital Current Controllers

The innermost loop in grid-side power converters is the digital current loop. Perfor-
mances of the inner loop greatly affect the overall behavior of the converter. The
principal component of grid-side inverters are electronically controlled switching
bridges with semiconductor power switches. The task of the digital current controller
includes the acquisition of the feedback signals, discrimination of the current error,
calculation of the voltages that are suited to suppress the current error, and imple-
mentation of these voltage commands through the PWM process.

The digital current controllers are of discrete-time nature. The analysis and design
of discrete-time current controllers rely on z transform, and it takes into account all
the transport delays caused by the feedback acquisition, computation, and PWM
processes. Design and parameter setting of the discrete-time controller has to include
all the delays in the feedback path and all the delays in the PWM path. One PWM
period averaging improves the robustness of the controller against the noise in the
feedback path, but it also introduces an additional transport delay in the closed-loop
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chain. In order to obtain a quick, well-damped, and robust response, it is necessary to
design the controller using the internal model control (IMC) approach and to set the
parameters to maximize the closed-loop bandwidth yet preserving an overshoot-free
response and sufficient robustness against the parameter changes. The limiting factor
for the closed-loop bandwidth are the transport delays. The effect of delays can be
reduced by the proper scheduling of the control tasks within each interrupt and by
introducing the series compensator with differential action.

1.4.3 Suppression of Low-Order Harmonics

Digital current controllers have the crucial impact on performance of grid-side
converters and ac drives. In addition to an error-free tracking of the input reference,
the task of the current controller is also the suppression of the voltage disturbance. In
grid-side inverters, the voltage disturbances are the line voltages. In ac drives, the
voltage disturbance are the back-electromotive forces of ac machines. The voltage
disturbances are commonly suppressed by enhancing the controller with an addi-
tional inner loop, the active resistance feedback. It is implemented as an additional
proportional gain. Suppression of the voltage disturbances is proportional to the
active resistance gain. Therefore, it is of interest to maximize that gain. The time
delay introduced into the feedback path creates difficulties in designing the current
controller with the active resistance. In order to increase the active resistance gain, it
is necessary to analyze the impact of transport delays and to provide the compensa-
tion schemes.

1.4.4 Synchronization and Power-Frequency Change

Typical source-side converters are the inverters that collect the electrical energy from
the wind power plants or solar power plants, convert the energy into a set of three-
phase voltages and currents, and inject the active and reactive power into the three-
phase ac grid. With the advent of local accumulation and considering the regener-
ation needs of electrical drives, most load-side converters have to be bidirectional,
capable of supplying electrical energy into the grid during brief intervals of time.
Therefore, the basic functionality of all the grid-side converters is similar. When
interfacing the ac grids, the grid-side power converter has to provide the voltages and
inject the currents that are in synchronism with the grid voltages. Therefore, it is
necessary to provide the means for detecting the frequency and the phase of the grid
ac voltages.

Most common device in use is the phase-locked loop (PLL), often used in radio
circuits. Dynamic properties of the grid synchronization device have a significant
impact on the response of the grid-side converter power to the grid transients. With
the present infrastructure, the power response of the grid-side converter to the grid
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transients should, ideally, resemble the response of a typical synchronous generator.
An increased share of grid-side power converters with different dynamic properties
could have adverse effects on the grid operation and stability. Therefore, it is of
interest to study the grid synchronization devices and to find the way to make their
dynamic properties closer to those of synchronous generators.
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Chapter 2
PWM Voltage Actuator

Digital current controllers are used in grid-side inverters, generator-side inverters,
electrical drives, and many other applications. Their purpose is to control the
electrical current injected into the grid or the electrical current supplied to the
windings of an electrical machine. Desired goals include quick and accurate sup-
pression of any errors between the desired current, also called the current reference,
and the actual current obtained from the current sensors. Ideally, digital current
controllers should provide the means for an error-free tracking of the current
reference profiles even in the presence of the input disturbances (i.e., sudden changes
of the reference) and the voltage disturbances (sudden changes of the line voltages,
back-electromotive forces, and similar). The driving force in current controllers is
the voltage supplied to the load. In grid-side inverters, the load is the ac-grid, which
is connected across the LCL filter. In electrical drives, the load can be represented by
the series inductance and the series resistance of the stator winding, with the stator
back-electromotive force closing the circuit. In essence, the current controller uses
the current error to calculate the voltages that are required to drive detected error
back to zero. The controller outputs the voltage references. It takes the voltage
actuator to generate the actual voltage that corresponds to the voltage reference. In
other words, the voltage actuator is an amplifier that turns the voltage reference
signals into power circuit voltages.

The voltage actuators that are used in contemporary grid-side converters are
mostly PWM-controlled voltage source inverters with semiconductor power
switches. Two such inverters are used within a wind power setup, as shown in
Fig. 2.1.

Ideally, the voltages obtained at the output of the grid-side converter (Fig. 2.1)
should be sinusoidal, with their frequency equal to the line frequency and with the
amplitude and phase that create the desired active and reactive power. On the
generator side, the frequency of sinusoidal voltages is determined by the speed of
the wind turbine. Sinusoidal voltages with adjustable frequency, amplitude, and
phase can be obtained from class AB linear amplifiers. Yet, the efficiency of such
amplifiers is rather low, as their operation produces a great deal of losses. Instead, the
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relevant voltages in Fig. 2.1 are obtained from the switching bridges that provide the
train of voltage pulses. The average value of the output voltage is altered (modu-
lated) by changing the width of the voltage pulses. The pulse width modulation
(PWM) technique is introduced in the following section.

2.1 Two-Level Inverters with Symmetrical PWM

A three-phase PWM inverter shown in Fig. 2.2 provides the power interface between
the dc source E and the three-phase source of ac voltages (Ea, Eb, Ec). The ac
electromotive forces with series R-L impedance can represent the grid as well as a
three-phase electrical machine. The plus and minus rails of the dc supply are also
called the dc-bus. Any parallel capacitor connected between the rails is called the
dc-bus capacitor. For convenience, the dc voltage source E is split in two, and
the connecting point between the two E/2 sources is taken as the reference (0 V)
for the voltage measurements. The voltage at the star connection of the three-phase
system is denoted by uST.

2.1.1 Pulse Width Modulation

There are two semiconductor power switches in each of the three inverter phases. By
closing the phase A upper switch (AH), the output voltage ua gets equal to þE/2.
With the lower switch closed (AL), the output voltage ua becomes �E/2. An attempt
to close both AH and AL would result in a destructive short circuit. Thus, the phase A
output voltage can assume one of the two discrete values, either þE/2 or �E/2. The
instantaneous value of ua(t) cannot assume a sinusoidal change, but it is possible to
use the switching action of AH and AL to generate the voltage ua as a series of pulses
(Fig. 2.3).

Assuming that the voltage pulses in Fig. 2.3 repeat with the period TPWM and that
the upper switch (AH) remains closed during the interval tON, the average voltage uav
in one TPWM period changes with tON in a linear manner:

Fig. 2.1 Three-phase IGBT inverters as the voltage actuators in grid-side and generator-side
converters of the wind power setup
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uav ¼
ZTPWM

0

ua tð Þ � dt ¼ 2tON � TPWM

TPWM
� E
2
¼ 2m� 1ð Þ � E

2
: ð2:1Þ

The ratio m ¼ tON/TPWM changes from 0 (tON ¼ 0) to 1 (tON ¼ TPWM). The
average voltage uav in each PWM period changes from �E/2 to þE/2 while
m sweeps from 0 to 1. The pulse width tON ¼ mTPWM does not have to be the
same in the successive PWM periods. Adopting a sinusoidal change of tON, the
voltage ua becomes a train of voltage pulses with an average value uav that exhibits a
sinusoidal change. In addition to the average value uav, the voltage ua also contains a
zero-average ac component that includes pulsations at the frequency fPWM ¼ 1/
TPWM. Thus, the pulse width modulation (Fig. 2.3) can provide the sinusoidal change
of the average uav, but the instantaneous value ua retains its pulsating nature.

The inductances of the LCL filter (Fig. 2.1) and the inductances of the generator
winding act as low-pass filter that attenuate the effects of the high-frequency pulses
on the current. With an ac excitation U(jω) at the angular frequency ω, the current
response is I(jω) ¼ U(jω)/(jωL ), where L is the equivalent series inductance of the
LCL filter or the equivalent series inductance of the electrical machine connected to
the generator-side inverter of Fig. 2.1. The current I(jω) is inversely proportional to

Fig. 2.2 Three-phase IGBT inverter with the three-phase load, approximated by R-L series
impedance and an electromotive force

Fig. 2.3 Pulse-shaped
phase voltage ua at the
output of the inverter
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the angular frequency. Assuming that ω ¼ 2πfPMW is sufficiently high to make the
current I(jω) negligible, the pulsed ac component of ua can be disregarded, resulting
in ua � uav. In such case, the PWM-controlled inverter (Fig. 2.2) can be considered
as the source of controllable sinusoidal voltages.

2.1.2 Pulsed Voltages and the Current Ripple

It is of interest to obtain an insight into the PWM frequency component of the output
current which is caused by the pulsating nature of the phase voltages. With floating
star connection of the three-phase system (uST in Fig. 2.2), the ripple calculation gets
rather involved. To obtain a quick estimate, the analysis is simplified by assuming
that uST ¼ 0. In such case, the voltage pulses of ua do not affect the currents in other
phases, while the voltages of the remaining phases do not affect ia. Thus, it is
possible to consider the single-phase representation given in Fig. 2.4.

In steady-state conditions and with Ra ¼ 0, the average voltage across the
inductance La has to be zero. For that reason, the back-electromotive force Ea has
to be equal to uav ¼ (2 m�1)E/2. Within the interval tON ¼ mTPWM (Fig. 2.4), the
voltage across the inductance La is uL1 ¼ E/2 � uav ¼ (1�m)E. Within the interval
tOFF ¼ (1�m)TPWM, the voltage across the inductance La is equal to uL2 ¼ uav + E/
2 ¼ mE. The average voltage across La is tON uL1 + tOFF uL2 is equal to zero.
Therefore, the current ia maintains its average value Iav. The ac component of the
voltage across La contributes to linear change of ia around the average value. The
amplitude of ia oscillations is ΔI. During the interval tON, the voltage uL1 introduces
the changes in ia by the amount of 2ΔI, and this relation is used in Eq. (2.2) to

Fig. 2.4 The ripple ΔI of the phase current obtained from Fig. 2.2 with uST ¼ 0
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calculate the ripple ΔI in terms of m, E, La, and TPWM. The ripple reaches the
maximum value ΔImax for m ¼ 0.5.

uL1tON ¼ 2LaΔI ) ΔI ¼ uL1tON
2La

¼ m� m2ð Þ � E � TPWM

2La
,

ΔImax ¼ΔI
m¼0:5

���� ¼ E � TPWM

8La
:

ð2:2Þ

Question (2.1) The three-phase inverter with the rated power of Sn ¼ 10 kVA,
E ¼ 600 V and with fPWM ¼ 10 kHz gets connected to the mains voltage of
3 � 400 V, 50 Hz by means of three series inductances L. Relative (per unit)
value of each series inductance is 0.1 (10%). What is the maximum value of the
current ripple?

Answer (2.1) The maximum value of the current ripple is calculated from (2.2).
The values of E and TPWM ¼ 1/fPWM are available, while it is necessary to calculate
L. With L ¼ 0.1 p.u, the rated current Inrms produces the voltage drop ΔU ¼ 2π 50 L
Inrms across the inductance which is equal to 10% of the rated phase voltage, that is,
ΔU¼ (0.1) 400/1.732¼ 23.1 V. With Inrms¼ Sn/400/1.732¼ 14.43 A, L¼ 5.1 mH.
From (2.2), ΔImax ¼ 1.47 A, roughly 10% of the rated current.

2.1.3 Star Connection and Line Voltages

The phase voltage of Fig. 2.3 has two discrete levels, þE/2 and �E/2. The three-
phase circuits of Fig. 2.2 have a floating star connection with the voltage uST which
can assume non-zero values. The voltage uST (Fig. 2.2) can be expressed in terms of
the parameters and variables of phase A:

uST ¼ ua � Raia � La
dia
dt

� Ea ð2:3Þ

In a like manner, the voltage uST can be expressed in terms of the parameters and
variables in the remaining two phases. The three expressions can be summed,
resulting in

3 � uST ¼ ua þ ub þ uc � Raia � Rbib � Rcic�
�La

dia
dt

� Lb
dib
dt

� Lc
dic
dt

� Ea � Eb � Ec
ð2:4Þ

The sum of the three-phase currents in Fig. 2.2. is equal to zero, ia + ib + ic¼ 0. In
cases where the resistances and the inductances of the three-phase circuit are equal
(Ra ¼ Rb ¼ Rc, La ¼ Lb ¼ Lc) and where the back-electromotive forces of Fig. 2.2
make up a symmetrical system with Ea + Eb + Ec ¼ 0, the voltage uST is equal to the
average value of the three-phase voltages:
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uST ¼ ua þ ub þ uc
3

ð2:5Þ

Thus, the voltage uST of Fig. 2.2 can float from �E/2 (AL ¼ BL ¼ CL ¼ ON) to
þE/2 (AH¼BH¼CH¼ON). With the star connection floating, the phase currents ia, ib,
and ic depend on the line-to-line voltages uab, ubc, and uca. While the phase voltages
have two discrete levels, the line voltages can be �E, 0, or þE. The line voltage uab
is given in Fig. 2.5, along with the corresponding switching states. Considering the
need to create a sinusoidal change of the line voltage average uab(av), a convenient
solution is using the switching states with uab ¼ +E and uab ¼ 0, while uab(av) > 0,
while reverting to the states with uab ¼ �E and uab ¼ 0 when uab(av) < 0. However,
the switching states in phases A and B also affect the line voltages ubc and uca, and
this has to be taken into account when devising the switching strategy suitable for the
three-phase pulse width modulation.

Question (2.2) Considering the phase voltage ua, generated according to the PWM
pattern illustrated in Fig. 2.3; observing at the same time the relation between the
pulse width tON and the average value ua(av) of ua(t) within each TPWM period;
neglecting the pulsating components of ua(t) at the switching frequency, and assum-
ing that the pulse width tON changes so as to obtain a slow, sinusoidal change of the
average value ua(av) at the line frequency, calculate the largest rms value of the
sinusoidal change of ua(av).

Answer (2.2) The average value of ua(av) changes between �E/2 (AL ¼ ON) and
þE/2 (AH¼ON). Thus, any sinusoidal change of ua(av) remains within the interval
[�E/2 .. þE/2]. Therefore, the maximum peak value of the sinusoidal change is
uamax ¼ E/2, while the rms value of the sinusoidal ua(av) change is Uarms1 ¼ E/2/sqrt
(2).

Question (2.3) Assuming that the phase voltages ua, ub, and uc are generated as
described in the previous question and that the phase shift between phase voltages is
2π/3, what is the rms value of the sinusoidal change of line voltages?

Answer (2.3) In a symmetrical three-phase system, the line voltages are 2 sin(2π/
3)¼ sqrt(3) times larger than the phase voltages. Therefore, the required rms value is
Uab rms1 ¼ E sqrt(3/2)/2.

Fig. 2.5 Line-to-line voltage at the output of the inverter: four switching states and three levels
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Question (2.4) Considering the line voltage uab, generated according to the PWM
illustrated in Fig. 2.5, and assuming that the ac components of uab(t) at the switching
frequency are of no significance, calculate the rms value of the sinusoidal change of
uab(av), where the latter is the average value of uab(t) within each TPWM wide
switching period.

Answer (2.4) The average value of uab(av) in Fig. 2.5 sweeps between �E
(AL ¼ BH ¼ ON throughout the switching period) and þE (AH ¼ BL ¼ ON).
Thus, any change of uab(av) remains within the interval [�E .. þE]. The maximum
peak value of the sinusoidal change is uab max ¼ E, while the corresponding rms is
Uab rms2 ¼ E/sqrt(2). Notice at this point that Uab rms2 is 2/sqrt(3) times larger than
Uab rms1 obtained in Question 2.3.

There are six power switches in a three-phase PWM inverter (Fig. 2.2). Their state
is controlled by the control electrode. With MOSFET and IGBT transistors, the
voltage at the control electrode (the gate) controls the state of the switch. Whenever
the voltage between the gate and the emitter (VGE) exceeds the threshold of 5–6 V,
the IGBT transistor is in conduction. Therefore, it is a common practice to maintain
VGE ¼ �15 V in order to keep the switch OFF and to supply VGE ¼ �15 V in order
to turn the switch ON. The gate voltages are supplied by dedicated electronic circuits
called the gate drivers. Two such drivers are shown in Fig. 2.6. Pulse width
modulated signal is obtained from the peripheral unit of the microcontroller. The
unit comprises programmable timers that generate the pulses with period TPWM and
the pulse width tON. While the output of the peripheral unit refers to the micropro-
cessor ground, the drivers are tied to the power circuits and, therefore, exposed to
dangerous potentials. For this reason, digital PWM signal cannot be directly wired to
the drivers. Instead, it has to be passed through the stage with galvanic isolation. The
isolation can be accomplished by using the photo-couplers or fiber-optic cables.

Fig. 2.6 The state of the power switches is controlled from a peripheral unit of the microcontroller
which comprises programmable timers
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2.1.4 Symmetrical and Asymmetrical PWM Carrier

Desired voltage ua is often called the voltage reference and denoted by ua
*. In order

to obtain ua(av) ¼ ua
*, the pulse width tON (2.1) should be set to the value calculated

in (2.6). The value of ua
* changes the pulse width in a linear manner, and it is also

called the modulation signal. Within each PWM period, there is only one voltage
pulse and only one, discrete value of tON. Therefore, it is inappropriate to represent
the modulation signal with a continuous-time function ua

*(t). Instead, the modula-
tion signal can be represented as a train samples, implying a single, discrete value ua

*

(nTPWM) that corresponds to the nth switching period. In cases where the desired
phase voltage has a sinusoidal change with the fundamental frequency ωF, the value
ua

*(nTPWM) within the interval [nTPWM .. (n þ 1)TPWM] should be equal to Um sin
(ωF n TPWM). Corresponding pulse width is given in (2.7).

tON ¼ TPWM

2
1þ u∗a

2
E

� �
: ð2:6Þ

t nON ¼ TPWM

2
1þ 2Um

E
sin ωF � n � TPWMð Þ

� �
: ð2:7Þ

mn ¼ t nON
TPWM

¼ 1
2
þ Um

E
sin ωF � n � TPWMð Þ: ð2:8Þ

The ratio m ¼ tON/TPWM is often called the modulation index, and it is given in
(2.8). In cases where the switching frequency exceeds the fundamental frequency by
several orders of magnitude, the pulsed nature of the voltage ua(t) can be neglected
along with the current ripple (2.2). With ωF << 2πTPWM, the modulating signal can
be approximated by the function ua

*(t) which coincides with the actual train of
samples, while the inverter can be envisaged as an amplifier that provides the output
voltage ua(av)(t) ¼ ua

*(t).
The process of pulse width modulation in Fig. 2.7a involves the modulation index

m and the PWM carrier signal c(t). The signal c(t) in Fig. 2.7a has a sawtooth form.
The output voltage ua(t) remainsþE/2 until the intersection of the modulation signal
m and the sawtoothed carrier c(t), when it commutates and remains �E/2 until the
end of the PWM period. The voltage pulses are not symmetrical with respect to the
PWM periods. Therefore, the process in Fig. 2.7a is known as asymmetrical PWM.
When the modulation index m sweeps from 0 to 1, the pulse width tON changes from
0 to TPWM, and the average value of the output voltage changes from �E/2 to þE/2.

The PWM carrier in Fig. 2.7b has a triangular shape. The impact of the modu-
lation index m on tON and on ua(av) remains the same as with asymmetrical PWM.
Due to triangular shape of c(t), the center of the negative voltage pulse coincides
with the peak of the PWM carrier. In cases where mn�1 ¼ mn, the center of the
positive voltage pulse coincides with the zero point of the PWM carrier.

Symmetrical placement of the voltage pulses with respect to the triangular carrier
is the reason to call the modulation scheme of Fig. 2.7b symmetrical PWM.
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Symmetrical PWM is used in most grid-side power converters and electrical drives
due to its advantages over the asymmetrical PWM.

An important drawback of asymmetrical PWM can be observed by considering
the three-phase PWM inverter and the instant when the PWM carrier c(t) in Fig. 2.7a
drops from one to zero. At that instant, the phase voltages ua, ub, and uc commutate
from �E/2 to þE/2. The commutation takes place in all the three phases, and it
contributes to commutation losses. At the same time, the line-to-line voltages uab,
ubc, and uca do not change, their value was zero before the commutation, and they
remain at zero immediately after the commutation. Thus, the energy investment in
three commutations does not contribute to any change in the output voltages uab, ubc,
and uca. This drawback is eliminated by symmetrical PWM in Fig. 2.7b.

With both asymmetrical and symmetrical PWM schemes, the voltage reference
affects the output voltage with delay. Namely, the modulation signals in Fig. 2.7
have to be set at the beginning of the PWM period, and they control the average
voltage until the end of the relevant PWM period. On an average, the voltage
reference is delayed by TPWM/2. This transport delay affects the design and the
performances of the digital current controllers.

2.1.5 Double Update Rate

The modulation signal in Fig. 2.7b is changed in each PWM period. The sinusoidal
change of the phase voltages can be obtained by changing the modulation signal as
suggested in (2.8). Each voltage pulse in Fig. 2.7b has its rising edge coinciding with
the falling slope of carrier and its falling edge coinciding with the rising slope of the
carrier. The average voltage depends on the position of both commutations. Thus, it
is possible to use one modulation index to set the rising edge of the voltage pulse

Fig. 2.7 Line-to-line voltage at the output of the inverter: four switching states and three levels
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while using a different modulation index for the falling edge. Each of these new
modulation indices has to be maintained over one half-period TS of the PWM,
TS ¼ TPWM/2. In other words, it is possible to double the update rate of the
modulation index, reducing in this way delays in applying the reference voltage at
the output terminals of the inverter.

In Fig. 2.8, the basic principles of doubling the update rate are illustrated by
showing the symmetrical PWM carrier, the modulation indices set in specific half-
periods, and the waveform of the resulting phase voltage. The modulation index mn

has to be set at the instant nTS, at the beginning of nth half-period TS. It gets
compared to the rising slope of the triangular PWM carrier, and it sets the commu-
tation at instant nTS + tON

n. By affecting tON
n, the modulation index mn determines

the average value of the output voltage on the interval [nTS .. (n þ 1)TS]. In a like
manner, the modulation signal mn þ 1 compares to the falling slope of c(t) and
controls the average value of the output voltage on the interval [(n þ 1)TS .. (n þ 2)
TS]. In the described way, delay in applying the reference voltage is halved. On an
average, the voltage reference is delayed by TS/4 ¼ TPWM/4. The change of the
modulation indices twice per PWM period is usually called double update rate, and
it is used in most digital current controllers.

2.1.6 The Output Voltage Waveform and Spectrum

The phase voltage at the output of the PWM inverter (Fig. 2.2) comprises the desired
sinusoidal change of the average voltage ua(av) in each period. This change represents
the desired phase voltage at the fundamental frequency ωF. In grid-side inverters, ωF

Fig. 2.8 Double-rate symmetrical PWM with corresponding phase voltage ua(t)
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corresponds to the line frequency, while in electrical drives it depends on the drive
speed. Due to pulsed nature of the actual phase voltage, it also comprises the high-
frequency components related to the commutation frequency fPWM. It is of interest to
get an insight into the actual waveform of the phase voltage and its spectrum.

The waveforms in Fig. 2.9 represent the PWM carrier, the phase voltage ua(t), and
the continuous-time function that represents sinusoidal modulation signal. The
waveforms are obtained for the symmetrical PWM with double update rate and
with the sinusoidal voltage reference with the voltage amplitude set to 90%. The
corresponding spectrum of the phase voltage is given in Fig. 2.10. At f ¼ fF ¼ ωF/2/
π, the spectrum has the fundamental component, representing the sinusoidal change
of the voltage average value. The spectrum comprises a pronounced component at
fPWM. The two visible side components are placed at the distance�2fF. In addition to
that, the spectrum has another two groups placed next to 2fPWM and next to 3fPWM.
There are also spectral components with minor amplitude, as well as the components
in the frequency range above 3fPWM. All the components above f ¼ fF are caused by
the PWM nature of the phase voltages.

Although the voltage spectrum has considerable high-frequency components,
their impact on the phase current is reduced by the low-pass nature of the series
impedance. That is, the frequency component of the output voltage U(jω) produces
the response of the output current described by I(jω) ¼ U(jω)/(jωL + R). Neglecting
the resistance, the current response to the voltage excitation is inversely proportional
to the excitation frequency.

1

0.5

-0.5

ua (t) +E / 2

−E / 2

-1

0

0 0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016 0.018 0.02

PWM carrier

modulation signal

phase voltage

Fig. 2.9 PWM carrier, modulation signal, and the phase voltage ua(t) with symmetrical pulse width
modulation
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The waveforms in Figs. 2.11 and 2.12 correspond to the three-phase PWM
inverter which operates with 90% of the output voltage at fF ¼ 50 Hz. The output
is loaded with R-L load characterized by τ ¼ L/R ¼ 1 ms. The waveforms are
obtained by computer simulations (model1.zip). In Fig. 2.11, it is assumed that the
star point is connected to the zero point (Fig. 2.2). Thus, the current in phase A does
not get affected by commutations in other phases. The relative value of the switching
frequency component within the phase current is considerably lower than the relative
value of the switching frequency component within the phase voltage. This illus-
trates the low-pass nature of series-connected inductive loads and provides the
grounds for the use of PWM technique in achieving almost sinusoidal output
currents.

Similar test is outlined in Fig. 2.12, where the star point is left floating, with
ia + ib + ic ¼ 0. The current of the three-phase system with floating star connection
depends on the line-to-line voltages. Thus, the current in phase A gets affected not
only by the phase voltage ua but also by commutations in other two phases. This
alters the waveform of the current ripple, reducing the apparent peaks and empha-
sizing the frequency components at higher frequencies.

Fig. 2.10 The spectrum of the phase voltage ua(t) obtained with symmetrical pulse width
modulation
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Fig. 2.11 The phase current and the phase voltage obtained at fF ¼ 50 Hz, with Um/Umax ¼ 0.9,
L/R ¼ 1 ms and with the star connection grounded
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Fig. 2.12 The phase current and the line voltage obtained at fF ¼ 50 Hz, with Um/Umax ¼ 0.9,
L/R ¼ 1 ms and with the star connection floating
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2.2 Space Vector Modulation with DI and DD Sequences

The PWM techniques described in Sect. 2.2.1 are focused on controlling a pair of
switches in one inverter phase. Instead, it is possible to consider the three-phase
inverter as a whole and to devise coordinated control of the switches in all the
inverter phases. By doing so, it is possible to increase the available output voltage
and to reduce the commutation losses.

The inverter with three phases and six switches has a limited number of switching
states. The output voltages of the inverter are ua, ub, and uc, and they can be
represented by one voltage vector. Each of the switching states provides one discrete
voltage vector, called the space vector. Desired (or reference) voltage vector rarely
coincides with one of the discrete voltage vectors. The space vector modulation
technique consists in devising a cycle of several discrete voltage vectors and
assigning the appropriate dwell times in order to achieve the average voltage equal
to the reference.

A three-phase inverter of Fig. 2.2 supplies the phase voltages with their average-
per-PWM-period value ua(av) changing from�E/2 (tON¼ 0) andþE/2 (tON¼ TPWM).
Presumed sinusoidal change of ua(av) remains within �E/2 and þE/2 limits. Thus,
the largest rms value of the sinusoidal ua(av) change is Uarms1 ¼ E/2/sqrt(2), and the
largest rms value of corresponding line-to-line voltages is Uab rms1 ¼ E sqrt(3/2)/2.
At the same time, the line voltage waveforms in Figs. 2.5 and 2.12 provide
the evidence that the peak value of the line voltage reaches E, thus resulting in
Uab rms2 ¼ E/sqrt(2), the value larger 2/sqrt(3) times.

The space vector modulation technique discussed henceforth provides coordinate
control in the three inverter phases and allows the line voltage rms to reach E/sqrt(2).
The space vector modulation technique provides sinusoidal line voltage, and it is
suitable for the three-phase systems with floating star connection or delta connection.
Namely, it will be shown that the corresponding phase voltages are not sinusoidal,
thus excluding the use in three-phase systems with grounded star connection.

2.2.1 The Switching States and the Voltage Vectors

The three-phase inverter of Fig. 2.2 has six semiconductor power switches, orga-
nized in three inverter arms, each arm comprising an upper and a lower switch. At
any instant, only one switch is in conduction state. In an attempt to turn on both the
upper and the lower switch, the dc-bus voltage would be short-circuited, and the
short-circuit current would damage the switches. Moreover, it is not possible to keep
both switches off, unless the output is disconnected and the output current is zero.
Even in cases where gate voltage is below the conduction threshold at both switches,
a non-zero current will circulate in one of the power diodes that are connected in
parallel with power transistors. Thus, there are only two switching states in each
phase. When either the upper transistor or the upper diode is in conduction, the
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output voltage is equal to þE/2. When either the lower transistor or the lower diode
is in conduction, the output phase voltage is equal to �E/2. The former can be
represented by the switching code “1” and the latter by the code “0.” With that in
mind, the switching state of the three-phase inverter can be represented by the binary
code with three digits, ABC, where any of the digits represents one phase.

The code ABC ¼ 100 designates the switching state where the upper switch in
phase A is on (ua ¼ þE/2), and the lower switches in phases B and C are also on
(ub ¼ �E/2 uc ¼ �E/2). The total number of switching states is 23 ¼ 8. They are
illustrated in Fig. 2.13, and each one is given the name (V0 .. V7).

In systems with floating star connection, any contemporary change in all the
phase voltages by the same amount does not affect the output currents ia, ib, and ic,
while it changes the voltage uST of the star connection (2.5). An example is
simultaneous change from ua ¼ ub ¼ uc ¼ �E/2 to ua ¼ ub ¼ uc ¼ þE/2, where
uST changes from �E/2 to þE/2, while the line voltages uab, ubc, and uca and the
output currents remain unchanged. As a matter of fact, the output currents ia, ib, and
ic depend on the line voltages. The sum of the three line voltages is equal to zero,
uab + ubc + uca ¼ 0. Therefore, the set of three voltages comprises only two
independent variables.

A more convenient representation of the output voltages is obtained by applying
Clarke’s transformation (2.9), which turns the phase voltages (ua, ub, uc) into α, β,
and the zero components. The zero component u0 is the voltage of the floating star
connection (uST), while the voltage components α and β define the voltage vector in
an orthogonal α-β coordinate frame. In Fig. 2.14, the voltage vector is represented by
its uα and uβ components. The coil symbols represent the orientation of

Fig. 2.13 The eight switching states of a three-phase inverter
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corresponding phase voltages, displaced by 2π/3 and 4π/3 with respect to the
phase A, which is aligned with abscise α.
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u0

2
4

3
5 ¼ K

1 �1=2 �1=2
0 þ ffiffiffi
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uab ¼ uα � uβffiffiffi
3

p , ubc ¼ 2uβffiffiffi
3

p , uca ¼ �uα � uβffiffiffi
3

p : ð2:10Þ

With ua + ub + uc¼ 0, the line voltages uab, ubc, and uca can be calculated from the
voltage components uα and uβ (2.10). Under the circumstances, only the line
voltages affect the output currents. At the same time, the line voltages are uniquely
defined by uα and uβ (2.10). Therefore, the voltage components uα and uβ can be
used as a complete and compact representation of the output voltage.

The switching states of the three-phase inverter are listed in Table 2.1. For each
switching state, the table comprises the code, the phase voltages, the voltage
components uα and uβ, the voltage amplitude, and the orientation of the voltage
vector in α-β coordinate frame. Six out of eight voltage vectors have a non-zero
amplitude, while the remaining two are zero.

Fig. 2.14 Clarke’s
transformation represents
the phase voltages ua, ub,
and uc as a voltage vector in
orthogonal α-β frame

Table 2.1 Switching states and voltage vectors

Vector SW code ua ub uc uα uβ |uαβ| Angle

V0 000 �E/2 �E/2 �E/2 0 0 0 �
V1 100 +E/2 �E/2 �E/2 E 0 E 0�

V2 110 +E/2 +E/2 �E/2 +E/2 +Е�sqrt(3)/2 E 60�

V3 010 �E/2 +E/2 �E/2 �E/2 +Е�sqrt(3)/2 E 120�

V4 011 �E/2 +E/2 +E/2 �E 0 E 180�

V5 001 �E/2 �E/2 +E/2 �E/2 �Е�sqrt(3)/2 E 240�

V6 101 +E/2 �E/2 +E/2 +E/2 �Е�sqrt(3)/2 E 300�

V7 111 +E/2 +E/2 +E/2 0 0 0 �
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The voltage vectors listed in Table 2.1 are shown in Fig. 2.15. In orthogonal α-β
frame, the vectors V1–V6 are located at the vertices of the hexagon. The hexagon is
inscribed in the circle which has the radius E. The vectors V0 and V7 are located in
the origin. Thus, the eight switching states of Fig. 2.13 are represented by seven
discrete voltage vectors in α-β frame, each one denoted by a dot in Fig. 2.15.

2.2.2 The Switching Sequence and Dwell Times

Desired output voltage is represented by the voltage reference vector with an
arbitrary amplitude and angle (Fig. 2.14). In most cases, the voltage reference does
not coincide with any of the seven available voltage vectors. In order to obtain the
output voltage with an average value equal to the reference, it is necessary to use
several discrete voltage vectors within each PWM period.

In Fig. 2.16, it is assumed that the voltage reference resides within the first
segment of the hexagon. Assuming that the switching pattern comprises the vectors
V1 and V2, where the former dwells t1, while the latter covers the rest of the switching
period (t2 ¼ TPWM � t1), the average voltage within the switching period becomes

~V av2 ¼ t1~V1 þ t2~V2

TPWM
: ð2:11Þ

Fig. 2.15 Position of eight
voltage vectors in
orthogonal α-β frame
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The average value calculated in (2.11) becomes equal to V1 for t1 ¼ TPWM while
reaching V2 for t2 ¼ TPWM. For 0 < t1 < TPWM, it slides along the dashed line which
connects the tips of the two vectors in Fig. 2.16. Thus, the sequence of two vectors
would be sufficient for the voltage references that reside on the dashed line
(Fig. 2.16), but it cannot provide the average voltage vector within the inner parts
of segment 1.

The sequence of three voltage vectors is proposed in Fig. 2.16. The non-zero
vectors V1 and V2 are maintained during the intervals t1 and t2, while the zero voltage
vector V0 dwells for the rest of the PWM period, t0 ¼ TPWM � t1 � t2. With V0 ¼ 0,
the average voltage of the three-vector sequence is given in (2.12), where (t1 + t2)/
TPWM � 1. The tip of the vector Vav3 can be placed anywhere within the segment
1 by altering the dwell times t1 and t2.

~V av3 ¼ t1~V1 þ t2~V2 þ t0
~V0

TPWM
¼ t1~V1 þ t2

~V2

TPWM
: ð2:12Þ

The values t1 and t2 of the three-vector sequence can be calculated from the
coordinates Vα and Vβ of the reference vector. Considering (2.12) and the vector
components listed in Table 2.1,

t1~V1þ t2
~V2

TPWM
¼~α0 �Vαþ~β0 �Vβ ¼~α0 � t1

TPWM
Eþ t2
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E

2

� �
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t2
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ffiffiffi
3

p

2
E

� �
:

ð2:13Þ
In (2.13), ~α0 and ~β0 represent the unit vectors of the orthogonal coordinated

system. The values t1 and t2 are obtained from

t2 ¼ 2ffiffiffi
3

p Vβ

E
TPWM,

t1 ¼ Vα

E
TPWM � t2

2
¼ Vα

E
TPWM � 1ffiffiffi
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p Vβ

E
TPWM:

ð2:14Þ

Fig. 2.16 The sequence of three voltage vectors

32 2 PWM Voltage Actuator



Generally speaking, the average voltage vector obtained by sequencing any three
discrete vectors is a weighted sum of the discrete vectors, wherein the weight of each
vector depends on the corresponding dwell time (2.12). The tip of the average
voltage vector resides within the triangle defined by the tips of the three discrete
vectors. Thus, whenever the reference voltage vector resides in segment 1, the three-
vector sequence can be arranged with V1-V2-V0. There are also other options; the
segment 1 is contained by the triangle defined by the tips of the voltages V1-V2-V5.
Thus, it is possible to devise the three-vector sequence V1-V2-V5 and to calculate the
corresponding dwell times by using the approach outlined by (2.12, 2.13, and 2.14).
Yet another three-vector sequence that meets the goal is V1-V2-V4. For any of the
aforesaid three-vector sequences, it is possible to calculate the dwell times that result
in an average voltage vector that corresponds to the reference vector which resides in
segment 1.

The choice of the three vectors affects the amplitude of the corresponding current
ripple. The impact of the vector sequence can be envisaged from the equivalent
circuit (Fig. 2.4, left) and the waveform (right) that represents the current ripple. The
average value of the inverter voltage ua in Fig. 2.4 corresponds to the back-
electromotive force Ea. Therefore, any difference between the instantaneous and
the average value of ua is, at the same time, the difference between the instantaneous
value of ua and the back-electromotive force. In other words, the difference between
the instantaneous and the average value of ua is the voltage that appears across the
series inductance La in Fig. 2.4. Larger voltages across the series inductance would
cause an increase of the current ripple (2.2). Therefore, it is desirable to select the
three-vector sequence where the voltage vectors remain close to the desired average
voltage vector. In cases where the reference voltage resides in segment 1, obvious
choices are V1-V2-V0 and V1-V2-V7. Other choices, such as V1-V2-V5, would result in
an elevated ripple due to the vector V5 being at a considerable distance from the
voltage reference. The selection of the three-vector sequences for the reference
voltages that belong to segments 1–6 of the hexagon is given in Table 2.2. The
sequences involve two non-zero voltage vectors, residing at the vertices of the
hexagon, and one zero vector which resides at the origin. There are two zero vectors,
V0 and V7. Thus, there are two three-vector sequences for each segment.

Table 2.2 Vector sequences for segments 1–6 of the hexagon

Segment With zero vector V0 With zero vector V7

1 V1-V2-V0 V1-V2-V7

2 V2-V3-V0 V2-V3-V7

3 V3-V4-V0 V3-V4-V7

4 V4-V5-V0 V4-V5-V7

5 V5-V6-V0 V5-V6-V7

6 V6-V1-V0 V6-V1-V7
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2.2.3 DD Switching Sequence

The sequence of voltage vectors defines the number of commutations within each
PWM period. Each commutation is associated with energy losses. Therefore, the
number of commutations per PWM period affects the efficiency of the inverter.

In three-phase inverters where the phases are controlled independently, there are
two commutations in each period: the first when the lower switch (AL in Fig. 2.2)
goes off while the upper switch (AH) goes on and the second when the upper switch
goes off while the lower switch goes on. Thus, there is a total of six commutations
per PWM period.

With space vector modulation, it is possible to reduce the number of commuta-
tions. The vector sequence in Fig. 2.17 involves three vectors, V1, V2, and the zero
vector, which can be either V0 or V7. The sequence V1-V2-V0 runs in counterclock-
wise direction. Repeating the pattern two times results in a “DD” sequence of the
space vector modulation. The change from the switching state 100 to 110 requires
one commutation. The change from 110 to 000 calls for two commutations, and the
change from 000 back to the initial 100 calls for one more. Thus, the sequence of
Fig. 2.17 requires four commutations in each period. The waveforms of the phase
voltages which correspond to the DD switching sequence are given in Fig. 2.18.

In Fig. 2.18, the voltage uc remains at �E/2. Namely, there are no commutations
in phase C, as the lower switch CL remains on at all times. This reduces the
commutation losses, but it also concentrates all of the conduction losses to the
lower switch only. In cases where the DD sequence is organized with V7, it is the
phase A that would remain with the upper switch AH turned on at all times. The
number of commutations can be further reduced by the DI sequence, described in the
following subsection.

2.2.4 DI Switching Sequence

The DD switching sequence reduces the number of commutations per PWM period
from six down to four. In each segment of the hexagon, one of the phases does not

Fig. 2.17 Counterclockwise sequence of two non-zero vectors and one zero vector make up a
“DD” sequence of space vector modulation
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have any commutation. The drawback of DD switching patterns is the fact that the all
the commutation losses of non-commutating phase take place in one of the two
switches.

The switching pattern can be organized by using one of the two zero vectors in
odd PWM periods while using the other zero vector in even periods. If, at the same
time, the patterns include turning from clockwise to counterclockwise sequences in
adjacent periods, one obtains the “DI” sequence of the space vector modulation,
illustrated in Fig. 2.19. The sequence uses both 000 and 111 zero vectors. At the
same time, any transition between the two voltage vectors involves only one
commutation. Compared to the DD sequence, the number of commutations is
reduced from four to three.

Fig. 2.18 DD vector sequences of the space vector modulation and the waveforms of
corresponding phase voltages

Fig. 2.19 The switching pattern with one counterclockwise sequence of voltage vectors followed
by clockwise sequence makes up the “DI” sequence of the space vector modulation
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The waveforms of the corresponding phase voltages are given in Fig. 2.20. Both
000 and 111 zero vectors are equally used, and the conduction losses are distributed
between the upper and the lower switches. Considering the phase voltage, their
period of change is two times larger than the sum of the dwell times in a three-vector
sequence. That is, there are six discrete voltage vectors in each full period of the
phase voltage waveforms. Thus, it is suitable to denote the length of the three-vector
sequence by TS ¼ TPWM/2 and to use TPWM to designate the period of the phase
voltages. The period TS corresponds to the update rate 1/TS in Fig. 2.8.

2.2.5 The Maximum Output Voltage with DI Sequence

With the three-vector sequence and with appropriate dwell times (2.14), the average
value of the inverter output voltage can be placed anywhere within the hexagon of
Fig. 2.15. In steady state, the inverter supplies the output voltage having a constant
amplitude and frequency. In α-β orthogonal frame (Fig. 2.15), the output voltage is
represented by the vector which revolves at a constant speed. The largest voltage
amplitude is obtained at the vertices of the hexagon, and it is equal to |uαβ| ¼ E. Yet,
it is not possible to supply the revolving vector of the amplitude E, since such vector
would extend out of the hexagon. Therefore, the largest attainable voltage that can
revolve within the hexagon maintaining the amplitude is equal to the radius of the
inscribed circle:

~uαβ
�� ��

max
¼

ffiffiffi
3

p

2
E: ð2:15Þ

Fig. 2.20 DI vector sequences of the space vector modulation and the waveforms of corresponding
phase voltages
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From (2.10), the peak value of line-to-line voltages is calculated from the
maximum voltage obtained in α-β frame:

uabðmaxÞ ¼ ubcðmaxÞ ¼ ~uαβ
�� ��

max
� 2ffiffiffi

3
p ¼ E: ð2:16Þ

Therefore, the maximum rms value of line voltages is equal to Uab rms2 ¼ E/sqrt
(2) ¼ 0.707 E, the value which is 2/sqrt(3) ¼ 1.1547 times larger than Uab rms1 in
Question 2.3. The value Uab rms1 is calculated assuming that the phase voltages are
sinusoidal, their peak value is E/2, and their rms value is E/2/sqrt(2), while the rms
value of line voltages is sqrt(3) E/2/sqrt(2) ¼ 0.6124 E.

Since Uab rms1 represents the maximum rms value of the line voltages in cases
where the phase voltages are sinusoidal, it is of interest to check the waveform of the
phase voltages in cases where the voltages are larger, Uab rms2 > Uab rms1. Consid-
ering the phase voltage waveforms in Fig. 2.20, it is observed that the voltage pulses
of the amplitude þE/2 have the width of

t AON ¼ TS þ t1 þ t2, t
B
ON ¼ TS þ t2 � t1, t

C
ON ¼ TS � t1 � t2: ð2:17Þ

For the first segment of the hexagon, the dwell times of individual vectors can be
calculated from (2.14). Similar expressions apply for other segments. Consequently,
the average value of the phase voltages ua, ub, and uc can be found from (2.18).

The average value of the phase voltage and the line voltage obtained with DI
sequence of the space vector modulation is plotted in Fig. 2.21. The plot represents
the maximum voltages that can be achieved with the DI sequence of the space vector
modulation. The same average value of the phase voltage can be obtained by using
the scaled waveform of Fig. 2.21 as the modulation signal of the symmetrical PWM

Fig. 2.21 The average value of phase and line-to-line voltages obtained with DI vector sequences
of the space vector modulation
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of Fig. 2.9. The phase voltage of Fig. 2.21 is not sinusoidal, but the difference
between the two such phase voltages (ua and ub) results in a sinusoidal line-to-line
voltage uab (line voltage in Fig. 2.21). The phase voltage ua remains within the
interval [�E/2 .. þE/2], while the line voltage uab extends from �E to þE.

uABC
av ¼ 2t ABCON � TS

TS
� E
2
: ð2:18Þ

The sum of the three-phase voltage is given in Fig. 2.22. As in the previous figure,
the waveforms represent the average value of the corresponding voltages within each
PWM period. The dwell times of the voltage vectors used within the first segment
(0 < θ < π/3) are given in (2.14). Similar expressions are used to calculate the dwell
times in other segments. Thus, the analytical expressions that describe the phase
voltages change between the segments. The same conclusion applies for the sum of
the three-phase voltages. Using the expressions (2.14), (2.17), and (2.18) and
focusing on the first segment (0 < θ < π/3), the sum of the three-phase voltages is
given by

ua þ ub þ ucð Þ 0<θ<π
3

��� ¼ E

2

� �
�

ffiffiffi
3

p
� sin θ � π

6

� �
ð2:19Þ

With the argument changing from �π/6 to π/6, the sine function is almost linear.
With the analytical expression changes from one segment to another, the sum
ua + ub + uc in Fig. 2.22 resembles a triangular waveform. Each of the phase voltages
(ua, ub, uc) in Fig. 2.22 has an amplitude of E/2, and it can be obtained by adding the
signal (ua + ub + uc)/3 to the sinusoidal waveform that has an amplitude of 2/sqrt
(3) E/2 � 1.15 E/2 > E/2.

Question (2.5) The three-phase inverter operates with DI sequence of the pulse
width modulation and delivers sinusoidal line-to-line voltages of maximum

Fig. 2.22 The average
value of the three-phase
voltages and their sum
obtained with DI vector
sequences of the space
vector modulation

38 2 PWM Voltage Actuator



amplitude. The average value of the phase voltages changes between �300 V and
þ300 V. What is the rms value of the line voltages?

Answer (2.5) The waveforms of the average phase voltage within each PWM
period and the corresponding line-to-line voltage are shown in Fig. 2.21. The
phase voltage waveform comprises the fundamental component and the triangular-
looking waveform (ua + ub + uc)/3 of Fig. 2.22. The amplitude of the fundamental
component is 2/sqrt(3) times larger than 300 V. Thus, the amplitude of the line
voltage is two times larger than E/2, while the rms value of the line voltage reaches
300 sqrt(2) ¼ 424.26 V.

Question (2.6) The three-phase inverter feeds the three-phase R-L load and operates
with DI sequence of the pulse width modulation and delivers sinusoidal line-to-line
voltages of maximum amplitude. The dc-bus voltage is equal to 600 V. The voltage
at the star connection of the load is not constant. What are the peak values of the star
connection voltage?

Answer (2.6) The voltage at the star connection is equal to (ua + ub + uc)/3. The
waveform is shown in Fig. 2.22. The analytical expression that corresponds to the
first segment of the hexagon is given in (2.19). The peak values are �(E/2) sqrt
(3) sin(π/6)/3 ¼ �259.8/3 ¼ �86.6 V.

2.2.6 Symmetrical PWM with Common Mode Signals

The implementation of the space vector modulation is considerably more complex
than the implementation of symmetrical PWM. The former starts with the segment
selection and the selection of the two non-zero vectors, it proceeds by organizing the
vector sequence and calculating the dwell times for each vector, and it ends by
decoding the vector sequence into conventional PWM signals for each of the three
phases. The latter requires just a plain comparison of the triangular PWM carrier and
the modulation signal, but it provides lower output voltage than the space vector
modulation. It is possible to calculate the modulation signals for the symmetrical,
triangular carrier PWM that would provide the same waveforms of the phase
voltages and line-to-line voltages as the DI sequence of the space vector PWM in
Figs. 2.21 and 2.22.

Symmetrical PWM technique is illustrated in Figs. 2.7, 2.8, and 2.9. It comprises
a triangular PWM carrier, and it generates the voltage pulses of the average value
uniquely defined by the modulation signals. In cases where the frequency and
amplitude of desired output voltages are constant, it is possible to introduce the
modulation signal which comprises the sinusoidal waveform and the triangular-
shaped correction (ua + ub + uc)/3 shown in Fig. 2.22, described by (2.19) in the first
segment (0 < θ < π/3) and by similar analytical expressions in other segments. In this
case, and with symmetrical PWM, the average value of all the phase and line-to-line
voltage within the subsequent PWM periods would correspond to the ones obtained
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from the space vector PWM (Figs. 2.21 and 2.22). Thus, any of the actual phase
voltages would remain within E/2, yet the peak values of the corresponding funda-
mental components would reach beyond the E/2 limit, 2/sqrt(3) E/2� 1.15 E/2 > E/2.

Triangular-shaped correction (ua + ub + uc)/3 of (2.19) applies in cases where the
desired voltages (and thus the modulation signals) correspond to constant-amplitude,
constant-frequency sinusoidal waveforms. In general case, the output voltage may
be different. One such example are the transients which may require non-sinusoidal
change of the output voltages. The output voltages could be non-sinusoidal even in
the steady state; an example is the grid-side inverter that injects sinusoidal currents
into the ac grid with the voltages that comprise the line-frequency harmonics. For
this reason, it is necessary to devise the signal that can substitute triangular-shaped
correction (ua + ub + uc)/3 of (2.19) in general case, even with non-sinusoidal
modulation signals.

A closer insight into generation of the triangular-shaped correction (ua + ub + uc)/
3 can be obtained from Fig. 2.23. The three sinusoidal waveforms (ma, mb, mc)
represent the modulation signals. Compared to triangular PWM carrier of Fig. 2.9,
the modulation signals that change from �1 to þ1 produce the average value of the
phase voltages that change from �E/2 toþE/2. The amplitude of the three sinusoids
in Fig. 2.23 is 2/sqrt(3). The waveform marked by thick black lines is obtained by
considering the waveforms ma, mb, and mc and selecting the one with the smallest
absolute value. Triangular-shaped correction (ua + ub + uc)/3 of Fig. 2.22 and (2.19)
can be replaced by taking one half of the waveform marked by the thick black lines
in Fig. 2.23. This statement is supported by the following discussion.

In the first segment of the hexagon (0 < θ < π/3), triangular-shaped correction
(ua + ub + uc)/3 suggested by (2.19) is

ua þ ub þ ucð Þ
3

� 2
E
¼ ma þ mb þ mcð Þ

3
¼ 1ffiffiffi

3
p � sin θ � π

6

� �
ð2:20Þ

Fig. 2.23 Generation of the
triangular-shaped correction
of (2.19) and Fig. 2.22 from
the three sinusoidal
modulation signals
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In Fig. 2.23, the interval marked by points A and B delimits a fragment of the
function (2/sqrt(3)) sin(θ � π/6) for 0<θ&lt;þπ/3. Thus, one half of the thick black
waveform of Fig. 2.23 corresponds to the desired triangular-shaped correction of the
phase modulation signals, shown in Fig. 2.22 and derived by (2.19) and (2.20).

Based on the previous discussion, desired common mode modulation signals
(ma + mb + mc)/3 can be obtained from the following procedure:

• The modulation signals �1 < ma0 &lt; þ1, �1 &lt; mb0 &lt; þ1, and
�1 &lt; mc0 &lt;þ1 are obtained from the superior control levels (i.e., the current
controller).

• At any given PWM period, it is necessary to select the modulation signal mm with
the smallest absolute value. If |ma0| < |mb0| and |ma0| < |mc0|, then mm ¼ ma0.

• The common mode modulation signal is obtained as mm/2.
• The final modulation signals for the three phases are obtained by adding the

common mode modulation signal to the original modulation signals, according to
expressions ma1 ¼ ma0 + mm/2, mb1 ¼ mb0 + mm/2, and mc1 ¼ mc0 + mm/2.

The above procedure is written as a Matlab script in Table 2.3. For the purpose of
demonstration, the procedure is applied to the case with sinusoidal output voltages.
The procedure is delimited by the comments “Beginning” and “End.” In a like
manner, the procedure can be applied to an arbitrary set of non-sinusoidal modula-
tion signals obtained at the output of the current controller or any other superior
control layer. In any of such cases, it adds the common mode modulation signal to
the phase quantities to enlarge the line-to-line voltages obtained at the output of
three-phase inverters.

Table 2.3 Matlab script which calculates common mode modulation signal and modified modu-
lation signals for the three phases

A = 2/sqrt(3); % Assumption: Desired amplitude of the phase voltage
% is 1.15 * E/2, thus, it exceeds the DC bus voltage

for i = 1:720, % Calculation covers two periods of the fundamental 
time(i) = i/720*0.04;
anglerads = i*pi/180;
ma0(i) = A*sin(anglerads); % Sine modulation signals
mb0(i) = A*sin(anglerads-2*pi/3);
mc0(i) = A*sin(anglerads+2*pi/3);

% Beginning of the procedure >>>>>
aa =abs(ma0(i)); bb = abs(mb0(i));cc = abs(mc0(i)); % Finding the ABS values
mmm = min(aa, bb);mmm = min(mmm, cc); % Finding MIN(aa, bb, cc)
if(mmm == aa)mm(i)= ma0(i);end;
if(mmm == bb)mm(i)= mb0(i);end; % Selecting the smallest modulation
if(mmm == cc)mm(i)= mc0(i);end; % signals
ma1(i)= ma0(i)+ mm/2;
mb1(i)= mb0(i)+ mm/2; % Adding the common mode
mc1(i)= mc0(i)+ mm/2;

% End of the procedure       <<<<<

end;
plot(ma1; hold on; plot(ma1-mb1,'r'); 
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2.3 Lockout Time Error and Compensation

Ideally, the average value of the phase voltage uav (2.1) is proportional to the
modulation signal m (Fig. 2.9). The relation uav ¼ m E/2 is based on the assumption
that the state of the power transistor switches (Fig. 2.24) is invariably defined by the
PWM command and that the voltage drop across the conducting power switch is
negligible. The PWM command is generated by the controller of Fig. 2.6 as a logic-
level TTL signal. Practical implementation of one inverter phase requires the
insertion of a brief, several microseconds wide interval between turning one of the
switches off and turning the other one on. Such an interval is called dead time or
lockout time. During this brief lockout time, the gate voltage across both of the
switches is in off state (-15 V). This section discusses the need to use the lockout
time, the negative consequences, and the available remedies.

2.3.1 Implementation of the Lockout Time

The n-phase voltage source inverter has n pairs of semiconductor power switches.
The switches usually comprise a parallel connection of one power transistor and one
power diode, where the former conducts positive and the latter negative currents.
One inverter phase with one upper and one lower switch is shown in Fig. 2.24.

The power switches in Fig. 2.24 are controlled by the gate voltages uGH and uGL.
For most common IGBT and MOSFET power switches, the gate voltage of þ15 V
brings the switch into conduction, while the gate voltage of �15 V keeps the switch
off. The gate voltages are obtained from the gate drivers (Fig. 2.6) and controlled by
the PWM command, obtained as a logic-level TTL signal from the digital controller.

In Fig. 2.25, the PWM command is equal to 1 before the instant t1. At the same
time, uGH ¼ þ15 V and uGL ¼ �15 V. With IOUT > 0, the upper power transistor in
Fig. 2.25 is in conduction. Neglecting the voltage drop across the power transistor,
uOUT ¼ þE/2 before t1. At the instant t1, the PWM command drops to zero, the gate
voltage uGH changes fromþ15 V to�15 V, and the upper power transistor turns off.

Fig. 2.24 With
uGH ¼ uGL ¼ �15 V, both
transistor switches are off,
and the output current
IOUT > 0 closes through the
lower diode DL
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Regardless of the voltage uGL, the current IOUT > 0 commutates from the upper
power transistor to the lower diode DL, and the output voltage changes from +E/2
to �E/2.

It is of interest to notice that simultaneous conduction of both power transistors
would create a destructive short circuit of the dc source E. When the upper transistor
goes off, it is possible to turn on the lower power transistor without creating a short
circuit by setting uGL ¼ þ15 V.

During the interval shortly before t1, an output current of the opposite sign
(IOUT < 0) turns into the upper diode DH, as the power transistor cannot conduct a
negative current, in spite of the positive gate voltage. In cases with IOUT < 0, it is not
necessary to keep uGH ¼ þ15 V, since the current would keep the diode DH in
conduction even with uGH ¼ �15 V.

The gate voltage of þ15 V is not required when the current turns into the parallel
power diode, but it is compulsory for the opposite sign of the output current. The
sign of IOUT may not be readily available, as it may change in the course of the PWM
period. Therefore, it is necessary to set uGH ¼ þ15 V whenever the PWM command
is high while keeping uGL ¼ þ15 V whenever the PWM command is low
(Fig. 2.25). An attempt to do so would require contemporary appearance of the
rising edge of uGL and the falling edge of uGH (t1).

The actual turning off of the power transistor starts with the gate voltage transi-
tion, and it ends when the transient phenomena within the semiconductor device
terminate and the transistor regains its voltage-blocking capability. The transients
complete in a very brief but finite interval of time. An attempt to turn on the
complementary power transistor before the completion of the transients would
lead to a brief but detrimental short circuit. The lockout time is inserted in order to
prevent repetitive short-circuit spikes. At instant t1 in Fig. 2.25, the gate voltage uGH
has transition from þ15 V to �15 V, while the gate voltage uGL remains at �15 V.
After the lockout time delay ΔtDT, at instant t2, any transient phenomena within the

Fig. 2.25 The lockout time
ΔtDT is the delay between
the instant of turning off the
preceding switch (t1, t3) and
turning on the subsequent
switch (t2, t4). The PWM
command is obtained from
Fig. 2.6 as logic-level TTL
signal
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upper switch would come to an end, and the gate voltage uGL turns toþ15 V, turning
the lower power transistor on. In a like manner, when the gate voltage uGL has the
falling edge at t3, the gate voltage uGH remains at �15 V for ΔtDT, before having a
rising edge at t4. Thus, there are two ΔtDT-wide intervals within each PWM period
when both gate voltages are at �15 V.

2.3.2 The Voltage Error Caused by the Lockout Time

The switching transient decay time depends on the rated voltage and the type of the
power transistor. The turn-off transients decay in 100 ns with low-voltage
MOSFETs, but they could take more than 1 μs with high-voltage IGBTs. In most
cases, the lockout time ΔtDT is set to considerably larger values, to account for
variable delays in signal transmission lines, in optical transmitters, in receivers, and
in gate driver filters and buffers. In Fig. 2.25, both gate voltages are at �15 V twice
per period, during the intervals [t1 .. t2] and [t3 .. t4]. With both power switches in
blocking state, the current IOUT turns into one of the diodes, DL for IOUT > 0, and DH

for IOUT < 0.
The output voltage waveform (uOUT in Fig. 2.25) is drawn for positive IOUT.

Within the interval [t1 .. t2], the output voltage uOUT ¼ �E/2 corresponds to the
PWM command, which is equal to zero, thus implying the desired voltage of u* ¼
�E/2. Within the interval [t3 .. t4], the output voltage uOUT ¼ �E/2 does
not correspond to the PWM command, which is equal to one, thus implying u* ¼
þE/2. Thus, the lockout time produces an error Δu ¼ u* � uOUT ¼ E which extends
over the interval [t3 .. t4].

The voltage-error pulses are shown in Fig. 2.26. They have the width of ΔtDT and
they repeat each TPWM. The consequential error introduced into the system is

Fig. 2.26 The voltage error
caused by the lockout time
and its change with the sign
of the output current IOUT
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proportional to the ratio ΔtDT/TPWM. For positive output current, the error pulses are
negative. A negative output current produces positive error pulses. The occurrence
of errors makes the output voltage different from the reference, and this may
deteriorate the closed-loop performances of current controllers and other control
loops.

2.3.3 Compensation of the Lockout Time Voltage Errors

The train of voltage-error pulses comprises PWM-related high-frequency compo-
nents which do not affect the operation of the inverter loads that have a low-pass
nature. At the same time, the error pulses have an average value. Within each PWM
period, the average value of the voltage error is E ΔtDT/TPWM. The sign of the error
depends on the sign of the output current. In cases where the output current has a
sinusoidal change (Fig. 2.27), the average value Δuav of the voltage error becomes a
square waveform. The sign of Δuav is opposite to the sign of the output current. For
ΔtDT ¼ 3 μs and TPWM ¼ 100 μs, the amplitude of Δuav reaches 3% of the dc-bus
voltage, and such an error could introduce some detrimental errors and disturbances
into the system.

In most cases, the output current is measured for the purposes of closing the
feedback loops and for the protection. Therefore, it is possible to acquire the sign of
all the three output currents. At the same time, the dc-bus voltage E is also measured.
Thus, it is possible to calculate the necessary compensation for the modulation
signals. The amplitude of such compensation is calculated from the ratio

Fig. 2.27 The average
voltage error and its change
with the sign of the output
current IOUT
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ΔtDT/TPWM, while the sign is set according to the direction of the output currents. In
the prescribed way, the error Δuav of Fig. 2.27 can be accounted for.

Recommended compensation is based on the assumption that the output current
turns to the power diodes during the lockout time interval. Rectangular form of the
voltage error (Fig. 2.26) is based on such an assumption. The actual waveforms are
somewhat different, as they include the power switch transients. Thus, instead of the
rectangular waveforms of Fig. 2.26, the voltage waveform includes the rising slope
of the voltage across the power switch during the turn-off transient. Such a wave-
form depends on the operating voltage, current, and temperature, and it is rather
difficult to predict. Therefore, the suggested lockout time-error compensation
reduces the voltage errors, but it does not eliminate them completely.

Question (2.7) The three-phase has the dc-bus voltage E¼ 600 V, the PWM period
TPWM ¼ 100 μs, and the lockout time of ΔtDT ¼ 3 μs. It has sinusoidal output
currents that are in phase with the output voltages. The modulation signals are set to
provide the largest sinusoidal output voltages, and they do not employ any lockout
time compensation. Assuming that lockout time voltage error can be represented by
its fundamental frequency component and that the voltage drop across the power
switches is negligible, what is the rms value of the line voltages?

Answer (2.7) In absence of the lockout time, the rms value of the line voltages
reaches E/sqrt(2) ¼ 424.26 V. In each phase, the lockout time produces the voltage
error which can be represented by the square-shaped waveform of the amplitude
E ΔtDT/TPWM ¼ 18 V, synchronous with the output current and the output voltage.
The first harmonic of the square-shaped waveform has the rms value of 4 18/π/sqrt
(2) ¼ 16.206 V. The line-to-line equivalent of that voltage is 28.07 V. Thus, the rms
value of line-to-line voltages is 424.26–28.07 ¼ 396.19 V.

Question (2.8) The inverter described in the previous question interfaces the three-
phase mains through the three series inductances, L ¼ 5 mH each. The modulation
signals are set to provide sinusoidal line voltages, and they do not include the lockout
time compensation. The mains voltages are sinusoidal, and they do not have any
line-frequency harmonics. The rms value of the output current is close to the rated.
What is the rms value of the fifth harmonic in the output current?

Answer (2.8) The first harmonic of the output voltages is in balance with the sum of
the mains voltage and the first harmonic voltage drop across the series inductances.
Since the mains voltage does not have any line-frequency harmonics, the fifth
harmonic voltage drop across the series inductances is equal to the fifth harmonic
of the inverter output voltages. As the modulation signals are set to provide sinu-
soidal voltages, the sole origin of the fifth harmonic is the lockout time voltage error.
In each phase, the lockout time produces the voltage error represented by the square-
shaped waveform of the amplitude EΔtDT/TPWM¼ 18 V. The fifth harmonic of such
a waveform has an amplitude of (4/π) 18/5 ¼ 4.5837 V and the rms value of
3.2411 V. The rms value of the consequential fifth harmonic in the output current
is 3.2411/(L 5 ω) ¼ 3.2411/(0.005 5 314.15) ¼ 0.4127 A.
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2.4 Design of the Output L Filters and LCL Filters

The output voltages of the PWM inverter comprise considerable high-frequency
components, related to the switching frequency. The sample phase voltage wave-
form is given in Fig. 2.9 and its spectrum in Fig. 2.10. In most cases, the load has the
low-pass nature due to ineluctable series inductance L. In cases where the inverter
supplies an electrical machine, the low-pass nature comes from the equivalent series
inductance of the windings. The sample waveform of the output current is given in
Fig. 2.12. It comprises the fundamental component and the current ripple ΔI caused
by the PWM voltages.

2.4.1 The rms Value of the Current Ripple

In a simplified single-phase representation (Fig. 2.4), the waveform of the current
ripple is triangular. Its peak value is calculated in (2.2), ΔImax ¼ E TPWM/(8 L ).
Taking into account the triangular form of the ripple, the rms value of the ripple
waveform becomes

ΔIrms0 ¼ ΔImaxffiffiffi
3

p ¼ E � TPWM

8L
ffiffiffi
3

p : ð2:21Þ

In both grid-side and electrical drive applications of three-phase inverters, the star
connection of the equivalent load is left floating. Therefore, the phase current
waveform gets affected by the voltage pulses in all the three phases. For this reason,
the current ripple obtained with the floating star connection (Fig. 2.12) does not look
like the waveform in Fig. 2.11, which has the triangular-shaped ripple.

The presence of the current ripple increases the rms value of the output current,
but such an increase is rather low, as the ripple amplitude is just a fraction of the
fundamental component. In PWM-supplied electrical machine, the current ripple at
the PWM frequency may produce acoustical noise and contribute to additional
losses in the windings and magnetic circuits of the machine. When injected into
the ac grid, the current ripple may disturb the operation of other sources and loads
that are connected to the same grid. Therefore, it is necessary to provide the output
filter that attenuates the current ripple to an acceptable level. An L-filter has three
series-connected inductances, one in each phase. The rms value of the ripple current
obtained with an L-filter is given in Fig. 2.28. The ripple changes with the amplitude
of the output voltage, given on abscise and represented by the maximum value of the
modulation signals. The plot presents the rms value of the ripple divided byΔIrms0 of
(2.21).

Considering the fact that the grid-side inverters connect to ac grids with rather
stable voltages, it is reasonable to assume that the peak values of the modulation
signals change between 0.7 and 1. Therefore, the expression (2.21) provides an
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approximation of the current ripple with an error lower than 15%, quite suitable for
the purposes of the output filter design.

Attenuation of the L-type output filter is 20 dB per decade. In some cases, the
required attenuation can be obtained only with an exceptionally large series induc-
tance, which introduces the problems of the size, weight, and the line-frequency
voltage drop. In such cases, it is necessary use an LCL filter with two series
inductances and one parallel capacitor in each phase.

2.4.2 The L-Type Output Filter

In most electrical drives, the electrical machine is fed from the three-phase PWM
inverter, shown in Fig. 2.2, where the windings of the electrical machine are
represented by symmetrical, star-connected load with series R-L impedance and
the back-electromotive force. It is the winding inductance L that attenuates the
PWM frequency component in the pulsed supply voltage and determines the rms
value of the current ripple (2.2). In cases where the winding inductance L is not
sufficient, a set of three external inductances can be connected in series.

The impact of the current ripple on the overall rms value of the output current is
usually very low. In cases where the peak value of the current ripple reaches 40% of
the rated current In, the rms value of the ripple is roughly 23.1% of In. The ripple
increases the overall rms value of the output current from 100% up to sqrt(1002

þ 23.12) ¼ 102.64%, contributing to an increase of only 2.64%. In electrical drives,
the ripple also contributes to the acoustic noise, to the torque ripple, and to additional
losses in the windings and magnetic circuits. In most cases, it is necessary to keep
Irms0 below 5%. From (2.21), this is achieved with an inductance:

Fig. 2.28 The change of the
relative rms value of the
current ripple with the
amplitude of modulation
signals
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L <
E � TPWM

8 � α � In �
ffiffiffi
3

p , ð2:22Þ

where In is the rated output current, while α ¼ 0.05. The inductance value expressed
in millihenries does not bring an immediate information on its size. The inductance
size is better apprehended from the ratio L�ω�In/Un, which represents the relative
voltage drop caused by the rated current In at the line-frequency ωF. The rated rms
value of the phase voltage is obtained from the dc-bus voltage E as Un ¼ E/sqrt(3)/
sqrt(2). In consequence,

L
ωFIn
Un

¼ E � TPWM

8αIn
ffiffiffi
3

p
� �

ωFIn
Un

¼ Un

ffiffiffi
6

p
TPWM

8αIn
ffiffiffi
3

p
� �

ωFIn
Un

¼
ffiffiffi
2

p
ωFTPWM

8α
: ð2:23Þ

For the line frequency of ωF ¼ 2�π�50, the PWM period of TPWM ¼ 100 μs, and
for the permissible rms value of the ripple current of 5% (α ¼ 0.05), the relative
value of the required series inductance is 11.1%; that is, the rated current produces
the voltage drop across the inductance equal to 11.1% of the rated voltage. This
voltage drop is acceptable in many cases.

For grid-connected inverters, it is necessary to reduce the current ripple to
considerably lower levels. In some cases (according to regulation IEEE 519),
individual PWM-related spectral components of the output current should not
exceed 0.3% of the rated current. According to results in Fig. 2.10, the most
pronounced spectral component is the one at fPWM ¼ 1/TPWM. By introducing
α ¼ 0.003 into (2.23), the required series inductance should have the voltage drop
in excess of 180% of the rated voltage, which is not feasible. In such cases, it is
necessary to use an LCL output filter.

2.4.3 The LCL-Type Output Filter

The grid-side inverter with an LCL output filter is shown in the left side of Fig. 2.1.
The objective of the subsequent analysis is calculation of the PWM-related ripple
that passes from the inverter through the LCL filter into the grid.

The phase voltage spectrum (Fig. 2.10) comprises several PWM-related compo-
nents. The most pronounced are the ones grouped next to the switching frequency
fPWM. Due to the low-pass nature of the filter, the voltage component at fPWM causes
the output current response which is two times larger than the same voltage at
2�fPWM. In consequence, the voltage components next to fPWM have a prevailing
impact on the rms value of the current ripple, and the design of the LCL filter can be
performed by considering the attenuation at the switching frequency fPWM, thus
disregarding the spectral content at 2�fPWM, 3�fPWM, and other integer multiples of
the switching frequency.
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When considering the voltage and current components at the switching fre-
quency, the grid, the LCL filter, and the grid-side inverter of Fig. 2.1 can be
represented by simplified circuit in Fig. 2.29. The grid-side inverter generates
pulsed voltages which comprise significant component at the switching frequency
(UINV(PWM)). At the same time, it is assumed that the grid voltage does not have any
component at the switching frequency, therefore, UGRID(PWM) ¼ 0. The voltage uC
and the currents iL1 and iL2 represent the frequency components at the PWM
frequency.

The impedance ZC ¼ 1/(2 π fPWM C) of the parallel capacitor at the PWM
frequency is rather low, as well as the voltage uC. Thus, the ripple current iL1 at
the inverter side can be calculated assuming that uC ¼ 0. The rms value of iL1 is
limited by L1. From (2.21), it is approximated by

I rms
L1 ffi E � TPWM

8L1
ffiffiffi
3

p : ð2:24Þ

One part of the current iL1 turns into the parallel capacitor, while the remaining
part iL2 gets injected into the grid. The main objective of the LCL filter is reduction of
the ripple injection iL2. Focusing the analysis to the PWM frequency components,
the rms value of the current iL2 is

I rms
L2 ¼ I rms

L1

1� L2 � C � ω2
PWM

¼ π � E
4

ffiffiffi
3

p
L1ωPWM 1� L2 � C � ω2

PWM

� 	 : ð2:25Þ

Design of the LCL filter consists in selecting the values of L1, C, and L2. The main
objectives are reduction of the ripple current iL1 on the inverter side and the reduction
of the ripple current iL2 injected into the grid.

Although the ripple iL1 has only a minor impact on the rms value of the inverter
current, it increases the peak current in semiconductor power switches. Therefore, it
is advisable to keep the peak value (2.2) of the current ripple below 0.3 In (30% of
the rated current), which results in the rms value (2.24) of the ripple iL1 of In sqrt(3)/
10 (roughly 17%).

Fig. 2.29 LCL filter that suppresses the injection of PWM-related ripple from the grid-side inverter
(on the right) into the ac grid (on the left)
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Permissible injection of harmonic currents into the grid is rather low. According
to the regulation IEEE-519, harmonics in the range of several kHz should not exceed
0.3% of the rated current. Thus, the rms value of the ripple current iL2 should not
exceed In 0.003.

In addition to the above main objectives, there are also concerns related to the size
of LCL components and undesirable resonances. Parallel connected capacitor draws
certain line-frequency current and contributes to an increase in reactive power and an
increase in rms value of the inverter current. Desirable reactive power in parallel
capacitors is 5–10% of the rated power. Series-connected inductances contribute to
the voltage drop at the line-frequency ωF. The voltage drop across each of the
inductances should not exceed 5% of the rated voltage, making the overall voltage
drop lower than 10%. After all, the LCL filter should not enter into resonance. The
filter gets connected to voltages which comprise the line-frequency components and
the switching frequency components. Neither of these excitations should bring the
LCL filter into resonance. Therefore, the resonant frequency of the filter should be far
from either of the excitation frequencies. The above considerations could be
expressed in terms of the following constraints:

QC ¼ C � ωF � U2
n <

Un � In
20

) C <
In

20 � ωF � Un
: ð2:26Þ

L1 þ L2ð Þ � ωF � In < Un

10
) L1 þ L2 <

Un

10 � ωF � In : ð2:27Þ

ωLCL ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L1 þ L2
L1L2C

r
,ωF 
 ωLCL 
 2πf PWM ¼ ωPWM: ð2:28Þ

Design of the LCL filter results in different values for L1 and L2. For practical
reasons, it is convenient to select L1 ¼ L2 whenever possible.

Question (2.9) The three-phase grid-side inverter has the phase voltages of
Un¼ 220 Vrms and the rated line currents of In¼ 10 Arms. The switching frequency
is 10 kHz and the dc-bus voltage is E¼ 600 V. It is necessary to design the LCL filter
using the expressions (2.24, 2.25), respecting the constraints (2.26, 2.27, and 2.28),
and abstaining from the requirement L1 ¼ L2.

Answer (2.9) Assuming that the PWM component of the voltage uC is negligible,
the current iL1 is limited by the inductance L1. Assuming that the rms value (2.24) of
the ripple iL1 is limited by In sqrt(3)/10, the inductance L1 is

L1 � 10 � E � TPWM

8 � 3 � In ¼ 2:5mH

With L1¼ 2.5 mH, the rms value of the current ripple iL1 is 1.7321 A. Permissible
value of the rms value of the current ripple iL2 is 0.003 In. With the resonant
frequency of the LCL filter considerably lower than the switching frequency, it is

2.4 Design of the Output L Filters and LCL Filters 51



reasonable to assume that L2 C ω2
PWM >> 1. Therefore, attenuation expressed in

(2.25) can be simplified to

I rms
L2 � I rms

L1

L2 � C � ω2
PWM

:

In order to achieve the required attenuation, it is necessary to select L2 and C so as
to obtain L2 C ω2

PWM > 57.74. For the given switching frequency, desired product L2
C has to reach 1.4626e-08.

From (2.26), the upper limit for the parallel capacitor is Cmax ¼ 7.235 μF. From
(2.27), the upper limit for the inductances is (L1 + L2)max ¼ 7 mH. The first
inductance is already set to 2.5 mH, leaving the space for L2max ¼ 4.5 mH. Selecting
the maximum permissible values for L2 and C, the factor L2 C ω2

PWM reaches 128.5,
far beyond the required 57.74. Thus, there is an infinite number of L2 and C values
that provide the necessary L2 C product. This degree of freedom can be used to meet
yet another design goal.

Frequently desired property of L, LC, and LCL filters is reduced size of the
associated capacitors and inductances. In cases where the LC product is already
set, selection of a small inductance would require a large capacitor and vice versa.
The solution could be found by selecting the values of L and C in the way that
provides the same reactive power in both components, namely, L ωPWM In

2 ¼ C
ωPWM Un

2. From the later condition and from the requirement L2 C ¼ 1.4626e-08,

QL2 ¼QC ) L

C
¼ Un

In

� �2

¼ 484Ω2,L2 � C ¼ 1:4626 � 10�8,

) C ¼ 5:5μF,L2 ¼ 2:66mH:

This completes the design with L1 ¼ 2.5 mH, L2 ¼ 2.66 mH, and C ¼ 5.5 μF.

Question (2.10) The grid-side inverter with the same rated voltages, the same
currents, and the same dc-bus voltage as in the previous question has the switching
frequency that is 16 kHz. It is necessary to design the LCL filter assuming that
L1 ¼ L2 and that the reactive power is the same in each of the three components
(QL1 ¼ QC ¼ QL2).

Answer (2.10) Under assumptions outlined in the previous question, the expression
(2.25) can be simplified to

I rms
L2 ¼ 30mA � π � E

4
ffiffiffi
3

p
L1 � L2 � C � ω3

PWM

:

Assuming that L1 ¼ L2 ¼ L,

L2 � C ¼ π � E
4

ffiffiffi
3

p � 0:03 � ω3
PWM

¼ 8:926 � 10�12:
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It is required that, at rated operating conditions, each of the series inductances has
the same reactive power as the parallel capacitor. In the previous question, it has
been shown that such a requirement results in the relation:

L

C
¼ Un

In

� �2

) L ¼ 484 � C:

From the previous two expressions, C ¼ 3.365 μF and L ¼ L1 ¼ L2 ¼ 1.629 mH.
Reactive power on each of the series inductances is equal to 2.326% of the rated
power, the same as the reactive power across the parallel capacitor. The voltage drop
across the two series-connected inductances is 4.652% of the rated voltage. The rms
value of the inverter current in (2.24) is 1.66 A, which is lower than 17% of the rated
current. The rms value of the current injected into the grid (2.25) is 30 mA, as
requested.

2.5 Multilevel Inverters and Their PWM Techniques

The inverters illustrated in Figs. 2.2 and 2.6 have two discrete voltage levels in each
phase, �E/2 and þE/2. It is for this reasons that they are called the two-level
inverters. The two-level inverters have several advantages:

• Two-level inverters have a relatively low number of power diodes and power
transistors, two diodes and two power transistors in each phase.

• A low number of power switches and a low number of gate drivers keep the
auxiliary electronics rather simple, as well as the generation of the TTL command
signals.

• In each of the phases, only one of these devices is in conduction at each instant,
thus resulting in relatively low conduction losses.

At the same time, the two-level inverters also have some drawbacks:

• When in blocking state, each of the devices must sustain full dc-bus voltage E.
Thus, the breakdown voltage of power devices must be considerably larger
than E.

• At each commutation, the corresponding phase voltage changes by E in a fraction
of microsecond (50 ns–100 ns), contributing to a very large dV/dt stress that has
adverse effects on semiconductor power devices, insulation materials, and the
windings.

• A large amplitude of the PWM voltage pulses contributes to a large current ripple.
In turn, suppression of the ripple requires larger L-C elements of the output LCL
filter.
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2.5.1 Three-Level Inverters

The problems associated with two-level inverters can be resolved or alleviated by
selecting the inverter topology which outputs the voltage that can assume more than
two discrete levels. One phase of the three-level inverter is shown in Fig. 30.
Depending on the status of the power switches, the output voltage can assume one
of the three discrete values, �E/2, 0 or þE/2.

There are four semiconductor power switches in each phase. When the TTL
command signals are S1 ¼ S2 ¼ 1 and S3 ¼ S4 ¼ 0, both Q1 and Q2 are turned on,
and the output voltage is equal to +E/2. The switches Q3 and Q4 are in off state. The
voltage across the series connection of these switches is equal to E. If the voltage is
equally shared between the switches Q3 and Q4, each of them has to sustain the
blocking voltage of E/2. Thus, the voltage rating of semiconductor power switches in
a three-level inverter is one half of the voltage rating required in a two-level inverter.
While the output voltage is ua ¼þE/2, the output current flows through both Q1 and
Q2, contributing to the voltage drop and to the conduction losses in both switches.
When the output current is negative and the output voltage is ua ¼ þE/2, the current
flows through D1 and D2.

With the TTL command signals set to S1 ¼ S2 ¼ 0 and S3 ¼ S4 ¼ 1, the two
lower switchesQ3 andQ4 are turned on, and the output voltage is equal to�E/2. The
switches Q1 and Q2 are turned off, and each of them sustains the blocking voltage of
E/2. For negative output currents, the output current flows through the series-
connected Q3 and Q4. Positive output currents pass through the series-connected
diodes D3 and D4.

In cases where the TTL command signals are set to S1¼ S4¼ 0 and S2¼ S3¼ 1,
the switches Q1 and Q4 are turned off, while the switches Q2 and Q3 are turned
on. Positive output currents flow through the series connection of D5 and Q2.
Negative output currents flow through the series connection of D6 and Q3.
Neglecting the voltage drop across the conducting power switches, the output
voltage ua is equal to zero in both cases. All the output voltages are referred to the
middle point of the dc-bus, namely, the node which connects C1 and C2 in Fig. 2.30.

In three-level inverters, the middle point of the dc-bus is also called the neutral
point. Activation of the power switches Q2 and Q3 connects the output voltage to the
neutral point, whatever the direction of the output current. In a way, the output phase
gets clamped to the neutral point. When clamped, the output voltage is equal to zero.
For this reason, the three-level topology in Fig. 2.30 is called neutral point clamped
or NPC. There are also other converter topologies that provide multiple levels of the
output voltage, and one of them is the flying capacitor circuit.
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2.5.2 The Phase Voltages and Line Voltages

The three-phase three-level inverter with the star-connected load comprising the
electromotive forces and series R-L impedances is shown in Fig. 2.31. Compared to
the equivalent two-level inverter, the number of power transistors is doubled, and the
number of power diodes is tripled. At the same time, the current flows through two
series-connected devices at each instant, contributing to increased conduction losses.
At the same time, each output voltage has two discrete levels, �E/2, 0 and þE/2.
Compared to the two-level inverter, the blocking voltage across the power devices is
halved, along with the dV/dt stress.

The waveforms in Fig. 2.32 represent the phase voltage and the line voltage of the
three-level inverter. The fundamental frequency of the output voltages is 50 Hz. The
phase voltage average value within each PWM period has a sinusoidal change over
time.

The pulse width modulation applied in Fig. 2.32 is obtained by using the PWM
technique illustrated in Fig. 2.9 and by introducing the changes that are required to
meet the needs of the three-level inverter:

• Triangular-shaped PWM carrier mPWM(t) corresponds to the one in Fig. 2.9.
While the later changes from�1 toþ1, the signalmPWM(t) changes from 0 toþ1.

• The modulation signal ma(t) is sinusoidal, and it corresponds to the modulation
signal in Fig. 2.9. The frequency of ma(t) is set to 50 Hz. The signal changes
between �A and +A. The amplitude A changes from 0 to 1. For A ¼ 1, the

Fig. 2.30 One phase of the three-level inverter. It takes four power transistors, four TTL com-
mands, and six diodes to generate ua(t) with three discrete levels
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sinusoidal change of the one-PWM-period average of the phase voltage reaches
the maximum value of E/2.

• The signals 0 < |ma(t)| < 1 and 0 < mPWM(t) < 1 are brought to the comparator
which outputs the signal SAA ¼ 1 when |ma(t)| > mPWM(t) and SAA ¼ 0 when |
ma(t)| < mPWM(t).

Fig. 2.31 Three-phase three-level inverter connected to the three-phase load

Fig. 2.32 The phase voltage and the line-to-line voltage at the output of the three-phase three-level
inverter. The waveforms are obtained with modified triangular carrier-based modulation of Fig. 2.9

56 2 PWM Voltage Actuator



• The signal SSS is created as the sign of the modulation signal ma(t). It is equal to
þ1 when ma(t) > 0 and �1 otherwise.

• When SSS¼ 1 and SAA¼ 1, the signals S1:S2:S3:S4 (Fig. 2.30) are set to “1100,” the
switches Q1 and Q2 are turned on, and the output voltage is equal to ua ¼ þE/2.

• When SSS ¼ �1 and SAA ¼ 1, the signals S1:S2:S3:S4 are set to “0011,” the
switches Q3 and Q4 are on, and the output voltage is ua ¼ �E/2.

• When SAA ¼ 0, the signals S1:S2:S3:S4 are set to “0110,” the switches Q2 and Q3

are on, and the output voltage is ua ¼ 0.

Corresponding waveforms in Fig. 2.32 are obtained A¼ 1. The phase voltage has
three discrete levels, while the line-to-line voltage has five discrete levels. For this
reason, the current ripple caused by the non-sinusoidal supply is considerably lower
than with the two-level inverters. The same approach can be used to design the
inverters with even more discrete levels of the output voltage. By increasing the
number of voltage levels, the output voltage waveforms are brought closer to the
sinusoidal shape. Multilevel inverters are often used in applications with large
dc-bus voltage, as the voltage rating of their power switches is lower than the bus
voltage. They are also used in cases where the PWM frequency is relatively low,
since the multilevel output waveforms reduce the current ripple.

2.5.3 Space Vector Modulation in Multilevel Inverters

The space vector modulation concept is described in Sect. 2.2.2, where it is applied
in two-level inverters. Instead of an independent control in individual phases, the
concept proposes simultaneous control which takes into account the commutations
in all the phases. The space vector modulation includes the selection of the conve-
nient output vectors and the design of the three-vector sequences that would provide
the desired output with reduced number of commutations.

The same concept can be applied to multilevel inverters. For simplicity, the
switching state in each of the phases can be described by one digit equal to 0, 1,
or 2. The values 0, 1, and 2 correspond to the output voltages �E/2, 0, and þE/2.
Associating one such digit to each phase, it is possible to describe the switching state
of the three-phase inverter by a simple three-digit switching code, such as 210. The
first digit (2) implies ua ¼ þE/2, the second digit (1) ub ¼ 0, and the third digit
(0) implies uc ¼ �E/2. The available switching states can be presented in three-
dimensional a-b-c space, where each of the axes corresponds to one of the inverter
phases.

Each switching code corresponds to one set of phase voltages (ua, ub, uc). By
using Clarke’s transformation (2.9), the three voltages can be represented by one
voltage vector in α-β coordinate frame (Fig. 2.14). Thus, each switching state
corresponds to one of the available voltage vectors. Notice in Fig. 2.33 that one
and the same voltage vector could be obtained from different switching states. An
example is the zero vector (uα ¼ 0, uβ ¼ 0), which can be obtained from the
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switching codes 000, 111, and 222. Another example is the vector (uα ¼ þE/2,
uβ ¼ 0), which can be obtained by applying the switching code 100 but also the
switching code 211.

The voltage vectors in Fig. 2.34 can be divided in three groups, the vectors on the
outer hexagon (such as 200, 210, 220, etc.), the vectors on the inner hexagon (such
as 100/211, 110/221, 010/121, etc.), and the zero vectors (000, 111, 222). There are
three switching states that provide the zero vector, two switching states for each
voltage vector on the inner hexagon, and only one switching state for the voltage
vectors on the outer hexagon. Alternative switching states could be used to reduce
the number of commutations within each vector sequence.

In Fig. 2.34, the reference voltage u* resides within shaded triangle. In order to
generate the average voltage which corresponds to the reference, it is necessary to
design a sequence of three voltage vectors and to determine their dwell times in the
manner similar to (2.12).

Like in two-level space vector modulation, the distance between the reference
voltage u* and the selected voltage vectors governs the current ripple. Therefore, it is
convenient to select the three nearest voltage vectors.

Considering the voltage reference u* given in Fig. 2.34, the three adjacent vectors
are obtained with the switching codes 210, 221/110, and 211/100. In order to reduce
the number of commutations down to four per cycle, it is convenient to select the
codes 210, 221, and 211. Thus, the average output voltage u* can be obtained by
cycling the sequence 210:221:211 with corresponding dwell times obtained from

t210 � ~V210 þ t221 � ~V221 þ t211 � ~V211

t210 þ t221 þ t211
¼ ~u∗ ¼ ~α0 � u∗α þ ~β0 � u∗β : ð2:29Þ

Fig. 2.33 The switching
states of the three-level
three-phase inverter. Each
switching state is described
by a three-digit code. The
digits 0, 1, and 2 correspond
to the output voltages �E/2,
0, and þE/2. The first digit
in each code corresponds to
the phase a, the second to
the phase b, and the third to
the phase c

58 2 PWM Voltage Actuator



The sumof the three dwell times is equal to the cycle time, TPWM¼ t210 + t221 + t211.
The vectors α0 and β0 are the unit vectors of α-β coordinate frame. The output
vectors in (2.29) can be expressed in terms of their α-β components:

~V210 ¼ ~α0 � E34þ
~β0 � E

ffiffiffi
3

p

4
, ~V221 ¼~α0 � E4 þ ~β0 � E

ffiffiffi
3

p

4
, ~V211

¼~α0 � E2 þ ~β0 � 0: ð2:30Þ

The dwell times of the three vectors are obtained from (2.29):

t210 ¼ TPWM � 2 � uα
E

þ 2 � uβ
E � ffiffiffi

3
p � 1

� �
,

t221 ¼ TPWM � 4 � uβ
E � ffiffiffi

3
p � t210,

t211 ¼ TPWM � t210 � t221:

ð2:31Þ

In Fig. 2.34, there are 24 equilateral triangles with their sides equal to E/2.
Whenever the voltage reference u* befalls in one of these triangles, the three-
voltage-vector sequence is arranged from the vectors that reside at vertices of the
triangle. The dwell times are calculated from considerations similar to those in (2.29,
2.30, and 2.31).

Fig. 2.34 The output
voltage vectors of the three-
phase three-level inverter in
α-β coordinate frame. The
reference voltage vector
resides within the shaded
triangle
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2.6 Summary

In grid-side power converters and electrical drives, there is a need to provide the ac
voltages with adjustable amplitude, frequency, and phase. In most cases, the system
comprises an internal current loop, designed and set to bring the ac current to desired
reference value. The voltage is used as the driving force within digital current
controllers. The voltages are obtained from PWM inverters, which assume the role
of the voltage actuators.

The inverters cannot provide continuous change of output voltages. Instead, they
provide the output voltages that assume one of the discrete values. In most common
two-level inverters, each phase voltage can be equal either to �E/2 or to þE/2.
Desired output voltage u* changes between�E/2 and +E/2. The instantaneous value
of the voltage ua at the output of the switching bridge cannot be brought to an
intermediate value u*. Instead, the voltage ua is generated as a series of voltage
pulses that repeat with the period of TPWM. The average value of the pulsed output
voltage is changed by adjusting the pulse width. In cases where the pulse width
changes from one PWM period to the other in a sinusoidal manner, the average value
of the output voltage becomes a sinusoidal function of time.

The change of the one-PWM-period average of the output voltage corresponds to
the desired voltage reference. In addition to this average value, the pulsed output
voltages also comprise the components at the PWM frequency and its multiples.
This high-frequency content produces the current ripple. In order to suppress the
ripple, the grid-side inverters are connected to the grid through the low-pass LCL
filters. By putting aside the high-frequency contents of the PWM voltages and by
compensating the lockout time imperfections, the PWM inverters could be treated as
ideal voltage actuators.
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Chapter 3
Acquisition of the Feedback Signals

Closed-loop performance of grid-side inverters and electrical drives depend on the
closed-loop bandwidth of digital current controllers, which are used as inner control
loop in vast number of cases. The current control is organized on the feedback
principles. Thus, it is necessary to measure the output currents for the purpose of
closing the feedback and also for the purpose of overcurrent protection. The feed-
back acquisition chain comprises analogue and digital devices and filters. Their
purpose is producing the digital word that represents the output current with the least
possible delay and error. The digital word resides within RAM of the digital
controller, and it is used for the feedback and protection purposes.

The current sensors provide the voltage or current signals that duplicate the
waveform of the output current. It is necessary to provide the galvanic insulation
and pass the signals to the digital controller. Before the sampling, it is necessary to
apply anti-alias analogue filters which suppress the sampling errors. Further on,
equidistant samples are passed to the A/D converter which turns the analogue signals
into digital words. The process gives rise to the lack of information through both
time quantization (sampling) and amplitude quantization (A/D conversion). At the
same time, the PWM switching noise contributes to the errors in the feedback chain.
Design objectives include suppression of the PWM noise, minimization of the
quantization errors, and reduction of the consequential delays.

3.1 Current Sensors and Galvanic Insulation

In twin-inverter setup of Fig. 2.1, both the grid-side inverter and the generator-side
inverter require the output current measurement. In cases where the sum of the three
output currents is zero (ia + ib + ic¼ 0), it is possible to employ only the sensors for ia
and ib, while the third current can be obtained from the remaining two (ic¼�ia� ib).

The current sensors generate signal-level voltages or currents that are propor-
tional to the measured output current. The sensors can be plain shunt resistors,
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current transformers, Rogowski coils, Hall effect devices, fluxgate sensors, or fiber-
optic current sensors with interferometer.

3.1.1 Shunt-Based Current Sensing

The use of shunt resistors is illustrated in Fig. 3.1. The voltage across the two shunt
resistors is proportional to the output currents ia and ib. In systems where the star
connection of the load is floating, and assuming that there are no ground faults, the
third current can be calculated from the other two. Therefore, there are only two RSH

resistors in the figure.
The dc-bus voltage and the line voltages have to be isolated from the controller

ground. Therefore, it is necessary to feed the signals RSH�ia and RSH�ib to the input of
isolation amplifiers, devices capable of passing the analogue signals through gal-
vanic isolation. The output of the isolation amplifier refers to the controller ground.

The PWM noise and other disturbances encountered in power electronics envi-
ronment could impair the sampling process and contribute to errors in feedback
signals. Therefore, the output of the isolation amplifier is passed to the analogue
filter, designed to suppress the high-frequency components that could lead to
erroneous sampling. Filtered signal (ADCin) is brought to the sample-and-hold
circuit (S/H), which holds the acquired sample during the process of A/D conver-
sion. Conversion result is stored into designated RAM and used as the current
feedback.

The shunt resistor in the output phase A has the power dissipation of RSH � i2a .
Assuming that the voltage drop RSH�ia across the shunt is 100 mV and that the output
current is ia ¼ 500 A, the power dissipation of the shunt is 50 W. Corresponding
value of the shunt is 0.5 mΩ. For practical reasons, it is of interest to keep the power
dissipation low; thus, there are good reasons to seek for lower shunt resistances and
lower voltage drop.

Fig. 3.1 Current measurement system with shunt resistors RSH. Dangerous power circuit voltages
have to be isolated from the digital controller. Thus, the analogue signal RSH�ia has to pass through
isolation amplifiers
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For the proper operation of the isolation amplifier, the magnitude of the input
signal RSH�ia has to be at least 100 mV. This is required in order to maintain the
signal-to-noise and the signal-to-offset ratios. Namely, the input section of isolation
amplifiers is similar to the one of conventional operational amplifiers, and it has
finite values of the offset, drift, and noise. Reduction of the useful signal below
100 mV would increase the relative impact of the offset and noise. In such case, one
and the same offset between the input terminals of the amplifier would contribute to
a larger measurement error, expressed in amperes of the output current.

There is also another problem associated with low-resistance shunts. For the
shunt values as low as 0.5 mΩ, the voltage drop across the leads becomes significant.
At the same time, the leads of the shunt resistor have a small but finite inductance
LSH. Thus, the voltage across the shunt is actually

uSH ¼ RSH � ia þ LSH
dia
dt

: ð3:1Þ

With the load current that has the ripple of 100 A at 10 kHz, the slope of the output
current reaches dia/dt ¼ 4 A/μs. With parasitic inductance of the shunt leads of only
LSH ¼ 25 nH, the voltage drop across LSH reaches 100 mV, the level of the useful
signal. For this reason, shunt resistors are made with four terminals. Two of them are
used to feed the output current ia to a low-inductance resistor, while the remaining
two are just tiny signal lines that pick up the voltage across the low-inductance
resistor. In order to reduce the internal inductance, the low-inductance resistor is
usually made as a thick-film device.

Regardless of the need to employ isolation amplifiers, the shunt resistor current
sensing is a low-cost solution, simple to design and use. Due to necessity to keep the
voltage drop across the shunt resistor above 100 mV, the shunt sensing of the output
currents is not convenient for large power inverters. The shunt sensing is mostly used
in low-power moderate-performance electrical drives where the cost is of particular
importance.

3.1.2 Current Transformers

Current transformers are the standard solution for the current sensing in power
systems. It is rugged, low-cost sensor with very high precision and bandwidth.
Assuming that the output current of the inverter is 500 A, the current transformer
with the transformation ratio N2:N1 ¼ 5000:1 (Fig. 3.2) provides the secondary
current i2 ¼ 100 mA. The voltage across the shunt resistor RSH ¼ 10 Ω is uSH ¼ 1 V.
The voltage uSH is passed through the anti-aliasing filter and brought to the A/D
converter.

The shunt resistor in the considered sample circuit has the power dissipation of
only 100 mW. Thus, the circuit of Fig. 3.2 could be operational even with the current
transformer designed for the rated power considerably lower than Sn ¼ 1 VA. Yet,
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the current transformers are designed with Sn considerably larger than uSH�i2. During
short-time overloads, the voltage uSH can exceed the rated value by an order of
magnitude before the magnetic circuit of the current transformer gets into magnetic
saturation. In other words, the current transformers are designed for the operation
with very low voltages across the secondary winding, near to the short circuit. In this
regime, the flux within the magnetic circuit is very low, and the magnetizing current
im is negligible (Fig. 3.3). With negligible im, the secondary current i2 is very close to
the (N1/N2)�i1, thus suppressing the measurement errors caused by the magnetizing
current. Whatever the amplitude of the measured primary current, the rated power Sn
of current transformers is 10–20 VA, with the external diameter close to 60 mm. The
transformers are often toroidal, with only one primary turn. In most cases, the one
primary turn is obtained by passing the line conductor through the inner opening of
the torus.

The current transformers have a very large bandwidth. Even the frequency
components of several tens of kilohertz get passed from the primary to the secondary
circuit with acceptable amplitude errors and phase delays. Their problem resides at

Fig. 3.2 Current measurement system with the current transformer. The primary and secondary
circuits are isolated. The secondary current i2 is N2/N1 times lower than the primary current ia, and it
provides the analogue signal RSH�ia, proportional to the current being measured

Fig. 3.3 Simplified equivalent circuit of the current transformer
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low frequencies. As the frequency of the measured current decreases, the flux within
the magnetic circuit of the current transformer increases along with the magnetizing
current. This increases the measurement error. Eventually, as the frequency reaches
zero and the measured current becomes the dc current, the secondary current i2 drops
down to zero, and the operation of the current transformer is discontinued. The
subsequent analysis of the low-frequency operation of current transformers is based
on the equivalent circuit in Fig. 3.3, where the winding resistances are considered
negligible.

In Fig. 3.3, the primary current and the primary impedances are referred to the
secondary side. In steady-state operation and assuming that the primary current has
the amplitude I1 and the frequency ω, the phasor that represents the secondary
current is obtained as

I2 jωð Þ ¼ jω � Lm
jω � Lm þ jω � Lγ2 þ RSH

� N1

N2

� �
I1 jωð Þ: ð3:2Þ

With toroidal shape of the transformer and with the uniform distribution of the
secondary turns along the circumference, the flux caused by the secondary currents
passes through the ferromagnetic torus, and the leakage is very low. Compared to
Lm, the secondary leakage inductance Lγ2 in (3.2) is negligible:

I2 jωð Þ � jω � Lm
jω � Lm þ RSH

� N1

N2

� �
I1 jωð Þ: ð3:3Þ

The magnetizing current of toroidal transformers is lower than 2% of the rated
current. In other words, the relative value of the magnetizing current is lower than
0.02. Therefore, the relative value of the impedance ωF�Lm obtained at the rated
(line) frequency is larger than 1/0.02¼ 50. At the same time, the relative value of the
voltage uSH and the shunt resistance RSH is lower than 1/10. At line frequency,
the impedance ωF�Lm is some 500 times larger than the shunt resistor RSH, and the
phasor I2(jω) is very close to I1(jω)�(N1/N2). As the frequency of the primary current
reduces, the impedance ωF�Lm reduces and comes closed to RSH. This increases the
measurement error and introduces the difference between I2(jω) and I1(jω)�(N1/N2).
At ω ¼ ωF/500, the value of ωF�Lm reduces to RSH, and the amplitude of the
secondary current is reduced by 3 dB, while the phase error increases to π/4. In
cases where the primary current is a dc current, the frequency is ω ¼ 0, as the
secondary current drops down to zero.

The current to be measured in grid-side inverters is an ac current. Moreover, any
dc component of the current that is injected into ac grid is harmful and should be
avoided. Therefore, the question arises whether the current sensor aimed for the
measurement of ac currents has to be capable to measure the dc currents. Even if the
intention is that the grid-side inverters inject only ac currents into the grid, their
imperfections such as uneven delays in PWM command lines and differences
between the semiconductor power switches give a rise to a small, parasitic dc
current. In order to remove the dc injection, it is necessary to use the current sensors
capable of detecting the dc currents.
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The inverters are also used in ac electrical drives, where they supply the ac
currents into the stator windings of synchronous and asynchronous machines. In
most cases, the drive has digital current controllers. The objective of current con-
trollers is the injection of ac currents into the windings. Yet, in order to detect and
suppress any parasitic dc currents, the current sensors used in electrical drives must
be capable of measuring the dc currents as well as the ac. Therefore, it is not possible
to use the conventional current transformers as the current sensors.

3.1.3 Rogowski Coils

Rogowski coil is a helical coil of insulated copper wire where the diameter of one
turn is considerably smaller than the length. The coil does not extend in one direction
only. Instead, it is flexible and capable of enveloping the current-carrying conductor
(Fig. 3.4). Individual turns have the cross section S which is maintained along the
coil length. The number of turns per unit length of the coil does not change either.
Thus, the turn-density-per-length is constant. In Fig. 3.4, both terminals A and B are
at the same end of the coil. For this to achieve, the wire end of the last turn is driven
back through the center of the coil. Rogowski coil should be placed around the
current-carrying conductor (i1) in such way that the two ends of the coil eventually
meet. The voltage uAB across the coil ends is proportional to the first derivative of the
measured current i1.

Circular integral of the magnetic field H along the closed contour that envelops
the current-carrying conductor is given in (3.4), where the contour C is any closed
contour that encircles the current i1, while dl is the infinitesimal length of the
contour. In Fig. 3.4, the contour C is drawn as a circle with the current-carrying

Fig. 3.4 Rogowski coil: (a) The cross section S of the coil is constant along the coil length. The
number of turns per unit length is also constant. (b) Upon reaching the end of the coil, the wire
returns to the beginning through the center of the coil. Thus, both terminals (A and B) are at the
same end of the coil. In use, the coil envelops the current-carrying conductor (i1)
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conductor in the center, and the element dl is a vector collinear with the field H. In
general case, the contour C does not have to be a circle which is centered around the
conductor. The angle between vectors H and dl in (3.4) does not have to be zero:þ

C

~H � d~l ¼ i1: ð3:4Þ

Along the circular contour C in Fig. 3.4a, the field H is perpendicular to the
surface S of each individual turn. Assuming that the diameter of the turn is consid-
erably lower than the distance R from the current-carrying conductor, it is reasonable
to consider the field strength H nearly constant along the surface S. Thus, the flux in
each turn is Φ ¼ μ0�H�S, where H is the magnetic field H in close vicinity of the
considered turn. In cases where the field H is not perpendicular to the surface S, the
flux is obtained by multiplying the factor μ0�S and the scalar product of the vector
H and the normal to the surface S.

The total flux of the coil is obtained by summing the fluxes of individual terms. In
Fig. 3.4, the density of turns is

N 0 ¼ Nα

R � α : ð3:5Þ

Along the coil length dl, there are dN ¼ N0�dl turns. The total flux ψ of the coil is
obtained by integrating Φ�dN along the closed contour C:

ψ ¼
þ
C

Φ � dN ¼
þ
C

�
μ0 � S � ~H � ~n� � N 0 � dl: ð3:6Þ

Taking into account that

~n � dl ¼ d~l,

the flux is obtained as

ψ ¼ μ0 � S � N 0 �
þ
C

~H � dl ¼ μ0 � S � N 0 � i1: ð3:7Þ

The voltage uAB across the coil is equal to

uAB ¼ RC � iC þ dψ
dt

,

where RC is resistance of the coil while iC is the current within the coil. The voltage
uAB is brought to the detection circuit of Fig. 3.5. The resistance R1 is larger than RC

by several orders of magnitude. Therefore, the voltage uAB is very close to the first
derivative of the coil flux (3.7) and, therefore, to the first derivative of the current i1.
For this reason, detection circuit (Fig. 3.5) is an integrator which provides the output
uOUT. In absence of R2, the voltage uOUT is obtained by integrating uAB:
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uOUT ¼ �1
C

ð
uAB
R1

� dt ¼ �ψ

C � R1
¼ � μ0 � S � N 0

C � R1
� i1 ¼ �kx � i1: ð3:8Þ

In (3.8), the output voltage uOUT of the detection circuit is proportional to the
current i1. In absence of any offset voltages and currents, and assuming that the
initial values are uOUT(0) ¼ 0 and i1(0) ¼ 0, the output uOUT(t) is equal to �kx�i1(t)
for both ac and dc currents.

Even a very small offset of the amplifier in Fig. 3.5 produces a buildup of uOUT
and obstructs the measurement. The dc gain of the R1 � C integrator is infinite. In
other words, the gain 1/(R1�C�jω) becomes infinite as the frequency ω drops down to
zero. Thus, it is necessary to make the integrator “leaky” by adding resistance R2 in
parallel with C. In this way, the dc gain of the leaky integrator becomes R2/R1, and
the output response to the input offset V0IN gets limited to V0OUT ¼ R2/R1�V0IN.

The added resistance R2 solves the problem of the integrator buildup, but it also
brings in the errors in the current measurement. The error will be calculated by
considering the measurement circuit in Fig. 3.5 with R2 included and for the
constant-frequency input i1. Assuming that the measured current is i1 ¼ Im�cos
(ωt), it can be represented by the phasor I1(jω). The voltage UAB(jω) is obtained as

UAB jωð Þ ¼ jωψ ¼ jω � μ0 � S � N 0 � I1 jωð Þ: ð3:9Þ
From the circuit in Fig. 3.5,

UOUT jωð Þ ¼ �R2

R1 � 1þ jω � C � R2ð ÞUAB jωð Þ

¼ � μ0 � S � N 0

R1 � C
� �

� jω � C � R2 � I1 jωð Þ
1þ jω � C � R2

¼� jω � C � R2

1þ jω � C � R2

� �
� kx � I1 jωð Þ:

ð3:10Þ

Fig. 3.5 Integration of the voltage detected by the Rogowski coil. Additional resistance R2 is
required in order to suppress the offset
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With large values of jω�τ2 ¼ jω�R2�C, the output voltage UOUT(jω) becomes very
close to �kx�I1(jω). When the frequency ω of the measured current drops down and
comes close to 1/τ2, the amplitude error approaches �3 dB, while the phase error
approaches π/4. Eventually, the measurement of dc current component is not
possible. Therefore, Rogowski coil is used only in cases where it is necessary to
measure just ac component of the current i1, disregarding its dc component.

While it is rarely used for current-feedback purposes, Rogowski coil is a very
practical solution for measuring the ac current in bulk conductors and rails that can
hardly be encircled by conventional current transformers.

3.1.4 Hall Effect and Fluxgate Current Sensors

The measurement of the output current and the acquisition of the feedback signals
are expected to transfer both ac and dc currents to the digital controller. Current
transformers are robust, low-cost, and high bandwidth devices, but they lack the
possibility to pass the dc currents and low-frequency currents. With dc currents in
the primary winding, there are no electromotive forces and no currents in the
secondary winding. The magnetomotive force of the primary winding does not get
counterbalanced by the secondary currents, and the magnetic core of the current
transformer becomes saturated. In all the operating conditions where the magnetiz-
ing current of the current transformer assumes considerable values, the basic relation
N1i1 + N2i2 ¼ 0 does not hold, and the measurement is erroneous.

In order to avoid core saturation, it is necessary to provide the means for
preventing the magnetic saturation of the transformer core. This can be done by
inserting a Hall element into conveniently designed air gap within the magnetic core,
as illustrated in Fig. 3.6.

The Hall element is a semiconductor device that provides the signal proportional
to the magnetic field. Shaded cuboid in Fig. 3.6 represents the Hall element inserted
into the core slit. With appropriate polarization current, the Hall element provides the
voltage uH which is proportional to the induction B, uH ¼ kH�B. The core flux Φm is

Fig. 3.6 Current-sensing transformer with Hall effect sensor placed in the air gap of the magnetic
core

3.1 Current Sensors and Galvanic Insulation 69



proportional to the induction B, which is perpendicular to the cross section S,
Φm ¼ S�B. At the same time, the flux Φm is obtained by dividing the magnetomotive
force Fm ¼ N1i1 + N2i2 by the equivalent magnetic resistance Rm of the magnetic
circuit, Φm ¼ Fm/Rm. Assuming that the thickness of the Hall element is δ, and that
the field strength HFe within the iron core is negligible, magnetic resistance is
approximated by Rm ¼ δ/(μ0�S). With HFe � 0, the core flux can be expressed by

Φm ¼ Fm

Rm
¼ μ0 � S

δ
N1 � i1 þ N2 � i2ð Þ ¼ B � S: ð3:11Þ

From (3.11), the voltage uH detected across the ends of the Hall element can be
expressed in terms of the primary and secondary current:

uH ¼ kH � B ¼ kH
μ0
δ

N1 � i1 þ N2 � i2ð Þ ¼ kH1 N1 � i1 þ N2 � i2ð Þ: ð3:12Þ

In Fig. 3.6, the voltage uH is brought to the amplifier which outputs the current i2.
The current creates the magnetomotive force N2i2 which reduces the core induction
B. With appropriate feedback actions and gains, the amplifier output i2 keeps the
magnetic core in zero-flux condition, namely, with B ¼ 0 and uH ¼ 0. From (3.12),
this leads to N1i1 + N2i2 ¼ 0. Thus, the secondary current i2 ¼ �(N1/N2)�i1 remains
proportional to the primary current for both ac and dc currents. The signal uSH
proceeds to the offset compensation, amplification, and anti-alias filtering before
getting passed to the A/D converter.

At high frequency, the Hall effect current sensor of Fig. 3.6 operates on the same
principles as the conventional current transformer. Thus, it is possible to measure the
current at frequencies that exceed the bandwidth of the amplifier which outputs the
secondary current. Namely, corrective action of the amplifier is indispensable only at
very low frequencies. The Hall effect current sensors have a finite measurement. The
manufacturing cost is increased by the need to perform a very precise slitting of the
magnetic circuit.

The Hall element in Fig. 3.6 can be replaced by introducing additional, third
winding which helps detecting whether the core flux is zero. In this case, there is no
need for the air gap, and this simplifies the manufacturing of the core. The third
winding is used to inject a small, high-frequency excitation at frequencies of several
hundred kilohertz, considerably larger than the desired bandwidth of the current
measurement chain. In response to the high-frequency excitation, the operating point
in B-H diagram undergoes small high-frequency oscillations. High-frequency fluc-
tuations of the inductance B and the magnetic field H can be detected by processing
the voltage u3 and the current i3 of the third winding.

Due to nonlinear magnetizing characteristic of the ferromagnetic material, a small
sinusoidal excitation i3 produces distorted oscillations of the magnetic inductance
B within the core. In cases where the core is polarized by the non-zero flux, the
consequential non-sinusoidal components of B comprise significant low-order even
harmonics. The phase of even harmonics depends on the flux polarity. The relevant
even harmonics can be detected from the voltage u3 across the third winding. Thus,
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the amplitude and sign of the core flux offset can be detected from the amplitude and
phase of even harmonics detected from u3.

In addition to fluxgate current sensors, the current measurement can be performed
by magneto-optical current transformers (MOCT), devices that use fiber-optic cables
and Faraday rotation. Current measurement by MOCT devices is convenient for the
current measurement in high-voltage conductors within electrical power systems.
Magnetic field H in close vicinity of the conductor is proportional to the electrical
current. An optical cable has to be wrapped around the conductor. In this way, the
optical cable is exposed to the field H. Through the Faraday effects, magnetic field
H changes the polarization plane of the light that passes through the optical cable.
Detection light detection and processing circuit with interferometer can be used to
reconstruct the conductor current.

In grid-side power converters and electrical drives, most current sensors operate
on the fluxgate principles, namely, as the current transformers with the auxiliary
electronics and the compensating winding which keeps the transformer core in zero-
flux conditions.

3.2 Analogue Filtering and Sampling

The signal obtained from the current sensor is usually the voltage signal where the
range uSH 2 [Umin . . . Umax] corresponds to the change of the measured current i1 2
[�Imax . . . þImax]. At the end of the feedback chain, the current feedback is
represented by the finite wordlength number written in data memory of the digital
controller. The analogue signal obtained from the sensor has to be passed through the
analogue circuitry before being brought to the input of the sample-and-hold circuit of
the A/D converter.

3.2.1 Gain and Offset Adjustment

With Hall effect current sensors resembling the one in Fig. 3.6, the associated
electronic circuits are supplied from �15 Vdc, and the voltage uSH across the
shunt resistor often changes from Umin ¼ �6 V up to Umax ¼ þ6 V. At the same
time, most A/D converters are built as peripheral units of digital controllers, and their
input voltage range is mostly uADC 2 [0 . . . 3 V]. In such cases, the output current
levels of �Imax, 0, and þImax are represented by uADC voltage levels of 0, 1.5, and
3 V. Therefore, it is necessary to amplify (or attenuate) the signal and add the
required offset voltage.

In cases where the voltage across the shunt resistor exceeds �3 V, the interface
circuit can be passive, as shown in Fig. 3.7. The absence of active components,
such as the operational amplifiers, removes their noise and offset. Resistances in
Fig. 3.7 have to be selected in such way that the change of the shunt voltage uSH from
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Umin to Umax produces the change of uADC from UAmin to UAmax (in most cases, from
0 to 3 V).

The shunt resistor RSH and the current source i2 can be replaced by the series
connection of the ideal voltage source uSH ¼ RSH�i2 and the series resistance RSH.
Connected in series,RSH andR10 create an equivalent series resistanceR1¼RSH +R10.
The voltage uADC1 is fed to the anti-aliasing filter. Assuming that the input current of
the filter is negligible, the sum of the currents that meet at the node A (iR1, iR2, iR3)
becomes zero:

uSH � uADC1
R1

þ VCC � uADC1
R2

þ�uADC1
R3

¼ 0: ð3:13Þ

For uSH ¼ Umax, the voltage uADC1 should be equal to UAmax, while for
uSH ¼ Umin, uADC1 should be equal to UAmin. With R1 ¼ R3/a and R2 ¼ R3/b,

a � Umax þ b � VCC � UAmax 1þ aþ bð Þ ¼ 0,
a � Umin þ b � VCC � UAmin 1þ aþ bð Þ ¼ 0:

ð3:14Þ

For Umin ¼ �6 V, Umax ¼ þ6 V, VCC ¼ þ3 V, and uADC1 2 [0 . . . 3 V], the
solution of (3.14) is a ¼ 1 and b ¼ 2. Thus, with R3 ¼ 10 kΩ, R1 ¼ 10 kΩ and
R3 ¼ 5 kΩ. For Umin ¼ �3.3 V and Umax ¼ þ3.3 V, the solution of (3.14) is a ¼ 10
and b ¼ 11. Notice in (3.14) that the proposed design flow defines the ratios R3/R1

and R3/R2. When selecting the resistance values, there is a degree of freedom.
Namely, one can choose the value of R3 at will, and the remaining values R1 and
R2 will be determined by R1 ¼ R3/a and R2 ¼ R3/b. Lower resistances reduce the
effect of current disturbances on detected signals. On the other hand, the current
drawn from the source VCC is limited, and this limit sets the minimum value of R2.
The source VCC is obtained from the ADC peripheral unit, it is decoupled from the
digital noise, and it has a rather low current limit. In most cases, the three resistances
of Fig. 3.7 are 10 � 50 times larger than the shunt resistance RSH.

For the input voltage range below �3 V, it is not possible to use the circuit of
Fig. 3.7. Instead, the gain and offset adjustment has to be done by means of the
circuit with an operational amplifier, such as the one given in Fig. 3.8.

Fig. 3.7 Passive circuit for attenuation and offset correction of the feedback signals obtained from
the current sensor
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In the interface circuit of Fig. 3.8, the input current of the operational amplifier
and the input current of the anti-aliasing filter are negligible. The input range
uSH ¼ RSH�i2 2 [Umin. . .Umax] should be mapped to the output range uADC1 2
[UAmin. . .UAmax]. In most cases, uADC1 2 [0 . . . 3 V]. Notice in Fig. 3.8 that the
proposed amplifier inverts the signal. Thus, the input Umax will bring the voltage
uADC1 to the lower end, toUAmin, while the input Umin results in uADC1¼UAmax. The
values of a and b can be obtained from

1þ bð Þ � a � Umax þ UAminð Þ ¼ 1þ að Þ � b � VCC,

1þ bð Þ � a � Umin þ UAmaxð Þ ¼ 1þ að Þ � b � VCC:
ð3:15Þ

For Umin ¼ �6 V, Umax ¼ þ6 V, VCC ¼ þ3 V, and uADC1 2 [0 . . . 3 V], the
solution of (3.15) is a ¼ 1/4 and b ¼ 2/3. In Fig. 3.8, the choice of R1 and R2 is free,
while the remaining two resistances are obtained as a�R1 and b�R2. Resistances R1

and R2 should be 10 � 50 times larger than RSH.
The signal uADC1 in Figs. 3.7 and 3.8 is scaled to fit the input voltage range of the

A/D converter. Before the conversion, it is necessary to apply the anti-aliasing filter,
the design of which is the subject of the subsequent discussion.

Question (3.1) The output current has an arbitrary waveform and changes between
�Imax ¼ �500 A. It is measured by the Hall effect current sensor of Fig. 3.6. The
transformation ratio N2:N1 can be either 1000:1 or 5000:1. Desirable range of the
shunt voltage is uSH ¼ �6 V. The power dissipation on the shunt resistor should not
exceed 1 W. It is necessary to select the transformation ratio and the value of the
shunt resistance.

Answer (3.1) With the transformation ratio 1000:1, the secondary current i2 may
reach 500 mA. If, at the same time, the shunt voltage reaches 6 V, the power
dissipation of the shunt reaches 3 W and exceeds the limit of 1 W. Thus, the
transformation ratio has to be 5000:1. Corresponding secondary current is

Fig. 3.8 Active interface circuit for the gain and offset correction of the feedback signals obtained
from the current sensor
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i2¼ 500 A/5000¼ 100 mA. The shunt resistance is RSH¼ 6 V/100 mA¼ 60Ω. The
power dissipation is 100 mA�6V ¼ 0.6 W < 1 W.

Question (3.2) The output current is measured by the Hall effect current sensor
which provides the shunt voltage uSH ¼ �5 V. The shunt resistance is 50 Ω. The
input voltage range of the A/D converter is uADC1 2 [0 . . . 3 V]. It is necessary to
select the resistances R10, R2, and R3 of the interface circuit in Fig. 3.7. Resistances
should be as low as possible. Maximum permissible current of the source VCC ¼ 3 V
is 5 mA.

Answer (3.2) With R1 ¼ R3/a and R2 ¼ R3/b, design equations are reduced to the
expression (3.14). For the given parameters, the system of two equations is solved
for a ¼ 3/2 and b ¼ 5/2. The largest current of the source VCC is obtained with
uADC1 ¼ 0, and it is equal to VCC/R3. Therefore, the lowest value of R2 is 3 V/
5 mA ¼ 600 Ω. This results in R3 ¼ R2*b ¼ 1500 Ω and R1 ¼ 1000 Ω. Resistance
R10 is equal to R1 � RSH ¼ 950 Ω.

Question (3.3) The output current is measured by the Hall effect current sensor
which provides the shunt voltage uSH which changes from �4 V to þ4 V. The input
voltage range of the A/D converter is uADC1 2 [0 . . . 3 V]. The shunt resistance is
equal to RSH ¼ 100 Ω. It is necessary to select the resistances R10, R2, and R3 of the
interface circuit in Fig. 3.7. Resistance R1 should be 20 times larger than RSH.

Answer (3.3) The values a and b are obtained from (3.14), a ¼ 3, b ¼ 4. From
R1 ¼ 20�100 Ω ¼ 2 kΩ, R10 ¼ 1950 Ω. With R1 ¼ R3/a, R3 ¼ a�R1 ¼ 6 kΩ. From
R2 ¼ R3/b, R2 ¼ 1500 Ω.

Question (3.4) The output current is measured by the Hall effect current sensor
which provides the voltage uSH which changes from �3 to þ3 V. The internal
resistance of the voltage source uSH is negligible. The input voltage range of the A/D
converter is uADC1 2 [0 . . . 3 V]. It is necessary to select the resistances of the
interface circuit in Fig. 3.8, where VCC ¼ þ3 V. None of the resistances should be
lower than 1000 Ω.

Answer (3.4) The values a and b are obtained from (3.15), a ¼ 1/2, b ¼ 1/2. In
order to keep a�R1 and b�R2 above 1 kΩ, it is necessary to choose R1 ¼ R2 ¼ 2 kΩ.

Question (3.5) The output current is measured by the Hall effect current sensor that
has internal amplifier which provides the voltage signal uSH that changes from 1.5 to
4 V. The internal resistance of the voltage source uSH is negligible. The input voltage
range of the A/D converter is uADC1 2 [0 . . . 3 V]. It is necessary to select the
resistances of the interface circuit in Fig. 3.8, where VCC ¼ þ3 V. None of the
resistances should be lower than 1000 Ω.

Answer (3.5) The values a and b are obtained from (3.15), a ¼ 1.2, b ¼ 2.66. With
R1 ¼ R2 ¼ 1 kΩ, the remaining two resistances are obtained as a�R1 and b�R2.
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3.2.2 Analogue-to-Digital Conversion

The signal uADC of Fig. 3.8 is brought to the input of the A/D converter. The A/D
converter is one of the peripheral units of the digital signal controller which receives
the measured analogue signals and converts them into digital form, that is, it turns
them into numbers. Further on, such numbers are used as the feedback in software-
implemented current controllers. Amplitude quantization of A/D converter is illus-
trated in Fig. 3.9.

The A/D converter provides an N-bit equivalent of the input analogue signals,
where N is most frequently 8 < N < 16. The N-bit equivalent is often called the ADC
code. Relation between the analogue signal and the ADC code is given in Fig. 3.9a.
For the purpose of argument, the figure provides an example obtained with N ¼ 4.
The smallest detectable change of the input voltage is ΔuQ ¼ UMAX/2

N. As the input
voltage uADC sweeps from 0 to UMAX, the ADC code changes from 0000 to 1111.
The process of converting the analogue signal into number implies the lack of
information. In cases where the ADC code is equal to M, the input signal uADC
resides betweenM�ΔuQ and (Mþ 1)�ΔuQ. Thus, the ADC code does not provide the
information on the exact value of uADC between the two thresholds.

The errors introduced by the amplitude quantization are illustrated in Fig. 3.9b.
The figure presents the time change of the input signal uADC and the corresponding
ADC code. The ADC code is represented byM�ΔuQ. The difference between the two
traces is the quantization error. In Fig. 3.9b, the code M is determined as the integer
part of uADC/ΔuQ, and the error changes between 0 and ΔuQ. By introducing an
offset of ΔuQ/2, the error is brought to the strip �ΔuQ/2 ¼ �UMAX/2

N þ 1. The
number of bits N in the ADC code is often called the A/D resolution. Thus, a 12-bit
resolution A/D converter has ΔuQ ¼ UMAX/4096.

In order to reduce the amplitude-quantization error, it is of interest to increase the
resolution N. Yet, there are two reasons to keep the A/D resolution low:

Fig. 3.9 Amplitude quantization in A/D converter
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• With larger values of N, it takes more time to complete the analogue-to-digital
conversion. This introduces delays into the feedback loop. In cases where a single
A/D converter processes several analogue inputs, selected by means of an
analogue multiplexer, this delay can be significant.

• Along with the input signal uADC, the A/D converter picks up the conducted and
irradiated noise. The noise is generated by the switching transients across the
semiconductor power switches and also by the switch-mode power supplies. At
the same time, an A/D peripheral unit is often embedded into the same chip with a
microprocessor or a digital signal processor. Even a single-chip A/D converter is
surrounded by digital circuits where the TTL-level signals commutate at the clock
frequency. This intrinsic digital noise can be reduced by decoupling the A/D
converter supply and control logic from the fast-switching digital devices. Yet,
notwithstanding the art of decoupling and the skills in designing low-noise
layout, it is rather difficult to suppress the noise within uADC signals. Fending
off the non-conventional solutions, it is difficult to suppress the noise below
1 mV. Considering the input voltage range of UMAX ¼ 3 V, the noise is
comparable with one quantization step of the 12-bit converter, where
ΔuQ ¼ UMAX/2

12 � 0.73 mV.

Therefore, most embedded A/D converters are N ¼ 12-bit devices, capable of
converting an analogue value into number in less than 200 ns.

In cases requiring precision better than ΔuQ ¼ 0.73 mV, it is a common practice
to put to use the A/D throughput and acquire a number of consecutive samples of the
same signal. In certain conditions, an average value obtained from such train of
samples would represent the analogue input uADC with resolution better than UMAX/
212. This technique is called the oversampling.

3.2.3 Sampling Process

Digital current controller compares the current feedback to the reference current,
derives the current error, and then calculates the voltage command capable of
reducing the error and eventually making the current track the reference with no
errors.

The process of feedback acquisition and the execution of the software-
implemented controller introduce finite time delays ΔtFB and ΔtEXE. Therefore, it
takes Δt ¼ ΔtFB þ ΔtEXE to complete the feedback acquisition processes and
calculate the new voltage command. After that, the hardware resources are available
to initiate the next acquisition/calculation sequence. Thus, the digital implementation
of the controller has an inherent discrete-time nature, namely, control sequences
keep repeating with the period T, also called the sampling period.

The voltage actuator of the current controller is the PWM inverter. Within each
switching period TPWM ¼ 1/fPWM, the inverter outputs the voltage pulse. The pulse
width tON of the voltage pulse determines the average value of the output voltage, the
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actual driving force of the control loop. The modulation index m ¼ tON/TPWM

assumes the role of the voltage command. According to the analysis given in Sect.
2.1.5, the position of both rising and falling edges of each voltage pulse can be
affected by different modulation indices, providing the means to control the average
voltage in each half-period of the PWM, each T ¼ TPWM/2. Therefore, the digital
current controller has the possibility to apply one voltage command in each sampling
period T. For that reason, the processes of feedback acquisition and calculation of the
new voltage reference are repeated each T.

Discrete-time nature of the current controller is illustrated in Fig. 3.10. At each
instant t ¼ n�T, the current error is calculated as the difference between the newly
acquired feedback sample iFBn and the reference i∗n . Based on the current error, the
current controller calculates the voltage reference u∗n . Thus, the digital current
controller of Fig. 3.10 receives the train of equidistant feedback samples iFBn and
the train of reference values i∗n , and it generates the output train of the voltage
command samples u∗n .

The current feedback is provided in the form of an analogue signal uADC, which is
brought to the input of the A/D converter (Fig. 3.8), namely, to the sample-and-hold
(S/H) circuit. Capacitor within the S/H circuit gets charged to the voltage uADC
before the process of A/D conversion begins. For the proper, error-free operation of
the A/D converter, it is required that the analogue signal being converted does not
change in the course of the conversion. For this reason, the S/H capacitor is
disconnected from the input signal, while the conversion is in progress. Thus, the
voltage brought to the A/D converter does not change during the conversion. The
signal uADC(t) is sampled at instants nT, and the values uADC(nT) are retained at the
S/H capacitor and converted into N-digit binary numbers. Corresponding sampling
circuit and the voltage across the sampling capacitor are shown in Fig. 3.11.

The sampling circuit of Fig. 3.11 is usually embedded within a single chip with
the A/D converter, other peripherals, and CPU of the digital controller. The switch
SW is the analogue switch which closes at the sampling instants. It has to remain

Fig. 3.10 Time-discrete nature of digital controllers
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closed for several time constants τSH ¼ RSH�CSH, so that the voltage uSH can
exponentially approach the input voltage uADC with an error inferior to
ΔuQ ¼ UMAX/2

N. With N ¼ 12-bit A/D converter, the switch SW has to remain
closed for 8� 9 τSH. The value ΔuQ corresponds to one least significant bit (LSB) of
the ADC code. Thus, the errors inferior to 1 LSB are considered acceptable. The
value of RSH in Fig. 3.11 includes the equivalent resistance of the external circuits
(Fig. 3.8) that supply to voltage uADC to the sampling circuit. For that reason, the
interval of time when the analogue switch SW is closed is usually programmable, and
it can be adjusted by setting the appropriate code in configuration registers of the
ADC peripheral unit. In most cases, it is possible to charge the sampling capacitor in
less than 100 ns. Once the capacitor CSH is charged and the switch SW opened, the
voltage uSH does not change until the next sampling instant.

Typical PWM periods are well above TPWM ¼ 50 μs, with sampling periods
above T ¼ TPWM/2 ¼ 25 μs. The processes of charging the sampling capacitor and
performing the A/D conversion complete in less than 300 ns. Therefore, it is
reasonable to assume that the A/D converter captures the feedback samples iFB

(nT) right at the sampling instants t ¼ nT, and it converts them into corresponding
numbers. The train of pulses is shown in Fig. 3.12.

Each current sample can be modeled by iFBn �δ(t� nT)), by the product obtained by
multiplying Dirac delta function time-shifted by nT. The model is illustrated in
Fig. 3.13. When the surface of the shaded area is equal to the value of the sample,
and ε reduces to zero, the shaded area assumes the form of the Dirac delta function.

With mathematical representation of Fig. 3.13, the train of samples can be
expressed as iFBD tð Þ in (3.16). The samples are brought into the digital controller
(Fig. 3.10) and used to calculate the output, the sample train of the voltage references
suited to suppress the current error:

iFBD tð Þ ¼
Xþ1

k¼0

iFB kTð Þ � δ t � kTð Þ: ð3:16Þ

Fig. 3.11 Sampling circuit and the voltage across the sampling capacitor
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In addition to the information loss due to amplitude quantization in A/D con-
verter, the process of sampling continuous-time signal iFB(t) and obtaining the pulse
train of (3.16) introduces an additional lack of information due to time-quantization
effects. The pulse train iFBD tð Þ of (3.16) defines the values at instants t ¼ kT, where
T is the sampling period, but it cannot be used to reconstruct the continuous-time
function iFB(t) in general case. Namely, the samples continuous-time signal iFB(kT)
and iFB((k þ 1)T ) do not provide sufficient information to reconstruct iFB(t) within
the interval [kT . . . (k þ 1)T], unless the continuous-time function does not meet
specific criteria.

In closed-loop systems, the objective of the control is to suppress the errors in the
region of low frequencies, from dc up to the bandwidth frequency fBW, usually
defined as the frequency of the input sinusoidal excitation where the attenuation of
the consequential output is 3 dB (1/sqrt(2)). The errors that pulsate at frequencies
cannot be suppressed due to performance limits of the controller and the actuator.
Therefore, the high-frequency errors caused by the time quantization are of no
interest if their frequency resides well beyond the bandwidth frequency fBW. On
the other hand, the sampling errors at low frequencies could introduce significant

Fig. 3.12 Conversion of the analogue feedback signal into the train of samples

Fig. 3.13 Mathematical representation of the sample acquired at instant nT
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disturbance and deteriorate the operation of the controller. An example of such errors
is illustrated in Fig. 3.14. The input signal is a sinusoid with the period some 6%
larger than the sampling period. Thus, the sampling instants are sliding gradually
along the slopes of the sinusoidal waveform. As a consequence, the resulting train of
sample depicts the slow-changing sinusoidal form at the frequency fa which is some
16 times lower than the frequency of the original signal uADC(t).

When the pulse train of Fig. 3.14 enters the current, controller receives the error
signal of the frequency fa, which does not exist in the original input signal. This
frequency component is also called an alias. In order to suppress the nonexistent
error at the frequency fa, the controller will output the control output u

* that pulsates
at the alias frequency. As a consequence, the controlled output current would obtain
the actual error at the alias frequency. For that reason, it is necessary to organize the
sampling process in such way that the alias-frequency components do not appear.
For that to achieve, it is necessary to design and implement an analogue anti-aliasing
filter before bringing the input signal to the A/D converter.

3.2.4 The Alias-Free Sampling

In order to analyze the alias frequencies and design the anti-alias filter, it is necessary
to study the frequency content of the sample train (3.16). This can be done by
deriving the Laplace transformation iFBD sð Þ of the original iFBD tð Þ and introducing

Fig. 3.14 A low-frequency alias caused by erroneous sampling
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s ¼ jω in order to find the amplitude of individual frequency components. By
introducing the function Λ(t) as the sum of the delta functions, the train of samples
can be expressed as the product of the original iFB(t) and the function Λ(t) (3.17).
The Laplace transformation of the sample train iFBD tð Þ is given in (3.18):

iFBD tð Þ ¼ iFB tð Þ �
Xþ1

k¼0

δ t � kTð Þ ¼ iFB tð Þ � Λ tð Þ,

Λ tð Þ ¼
Xþ1

k¼0

δ t � kTð Þ:
ð3:17Þ

L iFBD tð Þ� � ¼ ðþ1

0�

iFB tð ÞΛ tð Þe�stdt ¼
Xþ1

k¼0

iFB kTð Þ � L δ t � kTð Þð Þ: ð3:18Þ

The Laplace transformation of the time-shifted delta function δ(t� kT) is equal to
e�skT. Therefore, Eq. (3.18) can be rewritten as

L iFBD tð Þ� � ¼ I FBD sð Þ ¼
Xþ1

k¼0

iFB kTð Þ � e�ksT : ð3:19Þ

The above expression provides the Laplace transformation I FBD sð Þ of the sample
train iFBD tð Þ, but it does not relate I FBD sð Þ to the Laplace transformation IFB(s) ¼ L(iFB

(t)) of the original feedback signal iFB(t). The study of relation between the complex
images I FBD sð Þ and IFB(s) will provide the conclusions required to design the anti-
aliasing filter. Only the conclusions of the subsequent analysis are required for the
filter design. Therefore, only the main steps of I FBD sð Þ calculation are outlined,
leaving the rigorous proofs to attentive readers with developed skills in complex
analysis. Others could proceed by considering the expression (3.25).

The sample train iFBD tð Þ is expressed as the product of two time-domain functions,
iFBD tð Þ ¼ iFB tð Þ � Λ tð Þ. The Laplace transform of the product of two time-domain
function is equal to the correlation of their complex images in s-domain. If I FBD sð Þ is
the Laplace transformation of the sample train, IFB(s) is the Laplace transformation
of iFB(t), while Π(s) is the Laplace transformation of Λ(t), then the complex image
I FBD sð Þ of the sample train is calculated from

I FBD sð Þ ¼ 1
2πjð Þ

ðγþj1

γ�j1
Π s� pð Þ � IFB pð Þ � dp: ð3:20Þ

The Laplace transformation ofΛ(t) is given in (3.21), and the convolution integral
assumes the form (3.22) and provides the complex image I FBD sð Þ. The constant γ in
Eqs. (3.20) and (3.22) defines the vertical line in s-plane which separates all the poles
of Π(s) from the imaginary axis. Specific details related to the Laplace transforma-
tion and convolution integrals in s-domain can be found in textbooks on complex
analysis.
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Π sð Þ ¼
ðþ1

0�

Xþ1

k¼0

δ t � kTð Þ � e�stdt ¼
Xþ1

k¼0

e�ksT

e�sTj j < 1 ) Π sð Þ ¼ 1
1� e�sT

ð3:21Þ

I FBD sð Þ ¼ 1
2πjð Þ

ðγþj1

γ�j1

IFB pð Þ
1� e� s�pð ÞT dp: ð3:22Þ

The line γ can be extended to a closed curve by adding a half-circle that has an
infinite radius and resides in the right half-plane. In this way, one obtains a nega-
tively oriented simple closed curve C. The complex image IFB(s) of practical input
signals iFB(t) does not have any poles in the right half-plane. On the other hand, all
the poles of Π(s � p) are encircled by the curve C. These poles are
pn ¼ s þ j�n�2π/T ¼ s þ j�n�Ω, where n ¼ 0, �1, �2, �3, . . ., while Ω ¼ 2π/T.

According to Cauchy’s residue theorem, the line integral of the functionΠ(s� p)�
IFB( p) around C is equal to the sum of residues of Π(s � p)�IFB( p) at the poles
pn¼ sþ j�n�Ω, multiplied by�2πj. The sign (�) is due to negative orientation of the
curve C. The residue at the pole pn is obtained in (3.23), while the sum of residues is
given in (3.24).

lim
p!sþj�n�Ω

p� s� j � n � Ωð Þ � IFB pð Þ
1� e� s�pð ÞT

� �

¼ IFB sþ j � n �Ωð Þ � lim
p!sþj�n�Ω

p� s� j � n � Ωð Þ
1� e� s�pð ÞT

� �

¼ IFB sþ j � n �Ωð Þ � lim
p!sþj�n�Ω

1
d
dp

1� e� s�pð ÞT
� 	

2
664

3
775

¼ 1
T
IFB sþ j � n � Ωð Þ:

ð3:23Þ

1
2πjð Þ

þ
C

IFB pð Þ
1� e� s�pð ÞT dp ¼ 1

T

Xn¼þ1

n¼�1
IFB sþ j � n � Ωð Þ: ð3:24Þ

Desired complex image I FBD sð Þ of the sample train is obtained from (3.22), as the
convolution integral along the line γ. The line integral in (3.24) comprises the result
(3.22), but it also includes the line integral along the half-circle that extends the line γ
into the closed curve C. The half-circle has an infinite radius, and it is located in the
right half-plane. The line integral IHC along the half-circle can be calculated by
replacing p ¼ R�ejθ into the function Π(s � p)�IFB( p), where θ goes from π/2, passes
0, and reaches �π/2, while R ! þ1 is the half-circle radius.
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With all the practical input signals iFB(t), the complex image IFB(s) can be
expressed as the quotient of two real-coefficient polynomials where the order of
the numerator is lower than the order of the denominator. Under circumstances, and
according to the initial-value theorem of the Laplace transformation, the initial value
of the time-domain function iFB(0+) can be found as the limit value of p�IFB( p) when
p ! þ1. Therefore, The line integral IHC along the half-circle becomes iFB(0+)/2.
Thus, the complex image of the sample train iFBD tð Þ is given in (3.25). The spectral
content of the train of samples can be obtained by replacing s by jω.

I FBD sð Þ ¼ 1
T

Xn¼þ1

n¼�1
IFB sþ j � n � Ωð Þ þ 1

2
iFB 0þð Þ: ð3:25Þ

The initial value iFB(0+) of the feedback signal can be neglected without the lack
of generality. With n¼ 0, the element IFB(jω) of the sum is the spectrum of the time-
domain signal iFB(t), that is, the spectrum feedback signal in so-called analogue
domain. The remaining elements of the sum in (3.25) represent the images of the
same spectrum IFB(jω), shifted by j�n�Ω along the frequency axis, where n ¼ 0, �1,
�2, �3, . . ., while Ω ¼ 2π/T.

The result (3.25) is used to obtain the spectrum of the train of samples from the
spectrum IFB(jω) of the time-domain (analogue) signal iFB(t). The upper trace in the
figure represents the analogue feedback signal iFB(t). The sample spectrum IFB(jω) is
drawn as a triangular shape which drops to zero at frequency ω < Ω/2, where
Ω¼ 2π/T is the sampling frequency. Thus, IFB(jω) is equal to zero for any frequency
that exceeds Ω/2, one half of the sampling frequency. The trace in the middle
represents the spectrum of the train of samples iFBD tð Þ. It is obtained by repeating
the scaled spectrum IFB(jω) along the frequency axis. The repetition period is Ω.

The lower trace in Fig. 3.15 corresponds to the spectrum obtained by applying a
low-pass filter to reconstruct the time-domain signal from the sampled data. Assum-
ing that the low-pass filter does not introduce any amplitude or phase errors within
the frequency range of interest, then the spectrum of the lower trace is equal to the
scaled but otherwise unaltered original spectrum IFB(jω). Thus, in the case consid-
ered in Fig. 3.15, the sampling process and time quantization do not cause any loss of
information. In other words, it is possible to reconstruct the original signal iFB(t)
from the train of samples with no errors.

The spectra shown in Fig. 3.16 are drawn in the same manner as in Fig. 3.15. This
time, the relevant traces are obtained with IFB(jω) which extends beyond Ω/2. In the
middle trace of the figure, there is considerable overlap between the neighboring
images. An attempt to reconstruct the original signal by applying the low-pass filter
results in the lower trace, where the side frequency bands of IFB(jω þ jΩ)/T and IFB

(jω � jΩ)/T overlap with the spectral image IFB(jω)/T, positioned at the origin.
Under circumstances, it is not possible to reconstruct the original signal. In other
words, the sampling process introduces the errors. In order to make the errors more
obvious, it is of interest to consider the frequency component of IFB(jω) at frequency
Ω � ΔΩ, denoted by (A) in Fig. 3.16. Due to the overlapping, the frequency
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Fig. 3.16 The spectrum IFB(jω) of the analogue signal iFB(t) (the upper trace), the spectrum I FBD
jωð Þ of the train of samples iFBD tð Þ (the middle), and the reconstructed spectrum (the lower trace)
obtained with IFB(jω) which extends beyond Ω/2

Fig. 3.15 The spectrum of the analogue signal iFB(t) (the upper trace) and the spectrum of the train
of samples iFBD tð Þ (in the middle). The lower trace corresponds to the spectrum obtained by using a
low-pass filter to reconstruct the time-domain signal from the sampled data
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component Ω� ΔΩ appears within the reconstructed spectrum in the lower trace, as
the frequency component ΔΩ, denoted by (B). The difference ΔΩ can be just a small
fraction of the sampling frequency. In such case, a high-frequency component of iFB

(t) could provoke a low-frequency component in the reconstructed signal, the
component which does not exist in the original signal. For this reason, the train of
samples in Fig. 3.14 comprises a false low-frequency signal. Such false signals are
also called the alias signals. For the proper operation of the controller, it is essential
to prevent the appearance of the alias components.

The mechanism where the high-frequency component of the original signal
causes a low-frequency alias within the train of samples and the reconstructed signal
is illustrated in Fig. 3.17. Assuming that the sampling frequency is 1/T ¼ 10 kHz,
and that the original signal iFB(t) comprises a single frequency component at
Ω � ΔΩ ¼ 9990 Hz, the spectrum IFB(jω) corresponds to the one shown as (A) in
Fig. 3.17. The consequential spectrum I FBD tð Þ of the sample train is shown as (B).

Fig. 3.17 Illustration of the case where the high-frequency component of the original signal causes
a low-frequency alias within the reconstructed signal

Fig. 3.18 Passive anti-aliasing R-C filter
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The reconstructed spectrum (C) has the frequency component atΔΩ¼ 10 Hz, which
does not exist in the original signal.

According to the results obtained above, the alias frequency component in
reconstructed signal appears in cases where the original signal iFB(t) comprises the
frequency components above one half of the sampling frequency (Ω/2). Thus, in
order to avoid the sampling errors and alias components, the analogue signal brought
to the sampling circuit must not have any frequency component beyond Ω/2 limit.
With IFB(jω) ¼ 0 for any |ω| > Ω/2, the sampling process does not introduce any
errors, it does not cause the lack of information, and it leaves the possibility to
reconstruct the original signal from the train of samples. A more rigorous and formal
statement of the above findings has been introduced and proved by Vladimir
A. Kotelnikov. Theoretical work on the sampling process is largely associated
with Claude Shannon (thus, Shannon’s sampling theorem) and, to some extent, to
Harry Nyquist. In contemporary literature, the frequency Ω/2 is also called the
Nyquist frequency.

In short terms, an error-free sampling requires that the analogue input signal iFB(t)
does not have any frequency component above one half of the sampling frequency
(Ω/2). For this to achieve, it is necessary to use the low-pass filters prior to bringing
the signal to the sampling circuit. This filter operates on time-domain signals, and it
operates in analogue domain. Since its purpose is the suppression of alias frequen-
cies, it is also called the anti-alias filter.

The feedback acquisition chain in digital control systems comprises sensors,
analogue amplifiers, anti-aliasing filters, A/D converters and digital filters that
process the sample train provided by the A/D converter. Design process starts
from the desired bandwidth fBWA of the feedback acquisition chain. All the relevant
dynamic phenomena of the reside at frequencies below fBWA, while most of the noise
and high frequency dynamics remain at frequencies, well above fBWA. The noise and
high frequency dynamic phenomena cannot be controlled nor suppressed due to the
bandwidth limits of controllers and actuators. Said phenomena are also called the
unmodeled dynamics, and they are left to decay with their own damping and pace.
The unmodeled dynamics should be suppressed and prevented from entering the
system through the feedback chain, as the high frequency noise introduces sampling
errors and impairs the operation of the closed loop systems.

The first and the key design step is selection of the sampling frequency. The
former analysis proves that any frequency components above one half of the
sampling frequency (1/2/T ) have to be removed from the input signals. This
condition is met by applying the analogue pre-filter called the anti-aliasing filter,
discussed in the subsequent subsections. For practical reasons, such filter will also
introduce some amplitude and phase distortions in the frequency range below
1/(2T ). In order to reduce the amplitude and phase errors, the choice of the sampling
frequency (1/T ) has to keep the most important dynamic features of the system far
below 1/(2T ), in the frequency range where the phase and amplitude errors intro-
duced by anti-aliasing filters are negligible. Design choice T ¼ 1/(20fBW) puts the
sampling frequency an order of magnitude above 1/(2T ), reducing in this way the
impact of anti-aliasing filters. The final design values depend on the characteristics
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of the A/D converters, dynamic properties of the controlled object, the wordlength,
the noise content, and other practical details.

Once the sampling frequency is determined, design proceeds with setting the anti-
aliasing filter, discussed in the subsequent subsections. The sampling process illus-
trated in Fig. 3.12, where only one sample is acquired at each sampling period,
imposes some serious restrictions and requires rather high sampling frequencies.
Another approach called the oversampling-based feedback acquisition is described
in Section 3.3.

3.2.5 Low-Pass RC Filter as an Anti-alias Filter

The anti-aliasing filter has to remove the frequency content above one half of the
sampling frequency (Ω/2) from the analogue input signal. Therefore, it has to be an
analogue, continuous-time filter, having the transfer functionWF(s)¼ N(s)/D(s). For
the low-pass filter, and for large frequencies s¼ jω, the magnitude of the polynomial
N(s) has to be smaller than the value of the polynomial D(s). Therefore, the order of
D(s) has to be larger than the order of N(s). With an R-C filter,

WF sð Þ ¼ uADC sð Þ
uADC1 sð Þ ¼

1
1þ RC � s , WF jωð Þ ¼ 1

1þ jωRC
: ð3:26Þ

Passive anti-aliasing R-C filter is given in Fig. 3.18. The frequency characteristic
of the R-C filter is given in Fig. 3.19. At the frequency of the real pole ωp ¼ 1/(RC),
the amplitude characteristic drops down by 3 dB, that is, the sinusoidal input uADC1
at the frequency ωp will produce the output signal uADC with sqrt(2) lower ampli-
tude, and with the corresponding power divided by 2. At frequencies 10�ωp and
100�ωp, the attenuation will be 20 and 40 dB; in other words, the amplitude of the
input signal will be 10 times and 100 times lower, respectively.

The current supplied from a grid-side inverter through the LCL filter into the grid
has a quasi-sinusoidal waveform with superimposed current ripple, as shown in
Figs. 2.4 and 2.12, wherein the ripple amplitude is shown in (2.2). Similar current
ripple is obtained in cases where a PWM inverter supplies an ac motor. From (2.2),
and assuming that the PWM frequency is 10 kHz, while the series inductances of the
LCL filter are equal to 0.1 p.u, the current ripple ΔI exceeds 9% of the rated current
(answer to the Question 2.1).

In double-update-rate scheme, explained in Sect. 2.1.5, the sampling period TS is
equal to TPWM/2. Since the anti-alias filter must remove all the content above one
half of the sampling frequency, this means that the RC filter has to remove all the
content at fPWM ¼ 1/TPWM and above fPWM in Fig. 2.10. An RC filter with the real
pole 2π fp ¼ ωp ¼ 1/(RC) < 2π fPWM attenuates the current ripple at the PWM
frequency AT ¼ fPWM/fp times. In other words, if the RC filter is designed for
fp ¼ 100 Hz, and the PWM frequency is 10 kHz, the attenuation of the current
ripple is going to be AT ¼ 100 times. If the current ripple ΔI reaches 10%, and the
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attenuation AT is 100, then the residual ripple within the input uADC of the A/D
converter reaches 0.1% of the rated current. Thus, the goal of removing the spectral
content above one half of the sampling frequency is not achieved. As a matter of fact,
it cannot be achieved with an RC filter. Namely, whatever the cutoff frequency, the
attenuation AT ¼ fPWM/fp is always limited.

In practical applications, the resolution of the A/D converter is always limited.
With the input range of uADC from 0 V up toUMAX¼ 3 V and with N¼ 12 bit ADC,
the smallest detectable change is ΔuQ ¼ UMAX/2

N ¼ 732 μV. Considering practical
control circuits embedded within PWM-controlled power converters, and taking into
account the digital noise generated by the fast-switching TTL signals within the
DSP, the noise within the input uADC signal can reach ΔuQ. Therefore, the effect of
using the A/D converters with N > 12 bits is rather limited. Namely, in cases where
the environmental noise reaches ΔuQ, the use of 14-bit or 16-bit A/D converters will
have only a limited contribution to the overall precision, while the A/D conversion
time will be prolonged due to the need to process more bits of the output word.

With the above considerations in mind, the goal in designing the anti-aliasing
filter could be reformulated. Since the smallest detectable change of uADC is ΔuQ, it
is sufficient to reduce the amplitude of the spectral content above one half of the
sampling frequency below the level of ΔuQ. With N¼ 12, ΔuQ is close to 0.025% of

Fig. 3.19 Frequency response of the passive anti-aliasing R-C filter
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the full range UMAX. Assuming that the range [0 . . . UMAX] corresponds to change
of the measured current from �2Inom up to þ2Inom, the residual uADC ripple of 0.1%
of the rated current Inom corresponds to ΔuQ. Considering the above design example,
the RC filter designed for fp¼ 100 Hz proves sufficient to suppress the residual ripple
down to the level of ΔuQ, also called the level of one least significant bit.

Although the RC filter with fp¼ 100 Hz can suppress the ripple, it also introduces
delays in the control loop. The current controllers are expected to reach the closed-
loop bandwidth in excess of 1 kHz, and this cannot be achieved with a
low-frequency RC filter introduced into the feedback path. Therefore, it is necessary
to find other solutions.

3.2.6 Second-Order Low-Pass Anti-alias Filter

With the first-order RC filter, the amplitude characteristic of the filter has the slope of
20 dB/decade. Therefore, in order to achieve sufficient attenuation at the ripple
frequency, the cutoff frequency of the filter has to be very low, and it has negative
effects on the closed-loop bandwidth of the current controller.

The slope of the amplitude characteristic can be steeper, provided that the filter
has more poles. With the low-pass filter with Q poles and with no zeros, the
amplitude characteristic at high frequencies reduces with the slope of Q�20 dB/
decade. This opens the possibility to obtain the desired attenuation at the PWM
frequency with considerably higher cutoff frequency of the filter. While the attenu-
ation of the RC filter is AT ¼ fPWM/fp, the second-order filter has an attenuation close
to AT ¼ ( fPWM/fp)

2, leading to considerably larger values of fp for the given AT and
fPWM. With larger values of fp, delays introduced into the feedback line are lower.

One way of designing the second-order filter is the use of two passive RC filters.
Series connection increases the equivalent series resistance, while the nature of the
passive RC filter makes the implementation of conjugate-complex poles impossible.
For that reason, the second-order filters are mostly designed as active filters, namely,
the filters that make use of operational amplifiers. An example of the second-order
anti-aliasing filter organized around an operational amplifier is shown in Fig. 3.20.
The transfer function of the filter is given in (3.27):

�uADC sð Þ
uADC1 sð Þ ¼ 1

R1R3C1C2 � s2 þ R1R2þR1R3þR2R3
R2

C1 � sþ R3
R2

ð3:27Þ

Polynomial in denominator of (3.27) is of the second order. Design values of
resistances and capacitors can be selected to provide either real or conjugate complex
poles. At the same time, the ratio between R2 and R3 determines the static gains,
which can be adjusted to be larger than 1. The amplitude characteristic at high
frequencies reduces with the slope of 40 dB/decade. Considering the filter cutoff
frequency fp, attenuation of the second-order filter at the PWM frequency is close to
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AT ¼ ( fPWM/fp)
2. Compared to the attenuation of the passive RC filter (AT ¼ fPWM/

fp), the attenuation of the current ripple is fPWM/fp larger when using the filter of
Fig. 3.20. It is also possible to make third- and fourth-order active filters and to
achieve even larger attenuation. At the same time, the use of active components such
as the operational amplifiers brings in the consequential offset and noise. Therefore,
it is necessary to study further means of the error-free feedback acquisition.

3.2.7 Center-Pulse Sampling

Desired closed-loop bandwidth of current controllers goes beyond 2 kHz both in ac
motor drives and in grid-side power converters. Therefore, the anti-alias filters with
large time constants and considerable delays have to be avoided. Instead, the
suppression of the current ripple can be performed by the synchronous sampling
technique, illustrated in Fig. 3.21. The figure illustrates double update rate, namely,
the current samples are acquired at the center of both positive and negative voltage
pulses, at instants that coincide with the peaks of the triangular PWM carrier. The
waveform of the current ripple is derived for the single-phase representation
(Fig. 2.6) of one inverter phase. Small rectangles denoted by EXE, placed at the
bottom of the figure, represent the intervals where the digital controller executes,
processing the newly acquired current sample and calculating the new voltage
reference (i.e., the modulation index).

The samples are taken twice in each TPWM period, in the middle of both positive
and negative voltage pulses, at instants denoted by t1 and t2 in the figure. The
waveform of the current ripple in Fig. 3.21 is obtained with assumption that the
series resistance is negligible and that the current changes at a constant slope, defined
by the supply voltage. Therefore, the zero-crossing of the ripple coincides with the
sampling instants, and the samples obtained at the center of the voltage pulses do not

Fig. 3.20 Second-order anti-aliasing filter
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get affected by the ripple. Thus, it is not necessary to apply the low-pass anti-alias
filters with their consequential delays.

In practical three-phase inverters, where the load current depends on the line-to-
line voltages, the single-phase representation of Fig. 2.6 does not hold. The current
ripple in one phase gets also affected by the other two-phase voltages, and it has a
different waveform, shown in Fig. 2.12 and enlarged in Fig. 3.22. As in Fig. 3.21, the
waveform of the current ripple is obtained with R ¼ 0. At instants where the
triangular PWM carrier reaches the maximum and minimum, at the center of the

Fig. 3.21 Center-pulse sampling with simplified waveform of the current ripple, obtained with the
single-phase representation of the load and with the assumption that the series resistance is
negligible

Fig. 3.22 Center-pulse sampling with simplified waveform of the current ripple, obtained with the
three-phase representation of the load and with R ¼ 0
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voltage pulses, the current ripple crosses zero, and the acquired samples of the output
current do not get affected by the ripple.

Synchronous sampling allows the use of the anti-aliasing filters with considerably
larger cutoff frequencies. Yet, it provides the feedback signal from only one sample
in each TS ¼ TPWM/2. In cases where the zero-crossing of the ripple does not
coincide with the sampling instant due to delays or imperfections, the feedback
signal comprises the sampling error. Sampling errors can be introduced due to the
lockout time, which is described in Sect. 2.3. The waveform of the current ripple, the
voltage pulses, and the PWM carrier shown in Fig. 3.23 are obtained by introducing
the necessary lockout time tDT. The most common way of implementing the lockout
time is delaying the rising edge of the gating signal for the ongoing switch by tDT
while making no delay in passing the falling edge of the gating signal for the
offgoing switch. As a consequence, the zero-crossing of the current ripple is delayed
by tDT/2 due to the lockout time. For this reason, the acquired feedback sample
contains an error, shown in Fig. 3.23.

Previous considerations were based on the assumption that the equivalent series
resistance R is equal to zero. The equivalent series resistance includes the load
resistance but also the output resistance of the inverter and the resistance of the
cables. It is small, leading to relatively large L/R time constants that could exceed
10 ms. Even so, the presence of the resistance R changes the constant slope
waveform A (Fig. 3.24) into the exponential waveform B. For this reason, the
sampled ripple current is not equal to zero (i1 ¼ 0), thus resulting in the sampling
error (i2).

In addition to the lockout time-related errors and the finite-resistance-related
errors, the errors in the center-pulse-based feedback acquisition method are also
caused by disturbances other than the ripple. With only one sample per TS period,

Fig. 3.23 Center-pulse sampling with simplified waveform of the current ripple, obtained with the
three-phase representation of the load and with R ¼ 0, and with the lockout time tDT
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the method is prone to the noise that may come from large dv/dt values of the PWM
voltage waveforms. In conjunction with parasitic capacitance of the cables, windings,
and inductances, the steep change of the PWM voltage pulses could give a rise to
considerable, poorly damped oscillations. These oscillations affect the output current
and the phase voltage. Through the direct path and through parasitic couplings, the
oscillations affect the signals uADC(t) and uADC1(t). In cases where the PWM
switching comes several microseconds before the sampling instant, the oscillations
retain considerable amplitude, and they may introduce considerable errors. Other
noise signals may produce similar effects. In order to reduce the noise sensitivity and
reduce delays caused by anti-aliasing filters, it is possible to replace the center-pulse
single-sample-based feedback acquisition by the sampling scheme where the feed-
back is obtained by averaging a larger number of equidistant samples.

3.3 Oversampling-Based Feedback Acquisition

The voltage pulses obtained at the output of the three-phase inverter comprise the
frequency components at the PWM frequency fPWM and its multiples (Fig. 2.10).
Therefore, the current ripple that comes in consequence has the same frequency
components. For this reason, the feedback acquisition system should be capable of
removing the signals at the PWM frequency and its multiples. This can be achieved
by collecting NOV¼ 2N equidistance samples within each PWM period TPWM¼ 2TS,
by calculating the average value of these samples, and by using the obtained
one-period average as the feedback signal.

3.3.1 One-PWM-Period Averaging

The output phase current ia(t) comprises the fundamental frequency component
iaF(t) and the superimposed current ripple Δia(t). The ripple can be approximated
by the sum of the frequency components n�fPWM, where n is an integer:

Fig. 3.24 The impact of the
load resistance on the
center-pulse sampling.
Simplified waveform of the
current ripple is obtained
with single-phase
representation of the load.
The waveform A
corresponds to R ¼ 0, while
the waveform B corresponds
to R > 0
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Δia tð Þ ¼
Xþ1

n¼1

An cos n � 2πf PWM þ φnð Þ, f PWM ¼ 1
TPWM

¼ 1
2TS

ð3:28Þ

All the frequency components of Δia(t) have an integer number (n) of their
periods (TPWM/n) within each PWM period. Therefore, their average value, as well
as the average value of Δia(t) over each PWM period TPWM, is equal to zero. Thus,
the best way to remove the frequency components of the current ripple from the
feedback signal is to calculate an average over each PWM period and use the result
as the feedback signal:

iFBa nTSð Þ ¼ 1
2TS

ðnTS

n�2ð ÞTS

ia tð Þ � dt: ð3:29Þ

In practical implementation, it is difficult to organize analogue integration.
Instead, the feedback signal is sampled at the sampling rate NOV/2 times larger
than the sampling rate 1/TS. The number NOV is usually 16, 32, or 64. The process of
acquiring a considerably larger number of equidistant samples is also called the
oversampling. The number of samples acquired in each PWM period is NOV. The
feedback signal iFB is obtained by calculating the average value of the samples
acquired in each PWM period.

3.3.2 Oversampling and Averaging

The schedule of the feedback acquisition and the digital current control is synchro-
nized with the PWM carrier. The current controller relations are processed each
TS ¼ TPWM/2. The time required for the controller to execute is indicated by
rectangular EXE signs in Fig. 3.25. Each EXE session is triggered by the interrupt
at instants nTS. In each session, the feedback signal i

FB
n is compared to the reference.

Based upon the error, the controller calculates the new voltage reference u∗n . The
voltage reference u∗n becomes available within the interval [nTS . . . (n þ 1)TS], at
instant when the execution of the controller ends. Not being available at the very
beginning of the interval, the value u∗n cannot be used to control the pulse width and
the average value of the output voltage within the interval [nTS . . . (n þ 1)
TS]. Instead, the value u

∗
n is used to control the average voltage on the next interval

[(n þ 1)TS . . . (n þ 2)TS].
The feedback signal iFBn , used in calculations triggered by nTS, is obtained from

the samples acquired within the previous PWM period, on the interval [(n� 2)TS . . .
nTS]. With oversampling period TADC ¼ TPWM/NOV, there is a total of NOV equi-
distant samples. The number of samples in each TPWM is usually NOV ¼ 2N, and it is
often 16, 32, or 64. The feedback signal is calculated from (3.30).
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iFBn ¼ 1
NOV

XNOV�1

k¼0

ia nTS � kTADCð Þ: ð3:30Þ

3.3.3 Practical Implementation

Assuming that the number of samples collected in each PWM period is NOV ¼ 32,
and that the PWM frequency is fPWM¼ 10 kHz, then the actual period of sampling is
TADC ¼ 100 μs/32 ¼ 3.125 μs. In order to prevent the alias frequency components
within the train of samples, the analogue input to the A/D converter must be filtered
to suppress the frequency components above one half of the sampling frequency.
With NOV¼ 32 and fPWM¼ 10 kHz, one half of the sampling frequency is fOH¼ 1/2/
3.125 μs ¼ 160 kHz.

Considerably larger sampling frequency simplifies the design of the anti-aliasing
low-pass filter. The task of the filter is suppression of the frequency components at
fOH and above fOH down to the level of ΔuQ, which is one least significant bit of the

Fig. 3.25 The oversampling scheme which collects NOV ¼ TPWM/TADC samples in each PWM
period and calculates the feedback signal iFB as an average of the samples. Execution of the control
interrupts is denoted by EXE. In interrupt session triggered at nTS, the feedback signal iFBn is
calculated as the average value of ia(t) over the interval [(n � 2)TS . . . nTS]
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A/D converter. Namely, with a 12-bit A/D converter, the level ofΔuQ corresponds to
1/4096 fraction of the full input range.

In typical application, studied in Questions 3.6 and 3.7, the current ripple at the
PWM frequency of fPWM ¼ 10 kHz amounts roughly 50�ΔuQ. Due to the low-pass
nature of the load, it is a reasonable assumption that the frequency content at
fOH ¼ 160 kHz is going to be at least four to five times lower. With the presumed
amplitude of 12�ΔuQ, the frequency components at fOH have to be attenuated below
ΔuQ; thus, the required attenuation of the anti-aliasing RC filter is AT ¼ ( fOH/
fp) ¼ 12, where fp ¼ 1/(RC)/(2π) is the cutoff frequency of the filter. In the end,
fp ¼ 13.33 kHz, the frequency considerably above the desired closed-loop band-
width of the current controller. Delay of τ ¼ RC ¼ 11.9 μs has a negligible effect on
the closed-loop performance. According to considerations in Question 3.8, delay τ
limits the closed-loop bandwidth to fBW ¼ 1/(3τ)/(2π) ¼ 4.444 kHz. Further
improvements can be achieved by selecting a larger NOV.

The oversampling process, the storage of sample trains, and the calculation of
their average are facilitated and automated by contemporary digital signal controllers
such as TMS320F28335. Device includes a fast 12-bit, 16-channel A/D peripheral
unit with declared 80 ns sampling rate. The A/D conversion process can be syn-
chronized with the PWM pulse generator. The oversampling process can be auto-
mated, and the internal DMA unit can be programmed to collect the samples and
store them in designated areas of RAM memory in an effortless manner, without any
involvement of the CPU unit. Described tools can be used to acquire TADC-spaced
samples of the output current and to place them in the internal RAM. In this way, the
interrupt-triggered current control routine has to read the train of samples collected
during the past PWM period and to calculate the feedback signal as an average value
of the past NOV ¼ TPWM/TADC samples. With the instruction cycle of 6.67 ns, the
process completes in less than 300 ns even with NOV ¼ 32.

3.3.4 Pulse Transfer Function of the Feedback Subsystem

The average in (3.30) operates on TADC-spaced samples acquired within one whole
PWM period TPWM. Adopting the oversampling period TADC as the sampling time,
assuming that the number of samples collected in each PWM period is NOV ¼ 32,
and introducing the operator z, wherein the multiplication by z�1 designates delay by
one sampling period, the pulse transfer function iFB(z)/i(z) is derived in (3.31).

iFBn ¼ 1
32

X31
k¼0

ia nTS � kTADCð Þ )

iFB zð Þ ¼ 1
32

ia zð Þ � 1þ z�1 þ z�2 þ � � � þ z�31
� � )

iFB zð Þ
ia zð Þ ¼WFIR zð Þ ¼ 1

32

X31
k¼0

z�k:

ð3:31Þ
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The frequency characteristic of the filter WFIR(z) is given in Fig. 3.26. The filter
has an infinite attenuation at frequencies n�fPWM. Within the Bode plot, the attenu-
ation appears limited to �110 dB due to the finite wordlength used in calculations.
The Bode plot illustrates the capability of the one-PWM-period averaging method to
remove all the PWM-related frequency component from the feedback signals.

In addition to removing the undesired frequency components, the oversampling/
one-PWM-period averaging method also introduces delay into the feedback path.
Namely, the feedback signal iFB used at instant nTS uses the average value of the
feedback signal over the past PWM period, thus introducing delay of, approxi-
mately, one sampling period TS. For the purposes of designing the closed-loop
control system, it is necessary to derive the model of the delay. The FIR transfer
function represents an accurate model of the process. Yet, it uses the oversampling
period TADC as the sampling time. By adopting the model WFIR(z) of (3.31), the
process of designing the controller and setting the control parameters has to consider
two sampling rates, TS and TADC. The formal approach can employ the modified z-
transformation. In order to avoid complexity of the modified z-transformation, it is
possible to develop single-sampling-rate model of the feedback acquisition system
that would correspond to the one in (3.31) in the region below the sampling
frequency, which is the region of interest when it comes to the design and parameter
setting of the closed-loop current controller.

In Fig. 3.25, the feedback sample iFBn is calculated within the routine triggered at
nTS as an average value of the current ia(t) over the past PWM period. Neglecting the
ripple and assuming that the rate of change of the current is linear within each
sampling period TS, the feedback iFBn can be calculated in terms of the values of the
actual current at instants (n � 2)TS, (n � 1)TS, and nTS, namely, the samples in�2,
in�1, and in. With presumed linear change, the average value on the interval [(n � 2)
TS . . . (n � 1)TS] is equal to (in�2 + in�1)/2. Similarly, the average value on [(n � 1)
TS . . . nTS] is (in�1 + in)/2. From there, the average value on the past PWM period

Fig. 3.26 The frequency characteristic of the one-period averaging filter in (3.31). The filter
WFIR(z) has an infinite attenuation at frequencies n�fPWM. In the plot, the attenuation appears limited
to �110 dB due to the finite wordlength used in Bode plot calculations
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TPWM ¼ 2TS is equal to (in�2 þ 2in�1 + in)/4. The feedback samples iFBn can be
represented by their z-domain image iFB(z), while the samples of the actual current in
can be represented by i(z). From the above considerations and using the operator z�1

to mark the delay of one sampling period, the pulse transfer function WFB(z) of the
feedback system becomes

WFB zð Þ ¼ iFB zð Þ
i zð Þ ¼ z�2 þ 2 � z�1 þ 1

4
¼ z2 þ 2 � zþ 1

4z2
: ð3:32Þ

The frequency characteristic of the pulse transfer function WFB(z) is shown in
Fig. 3.27, along with the frequency characteristic ofWFIR(z), included for the compar-
ison and printed in gray. In the frequency range below one half of the sampling
frequency 1/(2TS), the two characteristics coincide. At higher frequencies, there are
considerable differences between the two. The purpose of the pulse transfer function
WFB(z) is to represent the feedback acquisition system within the frequency range of
interest for the design of the closed-loop controller, that is, from zero up to one half of
the sampling frequency 1/(2TS). Namely, the sampling process prevents higher fre-
quencies, and they do not enter the closed-loop controller. Therefore, the differences
between WFB(z) and WFIR(z) at frequencies f > 1/(2TS) are not relevant as they do not
have any impact on the controller design. For that purpose, the proposed one-PWM-
period averaging feedback system can be represented by the modelWFB(z).

3.3.5 Current Measurement in LCL Filters

In order to remove the PWM ripple injection, grid-side inverters connect to the mains
through LCL filters, such as the one shown in Fig. 3.28, which represents the single-

Fig. 3.27 The frequency characteristic of the pulse transfer function of (3.32). In the frequency
range below one half of the sampling frequency, the frequency characteristic corresponds to the one
in Fig. 3.26. The differences are observed beyond one half of the sampling frequency
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phase equivalent of the three-phase inverter. The inverter voltage UINV comprises a
train of PWM pulses, which generates the current iIN. The current includes the
fundamental, line-frequency component and also the current ripple caused by the
PWM voltages. The parallel capacitor has a very low impedance at the PWM
frequency, and it takes most of the current ripple, leaving only a very small amount
of the ripple in iL that circulates into the mains.

The LCL filter is a resonant tank, prone to oscillations. This makes the task of
designing the current controller more difficult. In order to take a closer insight into
design problems, it is of interest to analyze the impact of the inverter voltageUINV on
the output current iL. The transfer function Y(s) of (3.33) provides relation between
iL(s) and UINV(s), obtained in the case where UGRID ¼ 0. The transfer function Y(s)
has conjugate complex poles at s1/2 ¼ �j�sqrt(2/L/C), and these poles give rise to
undamped oscillations. In order to introduce the damping of the poles s1/2, it is
necessary to measure the capacitor current iC(t) and to introduce the control action
proportional to the capacitor current.

Y sð Þ ¼ iL sð Þ
UINV sð Þ ¼

1
L � s �

1
2þ LC � s2 : ð3:33Þ

In practical implementation, the measurement of the current iC has to be
performed in very much the same manner as the measurement of the output current,
thoroughly described in previous sections. Therefore, the measurement process will
include the anti-alias filtering and the delays, such as the one described byWFB(z) of
(3.32). The objective of the present discussion is to underline the basic principles of
stabilization by means of the capacitor-current feedback. Therefore, the measure-
ment is assumed to be instantaneous, and the analysis is performed in s-domain.

In order to introduce the desired damping, the inverter voltage has to be modified.
It is necessary to introduce the component proportional to the capacitor current iC(t).
Assuming that the original inverter voltageUINVgets replaced byUINV1¼UINV� kiC,
the transfer function iL/UINV changes and assumes the form (3.34)

Fig. 3.28 LCL filter with two identical inductances and one parallel capacitor. For the stable
operation, it is necessary to introduce the control action proportional to the capacitor current
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Y1 sð Þ ¼ iL sð Þ
UINV sð Þ ¼

1
L � s �

1
2þ k � C � sþ LC � s2 : ð3:34Þ

The polynomial in denominator of (3.34) has the roots given in (3.35). By
increasing the coefficient k, imaginary part of the roots decreases, while the real
part increases, thus increasing the damping. With the feedback coefficient kopt, given
in (3.36), both poles of (3.34) are real and equal to �k/L/2:

s1=2 ¼ �1
2
k

L
� j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
LC

� k2

4L2
:

s
ð3:35Þ

kopt ¼
ffiffiffiffiffiffi
8L
C

r
: ð3:36Þ

Question (3.6) The input voltage range of the A/D converter with N ¼ 12 bits is
uADC 2 [0 . . . 3 V], and it corresponds to the change of the measured current from
�3�Inom�sqrt(2) up to þ3�Inom�sqrt(2). The current ripple ΔI is equal to 0.1�Inom. The
PWM frequency is 10 kHz. Determine the time constant of the RC filter that reduces
the residual ripple within uADC down to the level of one significant bit.

Answer (3.6) Considering the input range and the scaling of the measured current,
where the change in uADC of 3 V corresponds to the change of the measured current
by 6�Inom�sqrt(2), one least significant bit corresponds to voltage change ΔuQ which
represents the current of 6�Inom�sqrt(2)/212 ¼ 0.0020716 Inom. Thus, desired attenu-
ation of the anti-aliasing filter is AT ¼ 0.1/0.0020716 ¼ 48.27. The sampling
frequency is 2/TPWM ¼ 20 kHz, while the current ripple has the base frequency of
10 kHz. Therefore, the cutoff frequency of the RC filter is fPWM/AT ¼ 207 Hz, which
leads to RC ¼ 768 μs.

Question (3.7) For the A/D converter and the current-sensing system of Question
3.6, and for the same amplitude of the ripple current, it is necessary to design the
filter of Fig. 3.20 and select the resistances and capacitances so that it has two
identical real poles. Desired static gain of the filter is equal to one.

Answer (3.7) As in the previous example, one least significant bit corresponds to
voltage change ΔuQ ¼ 0.0020716 Inom, while the desired attenuation of the anti-
aliasing filter at fPWM ¼ 10 kHz is AT ¼ 0.1/0.0020716 ¼ 48.27. Considering the
filter cutoff frequency fp, attenuation of the second-order filter with two identical real
poles at the PWM frequency is close to AT ¼ ( fPWM/fp)

2. Thus, the cutoff frequency
of the filter is fp ¼ fPWM/sqrt(AT) ¼ 1440 Hz, namely, ωp ¼ 9043 rad/s. In order to
obtain the unity gain, it is necessary to set R2 ¼ R3. In order to obtain two real poles,
the characteristic polynomial in denominator of (3.27) has to be f(s) ¼ (1 þ s/ωp)

2,
that is,

f sð Þ ¼ R1R2C1C2 � s2 þ 2R1 þ R2ð ÞC1 � sþ 1 ¼ 1
ω2
p

s2 þ 2
ωp

sþ 1:
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The remaining degree of freedom can be used to set R1 ¼ R2 ¼ R ¼ 10 kΩ, the
value which loads the operational amplifier output with reasonably low current, yet
resulting in sufficiently low equivalent impedances, so as to suppress the impact of
the offset currents and the noise currents. From 3RC1 ¼ 2/ωp, C1 ¼ 7.4 nF. From
R1R2C1C2 ¼ 1=ω2

p, C2 ¼ 16.58 nF. Considering the available standard values of
capacitors, one would select C1 ¼ 6.8 and C2 ¼ 15 nF.

Question (3.8) Consider a simplified analogue current controller with the load
modelWP(s)¼ 1/L/s, with the PI current controller and the voltage actuator modeled
by WCA(s) ¼ p + i/s, and with the delay within the feedback line modeled by
WD(s) ¼ 1/(1 þ sτ). In absence of any other information and using reasonable
simplifications, find an estimate of the available closed-loop bandwidth in terms of
the delay τ.

Answer (3.8) The closed-loop system comprises WP(s), WCA(s), and WD(s).
The characteristic polynomial is found from 1 þ WP(s)WCA(s)WD(s), and it reads
f(s)¼ s3 + s2/τ + s�p/L/τ + i/L/τ. The gain setting and the pole placement of this third-
degree polynomial is rather involved. Yet, the question allows the use of reasonable
simplifications. Assuming that the closed-loop system has a triple real pole p1, the
characteristic polynomial becomes f(s) ¼ (s + p1)

3. According to Vieta’s formulas,
3p1¼ 1/τ. Thus, the dominant poles are placed at p1¼ 1/(3τ), and they determine the
closed-loop bandwidth. As an example, delay of RC ¼ 768 μs limits the closed-loop
bandwidth to, roughly, fBW ¼ p1/2/π ¼ 71 Hz.

Question (3.9) The current feedback is obtained by center-pulse sampling, as
illustrated in Fig. 3.24. The load inductance is L ¼ 10 mH, while the load resistance
is R ¼ 1 Ω. The finite value of R changes the current-ripple waveform into the form
B of Fig. 3.24, thus introducing the sampling errors. Is it possible to design the RC
anti-aliasing filter that would bring the zero-crossing of the ripple back to the
sampling instant, that is, to the center of the voltage pulses?

Answer (3.9) The center-pulse sampling is based on the ideal load where the
equivalent resistance R is equal to zero. Ideally, the waveform of the current ripple
(A in Fig. 3.24) is obtained by passing the input voltage pulses through the load
transfer function 1/(Ls). In practical case (B in Fig. 3.24), the load transfer function is
1/(R + Ls). Therefore, the waveform B can be obtained by passing the waveform A
through the transfer function (Ls)/(R + Ls). As a consequence, the frequency
component at s ¼ jω is phase shifted by an advance of atan(R/L/ω). With a passive
RC filter with τ ¼ RC, the low-pass transfer function 1/(1 þ sτ) produces a phase lag
of atan(ωτ). For the specific frequency ω, it is possible to select τ ¼ RC that would
compensate the phase advance introduced by the finite load resistance. Yet, the
voltage pulses and the current ripple are periodic signal with multitude of frequency
components. Even if the value of τ is adjusted to bring the zero-crossing of the ripple
to the sampling instant for the given pulse width, the zero-crossing would drift away
for other pulse widths.
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Question (3.10) The PWM frequency of the system is 10 kHz, while the
oversampling A/D converter acquires the samples with the frequency of 640 kHz.
In the frequency range above one half of the oversampling frequency fOH¼ 320 kHz,
the frequency content within the input signal does not exceed 20�ΔuQ, where ΔuQ is
the signal change that corresponds to one least significant bit of the A/D converter. It
is necessary to design the anti-aliasing RC filter. The series resistance should not
exceed 1 K.

Answer (3.10) The frequency components at fOH and beyond fOH should be
suppressed below the level of ΔuQ. Desired attenuation of the anti-aliasing RC filter
is AT ¼ ( fOH/fp) ¼ 20. Therefore, fp ¼ 1/(RC)/(2π) ¼ fOH/20 ¼ 16 kHz. The time
constant of the filter is τ ¼ RC ¼ 9.95 μs. With R ¼ 1 kΩ, the parallel capacitor is
C ¼ 9.95 � 10 nF.

Question (3.11) The LCL filter has the series inductances of L ¼ 10 mH each and
the parallel capacitor of C¼ 10 μF. It is possible to measure the capacitor current and
to change the inverter voltage by the amount �kiC. What is the minimum gain k that
results in real poles of the transfer function Y(s) ¼ iL(s)/UINV(s)? What is the
frequency of those poles?

Answer (3.11) As the gain k in (3.35) increases, the imaginary parts of the two
conjugate complex poles decrease. When the gain reaches kopt of (3.36), the imag-
inary part reaches zero, and the two poles are real and equal. For larger values of k,
the two poles detach. Thus, desired minimum value of k is kopt ¼ sqrt(8/L/
C) ¼ 89.44. Corresponding poles are s1/2 ¼ �k/L/2 ¼ �4472 rad/s, which corre-
sponds to 712 Hz.
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Chapter 4
Introduction to Current Control

This chapter introduces the basics of three-phase digital current controllers. Their
practical implementation is digital, and it involves the PWM actuator and the
feedback acquisition systems described in the previous chapter. The analysis and
design of discrete-time current controllers rely on z-transform, and it takes into
consideration all the feedback acquisition, computation, and PWM delays. In order
to facilitate the introduction of some basic principles of the current control, this
chapter does not take into account the discrete nature of the controller, nor does it
consider the transport delays. Instead, the analysis is performed in s-domain.

The current controllers are used in grid-side inverters but also in ac drives. In both
applications, the model of the load is similar, and it comprises the series impedance
and a back-electromotive force (Fig. 4.1). The line voltage of ac grid corresponds to
the back-electromotive force of ac machines, while the resistance and the equivalent
series inductance of the ac machine windings correspond to the series resistance and
inductance placed between the grid-side inverter terminals and the connection to the
ac grid.

The sum of the output currents within the three-phase model is equal to zero.
Therefore, iC ¼ -iA -iB is not an independent variable. To improve clarity, the
variables of the three-phase model are transformed into stationary α–β coordinate
frame. Thus, the currents iA, iB, and iC are represented by their projections on the
orthogonal axes of the α–β frame. The currents iα and iβ constitute the current vector
iαβ the α–β frame. Analysis and design of the three-phase current controllers are

simplified by representing the current and voltage vectors by complex numbers, such
as iαβ ¼ iα þ jiβ.

In both the grid-side inverters and ac drives, the steady-state output currents are ac
currents. Their frequency is either the line frequency of the ac grid, or the frequency
that corresponds to the speed of the revolving magnetic field within ac machines.
Due to finite gains and a finite closed-loop bandwidth of the α–β frame current
controller, the operation with ac current references introduces the phase and
amplitude errors. In order to obtain an error-free current control of line-frequency
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ac currents, it is necessary to transform the voltage and current vectors in d-q
coordinate frame that revolves in synchronism with the grid voltages and currents.
In steady state, the d-q components of the voltages and currents (i.e., projections of
relevant vectors on the axes of synchronously revolving frame) are constant. There-
fore, a simple PI controller in d-q frame will provide an error-free operation in the
steady state. The basic characteristics of the PI current controller in d-q coordinate
frame are explored and explained. The current controllers in d-q frame are often
called the synchronous frame current controllers.

The current components in d-q frame are id and iq. In grid-side inverters with the
line voltage aligned with q-axis, the current iq determines the active power P, while
the current id determines the reactive power Q. In ac drives where the d-axis is
aligned with the rotor flux, the current iq determines the electromagnetic torque,
while the current id affects the amplitude of the flux. In both cases, it is not desirable
to have any coupling between the d-axis and the q-axis. With simple PI controller in
d-q frame, the transients in one of the axes produce considerable effect on the
variables of the other axis and vice versa. In order to prevent such undesirable
coupling, it is necessary to use the principles of the internal model control (IMC) in
order to design the decoupling controller. The application of the IMC concept is
introduced and explained in s-domain.

The d-q frame current controller provides an error-free control of the line-
frequency currents. At the same time, the implementation of the d-q frame controller
requires several coordinate transformations, including the revolving Park transfor-
mation. At times where the computing power of digital signal controller was limited,
this circumstance was a serious disadvantage of the d-q frame controllers. Moreover,
not even the d-q frame controller which revolves synchronously with the grid can
eliminate the inverse components, which appear in nonsymmetrical three-phase
systems. Similarly, it cannot suppress the low-frequency line harmonics. The current
controllers in stationary α–β frame do not use the Park transformation. In their
integrators, the factor 1/s can be replaced by factors s/(s2 þ ω2), thus resulting in
resonant controllers, which are capable to remove any error at the frequency ω. One
resonant controller can use several factors of the form s/(s2 þ ω2), each having a
different frequency ω, contributing to elimination of several line harmonics. Steady-

Fig. 4.1 In both grid-side inverters and ac drives, the three-phase inverter is connected to the three-
phase load which comprises the series impedance and back-electromotive force
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state and transient properties of resonant controllers are studied and explored using a
simplified model in s-domain.

The current controllers are expected to suppress the errors and to bring the output
current to the desired reference waveform. The errors can be caused by the change of
the input reference. At the same time, the errors can appear due to the changes in line
voltage or due to the changes in the electromotive force. Such changes represent the
voltage disturbance. The change of the current, caused by the voltage disturbance,
should be as low as possible, preferably zero. Voltage disturbance rejection capa-
bility is characterized by the output admittance of the current controller, Y(jω) ¼ Δi
(jω)/Δu(jω), where Δi is the current error while Δu is the voltage disturbance. The
value Y(jω) defines the current error that comes as a consequence of the voltage
disturbance at frequency ω. It is desirable to obtain the values Y(jω) as low as
possible over the whole frequency range where the voltage disturbances could take
place. The value of Y(jω) can be reduced by using additional control action called the
active resistance feedback. The impact of the active resistance feedback is studied in
s-domain.

Introductory considerations outlined in this chapter are focused on explaining the
main structures and features of the current controller. In order to focus on essentials,
all the developments are simplified, and all the analyses were done in s-domain. In
order to apply the knowledge and design actual current controllers, the reader must
study the subsequent chapters which discuss the digital implementation of the main
structures and which establish the parameter setting procedures.

4.1 The Model of the Load

In Fig. 4.1, the three-phase inverter supplies the three-phase load, represented by
star-connected phases, each of them having a series resistance, a series inductance,
and a back-electromotive force. The voltages of the ac grid correspond to the back-
electromotive force of ac machines, while the resistance and the equivalent series
inductance of the ac machine windings correspond to the series resistance and
inductance placed between the grid-side inverter terminals and the connection to
the ac grid. The sum of the three currents (iA + iB + iC) is equal to zero. Therefore,
there are only two independent currents in the system. For this reason, it is conve-
nient to represent the three currents by the currents iα and iβ of the α–β stationary
frame, which make up the current vector iαβ.

4.1.1 The Three-Phase Load

The load of Fig. 4.1 has the star connection voltage equal to uST. The voltage balance
equations are given in (4.1). The sum of the three currents is equal to zero,
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iA + iB + iC ¼ 0. Therefore, the sum of the three equations of (4.1) results in (4.2).
Assuming that the sum of the back-electromotive forces is equal to zero, the voltage
at the star connection is given in (4.3):

uA � RiA � L
diA
dt

� eA ¼ uST,

uB � RiB � L
diB
dt

� eB ¼ uST,

uC � RiC � L
diC
dt

� eC ¼ uST:

ð4:1Þ

uA þ uB þ uC � eA þ eB þ eCð Þ ¼ 3 � uST: ð4:2Þ
uST ¼ uA þ uB þ uC

3
� eA þ eB þ eC

3
¼ uA þ uB þ uC

3
� ð4:3Þ

In cases where the sum of the back-electromotive forces is not equal to zero, it is
possible to introduce eST ¼ (eA + eB + eC)/3 and express the back-electromotive
forces in terms of their average value eST and the variables eA1, eB1, and eC1 (4.4),
where eA1 + eB1 + eC1 ¼ 0. Even in cases where eST is not equal to zero, it does not
affect the three-phase currents. Instead, it alters the voltage at the star connection. By
introducing uST1 ¼ uST � eST, the voltage balance equations assume the form (4.5):

eST ¼ eA þ eB þ eC
3

,
eA1 ¼ eA � eST, eB1 ¼ eB � eST, eC1 ¼ eC � eST�

ð4:4Þ

uA � uST1 ¼ RiA þ L
diA
dt

þ eA1,

uB � uST1 ¼ RiB þ L
diB
dt

þ eB1,

uC � uST1 ¼ RiC þ L
diC
dt

þ eC1:

ð4:5Þ

Thus, the model of the load can be represented by the voltage balance equations
(4.5), where both the sum of the currents and the sum of the back-electromotive
forces are equal to zero, while the voltages supplied to each phase are uA-uST1, uB-
uST1, and uC-uST1.

4.1.2 The Model of the Load in α–β Coordinate Frame

The model of the load can be simplified by transforming the three-phase quantities
into stationary α–β coordinate frame, shown in Fig. 4.2. In Fig. 4.2a, each phase is
assigned the unit vectors a0, b0, and c0, and these vectors are displaced by 2π/3. The
resulting current vector iαβ is obtained by summing the three current vectors. In
Fig. 4.2b, the same vector iαβ is represented in α–β frame, in terms of the components
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iα and iβ, and these components are the projections of the current vector on the
orthogonal axes of the α–β frame.

Both the A-B-C and α–β components have to create the same current vector.
Therefore, relation between the two is defined by Clarke’s three-phase to two-phase
transformation (4.6). The inverse transformation from α–β to A-B-C components is
given in (4.7). The transformations include the leading coefficient K23, which
establishes the ratio between the quantities in two coordinate systems. With the
leading coefficient K23 ¼ 2/3, the currents iA and iα are equal (4.7). Notice in (4.6)
that the average value of the three-phase currents (iST) is equal to zero:

iα
iβ
iST

2
4

3
5 ¼ K23

1 �1=2 �1=2
0 þ ffiffiffi

3
p

=2 � ffiffiffi
3

p
=2

1=3 1=3 1=3

2
4

3
5 �

iA
iB
iC

2
4

3
5: ð4:6Þ

iA ¼ 2
3K23

iα, iB ¼ 1

K23

ffiffiffi
3

p iβ � 1
3K23

iα, iC ¼ �iA � iB: ð4:7Þ

The currents iα and iβ are obtained in (4.6) from the three-phase currents. Using
the same expression, it is possible to transform the voltages uA, uB, and uC into their
α–β counterparts. The same holds for the back-electromotive forces; the values eA,
eB, and eC can be represented by eα and eβ. The average values of the voltages uST
(4.3) and the back-electromotive forces eST (4.4) can alter the voltage at the star
connection, but they do not affect the currents. Therefore, the model of the load in
the stationary α–β frame is

Fig. 4.2 (a) The phases a, b, and c are given the unit vectors a0, b0, and c0, spatially displaced by
2π/3. Each of the currents iA, iB, and iC is represented by the corresponding vector. The vector iαβ is
obtained by summing the three current vectors. (b) The vector iαβ can be represented in α–β frame,
in terms of the components iα and iβ, which are the projections of the vector iαβ on the axes α and β
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uα ¼ Riα þ L
diα
dt

þ eα,

uβ ¼ Riβ þ L
diβ
dt

þ eβ:
ð4:8Þ

Analysis and design of the three-phase current controllers can be further simpli-
fied by representing the current and voltage vectors by complex numbers, such as
iαβ ¼ iα þ jiβ and uαβ ¼ uα þ juβ. This change in notation consists in replacing the

unit vectors α0 and β0 by 1 and j. If the second voltage balance equation of (4.8) is
multiplied by j and added to the first equation, one obtains the voltage balance
equation with complex representation of all the vectors, namely, withuαβ, iαβ, and eαβ
:

uαβ ¼ Ri αβ þ L
di αβ

dt
þ e αβ: ð4:9Þ

The time-domain Eq. (4.9) can be transformed in s-domain by using the Laplace
transform:

i αβ sð Þ ¼ uαβ � e αβ

Rþ L � s : ð4:10Þ

In (4.10), the voltage uαβ is the input variable that acts as the driving force, the

current iαβ is the output of the system, while the back-electromotive force is the

voltage disturbance. The task of the current controller is keeping the current equal to
the reference in the presence of the disturbances.

4.1.3 The Model of the Load in d-q Frame

The steady-state output currents in both grid-side inverters and ac drives are the ac
currents. Their frequency is either the line frequency of the ac grid or the frequency
that is related to the speed of the revolving magnetic field in ac machines. Thus, the
task of the stationary-frame current controller is to suppress the errors in tracking the
ac current references. In cases where the steady-state current references are constant,
it is much easier to suppress the current errors. When the voltage and current vectors
are transformed from the steady-state α–β frame into d-q coordinate frame which
revolves synchronously with the grid voltages (or the revolving field in ac
machines), the relevant steady-state projection of the vectors on d- and q-axes is
constant. Thus, the d-q components of the relevant voltages and currents are
constant, and the control tasks are considerably easier to complete.

In Fig. 4.3, the α–β coordinate frame is stationary. The current vector iαβ is
defined by the projections iα and iβ of the vector on the corresponding axes. The d-q
coordinate frame revolves at the speed ωe. The speed ωe is equal to the angular
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frequency of the grid. In ac drives, it corresponds to the speed of the revolving
magnetic field. The angle between the α-axis and the d-axis is θe. At any given
instant, the angle θe is defined by (4.11). If the d-q frame revolves in synchronism
with the grid voltages, then it is also synchronous with the current vector. For this
reason, projections of the current vector on axes d and q are constant in the steady-
state operation.

θe tð Þ ¼ θe 0ð Þ þ
ðt

0

ωe τð Þ � dτ ð4:11Þ

Both α–β and d-q components of the current have to provide the same vector in
Fig. 4.3. Relation between the components iα and iβ and the components id and iq can
be obtained by calculating the projection of the current iα on the axis d, which is
equal to iα cos(θe), and then the projection of the current iα on the axis q, which is
equal to -iα sin(θe). Similarly, the projection of the current iβ on the axis d is equal to
iβ sin(θe), while the projection of the current iβ on the axis q is iβ cos(θe). The above
considerations are summarized in (4.12), which introduces the revolving transfor-
mation of the variables from the stationary frame into the synchronously rotating
frame. This transformation is called the Park transformation:

id
iq

� �
¼ cos θe sin θe

� sin θe cos θe

� �
� iα

iβ

� �
¼ T � iα

iβ

� �
ð4:12Þ

The expression (4.12) can be used to transform uαβ, iαβ, and eαβ and to obtain the

d-q frame variables udq, idq, and edq. Instead of using the unit vectors d0 and q0 to

represent the variables in d-q frame as vectors, it is possible to use the d and q axes as
the real and the imaginary axis and to represent the vectors as complex numbers,
such as idq ¼ id þ jiq and udq ¼ ud þ juq. The change in notation consists in

replacing the unit vector d0 by 1 (real axis) and replacing the unit vector q0 by j

Fig. 4.3 Transformation of
the output current from the
stationary, α–β coordinate
frame into the
synchronously revolving
d-q frame
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(imaginary axis). Relying on this notation, the transformation of the variables iαβ
¼ iα þ jiβ, eαβ ¼ eα þ jeβ and uαβ ¼ uα þ juβ into the d-q frame can be achieved by

multiplying their α–β representation by exp(�jθe) ¼ cos(θe)�j sin(θe):

idq ¼ id þ jiq ¼ e�jθe � iαβ ¼ cos θe � j sin θeð Þ � iα þ jiβ
� �

,

udq ¼ e�jθe � uαβ, edq ¼ e�jθe � eαβ:
ð4:13Þ

The inverse transformation from the d-q synchronous frame into the α–β station-
ary frame is performed by multiplying the dq variables by exp(þjθe) ¼ cos(θe) þ j
sin(θe). Thus,

iαβ ¼ eþjθe � idq, uαβ ¼ eþjθe � udq, eαβ ¼ eþjθe � edq: ð4:14Þ

The α–β variables from (4.14) can be introduced in (4.9) to obtain

eþjθe � udq ¼ Ri dq � eþjθe þ L
d eþjθe � i dq

� �
dt

þ e dq � eþjθe : ð4:15Þ

Resolving (4.15) and dividing the expression by exp.(þjθe), one obtains the
model of the load in d-q coordinate frame:

udq ¼ Ri dq þ L
di dq

dt
þ jωeLi dq þ e dq: ð4:16Þ

The time-domain Eq (4.16) can be transformed in s-domain by using the Laplace
transform:

i dq sð Þ ¼
udq � e dq

Rþ L � sþ j � L � ωe
¼ WL sð Þ � udq � e dq

� �
: ð4:17Þ

The transfer functionWL(s) in (4.17) represents the model of the load in synchro-
nous, d-q coordinate frame.

4.2 The PI Current Controllers

The model of the load, developed in the previous sections, is a first-order system.
Therefore, it is reasonable to attempt the use of the current controller which has
proportional and integral actions. When the PI controller discriminates the error Δiαβ
in α–β frame, and it calculates the desired voltage command in the same α–β frame,
it is called the PI current controller in the stationary frame. In cases where the PI
controller discriminates the error Δidq in d-q frame, and it calculates the desired
voltage command in the same d-q frame, it is called the PI current controller in the
synchronous frame, of the d-q current controller. It is of interest to study the salient
features of both controllers.
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4.2.1 The PI Controller in α–β Frame

The block diagram of the PI controller, implemented in the stationary α–β coordinate
frame, is given in Fig. 4.4. The diagram is based on several approximations. It is
assumed that the feedback acquisition system has no delay and that the feedback
signal represents the actual output current without errors and with no delays. At the
same time, it is assumed that the voltage actuator (i.e., the PWM inverter) is ideal,
namely, that desired voltage is supplied to the load with no delay, equal to the
voltage command which is provided by the current controller.

From (4.10), the transfer function of the load is WL(s) ¼ 1/(R + L s). The transfer
function of the PI current controller isWPI(s) ¼ KP + KI/s. Notice in Fig. 4.4 that the
input to the current controller is a complex quantity Δiαβ ¼ Δiα þ jΔiβ, which
includes two current errors packed within the same complex number. The same
holds for the output of the current controller, a complex number which provides the
voltage command for the α-axis in its real part and the voltage command for the β-
axis in its imaginary part. Since the transfer function WPI(s) of the current controller
does not have an imaginary part, the current controller provides the voltage reference
where u*α depends on the current error Δiα, and it does not get affected by Δiβ, while
the voltage reference u*β depends on the current error Δiβ, and it does not get
affected by Δiα.

The closed-loop transfer function of the system in Fig. 4.4 is

WCL sð Þ ¼ iαβ sð Þ
i∗αβ sð Þ e

αβ
¼0 ¼

			 WL sð Þ �WPI sð Þ
1þWL sð Þ �WPI sð Þ

¼
1þ s

KP

KI

1þ s
Rþ KP

KI
þ s2

L

KI

:

ð4:18Þ

In cases where the current reference is a Heaviside step function I*/s, the steady-
state value of the output is

Fig. 4.4 Block diagram of the stationary-frame PI controller
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iαβ 1ð Þ ¼ lim
s!0

s �WCL sð Þ � I
∗

s

� �
¼

1þ 0 KP
KI

� �
� I∗

1þ 0 RþKP
KI

þ 02 L
KI

¼ I∗: ð4:19Þ

Thus, for the Heaviside step as the current reference, the stationary-frame PI
controller operates with no error in the steady state. Yet, steady-state currents in grid-
side inverters are the line-frequency ac currents. For the given frequency s ¼ jω, the
closed-loop transfer function WCL of (4.18) becomes

WCL jωð Þ ¼ 1þ jω KP
KI

1� ω2 L
KI
þ jω RþKP

KI
:

ð4:20Þ

Ideally, with an infinitely large KI gain,WCL(jω) gets equal to one, and the output
current corresponds to the reference. In practical implementation, the range of
applicable gains is limited by the feedback acquisition delays, the PWM actuator
delays, and the noise and unmodeled dynamics. Therefore, the closed-loop transfer
function (4.20) gives rise to amplitude and phase errors. As a consequence, the
steady-state output currents will not have the desired phase and amplitude. In grid-
side inverters, this means that the active and reactive power injected into the grid
would not correspond to the desired values. In ac drives, the electromagnetic torque
and flux will not coincide with the reference values. In order to avoid the steady-state
errors of ac current controllers, it is necessary to transform the PI current controller
into the synchronous coordinate frame, where the steady-state values of the current
components id and iq are constant.

4.2.2 The PI Controller in d-q Frame

The applicable range of the feedback gains is limited, and they result in a finite
closed-loop bandwidth of the PI current controller. Therefore, the operation with ac
current references introduces the phase and amplitude errors. For an error-free
operation of the current control which injects the line-frequency ac currents into
the grid, it is necessary to transform the voltage and current vectors in d-q coordinate
frame. The d-q components of the voltages and currents are the projections of
relevant vectors on the axes of synchronously revolving frame. In steady state,
these values are constant. Therefore, a simple PI controller in d-q frame will provide
an error-free operation in the steady state.

The implementation of the d-q frame PI controller is illustrated in Fig. 4.5.
Although the implementation is discrete-time and digital, this section presents a
simplified analysis of the d-q frame PI controller in s-domain. The feedback acqui-
sition process includes the anti-aliasing filtering, oversampling, averaging, and
scaling, and it turns the phase currents into digital form. Within the block denoted
by Clarke, the currents are transformed in α–β frame. Further on, the Park transfor-
mation calculates the feedback currents in d-q frame. The current error Δidq is
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brought to the PI controller, which calculates the voltage reference in d-q frame. The
latter is transformed into α–β frame by the inverse Park transformation. The PWM
inverter is the voltage actuator which supplies desired voltages across the terminals
of the load. The implementation of d-q frame current controllers is numerically
intensive due to several coordinate transformations. At times when fast digital signal
controllers were not available, these calculations were difficult to implement.

Neglecting the delays and assuming that both the PWM actuator and the feedback
acquisition processes are ideal, the block diagram of the PI current controller in d-q
coordinate frame is obtained in Fig. 4.6. The model of the load WL(s) is given in
(4.17). The closed-loop transfer function of the system of Fig. 4.6 is given in (4.21).

WCL sð Þ ¼
idq sð Þ
i∗dq sð Þ e

dq
¼0 ¼

			 WL sð Þ �WPI sð Þ
1þWL sð Þ �WPI sð Þ

¼
1þ s

KP

KI

1þ s
Rþ KP þ jωeL

KI
þ s2

L

KI¼ WCLR sð Þ þ jWCLI sð Þ:

ð4:21Þ

In steady state, the current references in d-q frame are constant. Assuming that the
current reference is a Heaviside step, the current error Δidq(1) is equal to zero
(4.22). Constant d-q currents correspond to ac currents in the stationary α–β frame
and the original ABC domain. Thus, the d-q frame PI controller is capable of
injecting ac currents into the grid without any phase or magnitude error.

Δidq 1ð Þ ¼ lim
s!0

s � I∗

s
� idq sð Þ


 �� �

¼ lim
s!0

s � 1�WCL sð Þð Þ � I
∗

s

� �

¼ lim
s!0

s � s Rþ jωeLð Þ þ s2L

KI þ s Rþ KP þ jωeLð Þ þ s2L
� I

∗

s

� �

¼ 0:

ð4:22Þ

Fig. 4.5 Coordinate transformations of the synchronous d-q frame PI controller
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The transfer function of (4.21) has imaginary factors in denominator. Therefore, it
can be expressed in terms of the real partWCLR and the imaginary partWCLI. In cases
where the current reference has both the real part ID

* and the imaginary part IQ
*, the

response of the d-axis current has one part proportional to the reference ID
*, but also

an additional part which is proportional to the reference IQ
*. The same conclusion

holds for the response of the q-axis current (4.23). The consequences of such
undesired coupling are negative. In grid-side inverters, the step of the active power
will also include an inadvertent transient of the reactive power and the other way
around. In ac drives, the step of the electromagnetic torque will provoke an undesired
transient of the flux and vice versa. The coupling depends on the factor ωeL, which
resides in the denominator of (4.21). Thus, the coupling is larger at higher excitation
frequencies;

id sð Þ ¼ WCLR sð Þ � I∗D sð Þ �WCLI sð Þ � I∗Q sð Þ,
iq sð Þ ¼ WCLI sð Þ � I∗D sð Þ þWCLR sð Þ � I∗Q sð Þ: ð4:23Þ

4.3 Decoupling Current Controller in d-q Frame

In grid-side inverters, the current component of the d-q system corresponds to active
and reactive power. In ac drives, they correspond to the flux and torque. In both
cases, it is not desirable to have any coupling between the d-axis and the q-axis. With
synchronous PI controller in d-q frame, the transients in one axis produce consider-
able effects in the other axis. In order to prevent the coupling, it is necessary to
design the decoupling controller. The principles of the internal model control (IMC)
are introduced and explained in s-domain.

Fig. 4.6 Block diagram of the synchronous d-q frame PI controller

114 4 Introduction to Current Control



4.3.1 Basic Principles of Internal Model Control

The goal of all the controllers is to make the output (i in Fig. 4.7) track the reference
i*with no errors. For this to achieve, the closed-loop transfer function should be
equal to 1. Due to low-pass nature of the load WL, it is not possible to obtain an
instantaneous tracking of all the changes of the reference, in particular the step
changes. The change of the output i is largely affected by the dynamics of the load
WL. Within the closed-loop transfer function, such as the one in (4.21), the load
transfer function WL gets multiplied by the transfer function of the controller. This
provides the possibility to cancel out the undesired dynamics of the object by
including WL

�1, or at least some of its elements into the transfer function of the
controller.

The load transfer function in d-q frame is given in (4.17). Inverted dynamics of
the load are given in (4.24). With one zero and no poles inWL

�1, an attempted design
of the controller whereWREG¼WL

�1 has to be corrected by multiplying the inverted
dynamics by α/s, where α is an adjustable parameter (4.25).

W�1
L sð Þ ¼ Rþ L � sþ j � L � ωe: ð4:24Þ

WREG sð Þ ¼ W�1
L sð Þα

s
¼ αR

s
þ αLþ j

αLωe

s
: ð4:25Þ

4.3.2 Decoupling Controller

Proposed current controller of (4.25) resembles the PI controller. The proportional
gain is αL, while the integral gain is αR. In addition, the third factor is an integrator
with the gain jαLωe proportional to the output frequency. The third gain is multiplied
by the imaginary unit. This means that the error Δid will affect not only the voltage
ud

* but also the voltage uq
*. At the same time, the error Δiq will affect not only the

voltage uq
* but also the voltage ud

*. Rewriting the current controller in its scalar
form, where the real and the imaginary parts are separated, one obtains

u∗d ¼ αR

s
þ αL


 �
� Δid � j

αLωe

s
� Δiq,

u∗q ¼ αR

s
þ αL


 �
� Δiq þ j

αLωe

s
� Δid:

ð4:26Þ

With the current controller of (4.26), the closed-loop transfer function of the
system in Fig. 4.7 is
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WCL sð Þ ¼ WL sð Þ �WREG sð Þ
1þWL sð Þ �WREG sð Þ ¼

α

sþ α
: ð4:27Þ

The closed-loop transfer function does not have any imaginary parts. Thus, there
is no coupling between the orthogonal axes of the d-q coordinate frame. At the same
time, WCL represents the first-order transfer function with the time constant 1/α,
where the output approaches the reference input in an exponential manner, with the
steady-state value which is equal to the reference. The controller (4.26) is also called
the decoupling controller, as it prevents the undesired coupling between the d and
q transients.

Practical implementation of the decoupling controller deals with the pulse transfer
functions in z-domain, and it must take into account all the delays within the
feedback acquisition path and the delays introduced by the PWM inverter. This
implementation is discussed in the subsequent chapters. Due to delays, the z-domain
pulse transfer function of the load WL(z) comprises the elements that cannot be
inverted. Formal inversion of the delay implies prediction, and these predictions
cannot be implemented. In such cases, it is necessary to identify all the elements of
WL(z) that are invertible and to use them for the controller design in the same manner
as demonstrated in (4.25).

4.4 Resonant Current Controllers

The implementation of synchronous, d-q frame controllers requires numerically
intensive coordinate transformations. Before the availability of fast digital signal
controllers, this circumstance was a serious disadvantage of the d-q frame control-
lers. At the same time, while the synchronous d-q frame current controllers effi-
ciently suppress the current errors of the direct-sequence line-frequency currents,
they cannot suppress the errors caused by the inverse-sequence voltages, which
appear in nonsymmetrical three-phase systems. Moreover, they cannot suppress the

Fig. 4.7 In application of internal model control concept, the controller WREG comprises the
inverted dynamics of the object WL
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low-order line harmonics such as the fifth or seventh, which revolve at the speed
considerably larger than the speed of the d-q frame.

The current controllers in stationary α–β frame do not use the Park transforma-
tion, and their numerical requirements are lower. The PI current controller of Sect.
4.2.1 comprises an integrator. The integral control action KI/s suppresses the steady-
state errors encountered while tracking the Heaviside step references, the references
of the form 1/s. According to (4.20), the stationary-frame PI controller cannot track
the sinusoidal references without the phase and amplitude errors. In this section,
discussion is focused on resonant controllers, the current controllers that reside in
the steady state and which are capable to remove any error at the selected frequency
ω, whether the line frequency or the frequency of selected lower-order line harmonic.

4.4.1 Transformation of the d-q Frame Controller in α–β
Frame

The resonant controllers can be introduced by considering the α–β representation of
the d-q frame PI controller, the latter being capable of suppressing the errors in
tracking the direct-sequence line-frequency current references. For the d-q frame PI
controller of Fig. 4.6, the transfer function WPI(s) is given in

WPI sð Þ ¼
udq sð Þ
Δidq sð Þ ¼ KP þ KI

s
: ð4:28Þ

The complex image udq sð Þ can be expressed in terms of the uαβ sð Þ:

udq sð Þ ¼
ðþ1

0�

udq tð Þ � e�stdt ¼
ðþ1

0�

uαβ tð Þ � e�jθe � e�stdt

¼
ðþ1

0�

uαβ tð Þ � e�jωet � e�stdt ¼
ðþ1

0�

uαβ tð Þ � e� jωeþsð Þtdt

¼ uαβ sþ jωeð Þ:

ð4:29Þ

Similarly, the complex image Δidq sð Þ can be expressed in terms of Δiαβ sð Þ,
Δidq sð Þ ¼ Δiαβ sþ jωð Þ. Therefore, the transfer function of the PI controller in d-q

frameWPI sð Þ ¼ udq sð Þ=Δidq sð Þ corresponds to the ratio uαβ sþ jωð Þ=Δiαβ sþ jωð Þ in
the stationary α–β frame. Therefore, the d-q frame PI controller can be implemented
in α–β frame by adopting the controller transfer function

W αβ
REG1 sð Þ ¼ KP þ KI

s� jωe
: ð4:30Þ
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Hence, instead of using the PI controller in d-q frame, where the controller
receivesΔidq sð Þ and providesudq sð Þ, it is possible to implement the current controller

in α–β frame, where it receives Δiαβ sð Þ and provides uαβ sð Þ. As long as the transfer

function of the current controller in α–β frame corresponds to (4.30), the system
behaves in the same way as the system with d-q frame PI controller. Among other
properties, such controller is capable of controlling the direct-sequence ac currents at
the line frequency without any amplitude or phase errors.

In parallel with the PI current controller implemented in d-q frame which revolves
at the speed ωe in positive direction, it is possible to implement the PI controller in di-
qi frame, the one that revolves at the same speed in negative direction. If the speed ωe

corresponds to the line frequency, then the PI controller in di-qi frame manages to
suppress any current error in the inverse sequence of line-frequency ac currents.
Relying on the results (4.29) and (4.30), the PI controller in di-qi frame can be
replaced by the current controller in the stationary α–β frame, provided that the
transfer function of such controller is

W αβ
REG2 sð Þ ¼ KP þ KI

sþ jωe
: ð4:31Þ

Parallel operation of current controllers (4.30) and (4.31) can be achieved by
adding the voltage references obtained at their outputs. The equivalent transfer
function of such double-track current controller is

W αβ
REG12 sð Þ ¼ uαβ sð Þ

Δiαβ sð Þ ¼ W αβ
REG1 sð Þ þW αβ

REG2 sð Þ

¼ KP þ KI

s� jωe
þ KP þ KI

sþ jωe

¼ 2 � KP þ 2 � s � KI

s2 þ ω2
e

:

ð4:32Þ

The current controller (4.32) is implemented in α–β frame, and it manages to
suppress any current error when operating with ac current of the frequency ωe,
including both direct and inverse sequences.

4.4.2 The Resonant Controller in α–β Frame

In (4.32), the structure of the controller resembles the PI controller. The factor 1/s of
the integrator is replaced by the factor s/(s2 þ ω2). In this way, the capability of
removing the errors created by the Heaviside input-step (1/s), the controller is
capable of removing the errors while tracking the ac currents of the frequency ω.
The new integrator comprises the resonant tank; therefore, the controller is also
called the resonant controller.
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Considering the transfer function of the load in α–β frame, WL(s) ¼ 1/(R + sL),
and the transfer function (4.32) of the resonant controller, the closed-loop transfer
function in α–β frame is

WCL sð Þ ¼ WL sð Þ �W αβ
REG12 sð Þ

1þWL sð Þ �W αβ
REG12 sð Þ

¼ 2KP s2 þ ω2
e

� �þ 2KIs

Rþ sLð Þ � s2 þ ω2
e

� �þ 2KP s2 þ ω2
e

� �þ 2KIs
:

ð4:33Þ

For the excitation frequency s¼� jωe, the closed-loop transfer function becomes
WCL(� jωe)¼ 1. Thus, there is no steady-state error in controlling the currents of the
frequency ωe.

One resonant controller can use several factors of the form s/(s2 þ ω2), each
having a different frequency ω, contributing to elimination of several line harmonics.
An example of such resonant controller is given in Fig. 4.8.

The presence of resonant tanks within the controller transfer function affects the
step response of the closed-loop current controller. In the next section, transient
properties of resonant controllers are studied and explored using a simplified model
in s-domain.

4.4.3 Dynamic Properties of the Resonant Controller

The presence of resonant integrators within the current controller of Fig. 4.8 sup-
presses the direct and inverse components of the current error, as well as selected line

Fig. 4.8 The resonant controller tuned for the fundamental frequency and for the fifth and seventh
harmonic
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harmonics. At the same time, the resonant integrators alter the step response. In order
to explore the impact of the resonant elements on the step response of the current
controller, dynamic response of the resonant controller is simulated on the computer.

In Fig. 4.9, the simulation model comprises the current reference generator; the
current controller with proportional, integral, and resonant actions; and the model of
the load. By means of the selection switches, the model can be configured to operate
as:

• The PI current controller with the closed-loop bandwidth of 250 Hz
• The resonant controller tuned for the line-frequency currents
• The resonant converter which also suppresses the fifth harmonic

The input step response is tested in all three configurations. The simulation traces
are given in Fig. 4.10. The upper trace represents the step response of the PI
controller in the stationary α–β frame, tuned to achieve the closed-loop bandwidth
of 250 Hz. The trace in the middle corresponds to the resonant controller which
suppresses the current errors at the fundamental, line frequency. The lower trace is
obtained with the resonant current controller which also includes the resonant
integrator tuned for the fifth line-frequency harmonic.

The traces in Fig. 4.10 present the step responses that comprise weakly damped
oscillations at both resonant frequencies, the fundamental line frequency and the
frequency of the fifth harmonic. The oscillations are caused by the resonant integra-
tors which get excited by the step input. Although the controller provides suppres-
sion of the ac errors in steady-state conditions, stepwise changes of the input
reference give rise to oscillations which deteriorate the step response of the system.

There are applications where the use of resonant controllers is justifiable, not-
withstanding the parasitic oscillations. In other applications, it is of interest to find
alternative ways to suppress the errors caused by the inverse component within the
line voltages and to reduce the effects of the line-frequency harmonics.

Fig. 4.9 Simulation of the resonant current controller with resonant integrators adjusted for the
fundamental and for the fifth harmonic
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4.5 Disturbance Rejection

In addition to changes caused by the input reference, the output current also changes
in response to the voltage disturbances, such as the variation in the back-
electromotive force or the changes in line voltages. The current changes caused by
the voltage disturbances should be as low as possible, preferably zero. The capability
to suppress the disturbances is characterized by the output admittance of the current
controller, Y(jω) ¼ Δi(jω)/Δu(jω), where Δi is the current error while Δu is the
voltage disturbance. It is desirable to obtain the values Y(jω) as low as possible over
the whole frequency range where the voltage disturbances could take place. The
value of Y(jω) can be reduced by using additional control action called the active
resistance feedback, discussed in this section.

4.5.1 Disturbance Rejection with d-q Frame PI Controller

The block diagram of the decoupling current controller in d-q frame is given in
Fig. 4.11, along with the transfer function of the load and the transfer function
WREG(s). The impact of the load disturbance on the output current is obtained by
considering the ratio idq sð Þ=edq sð Þ in cases where i∗dq sð Þ ¼ 0. From Fig. 4.11,

desired ratio is given in (4.34).

Fig. 4.10 Step response of the PI controller, resonant current controller tuned for the line-
frequency fundamental component, and resonant controller tuned for the fundamental and the
fifth harmonic
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Ydq sð Þ ¼
idq sð Þ
edq sð Þ i∗

dq
¼0

: ¼ �WL sð Þ
1þWL sð ÞWREG sð Þ ¼

�s

sþ αð Þ � Rþ sLþ jLωeð Þ :
						

ð4:34Þ
According to considerations outlined in Sect. 4.4.1, the transfer function Wαβ(s)

from the stationary frame corresponds to the transfer function Wdq(s þ jω) in the
synchronous d-q frame, while Wdq(s) corresponds to Wαβ(s�jω). Therefore, the
output admittance Yαβ(s) in the stationary frame becomes

Yαβ sð Þ ¼ Ydq s� jωeð Þ ¼ �sþ jωe

s� jωe þ αð Þ � Rþ sLð Þ : ð4:35Þ

Notice that the value of Yαβ(s) is equal to zero for the direct-sequence voltage
disturbances, where s ¼ jωe. Thus, the direct-sequence, line-frequency voltage
disturbances do not cause any steady-state errors in the output current. Namely,
the system is capable of suppressing the impact of these disturbances completely.
The amplitude characteristic of Yαβ(jω) is given in Fig. 4.12, where the frequency
sweeps from the negative-sequence eleventh harmonic up to the positive-sequence
eleventh harmonic. The plot is obtained for the decoupling d-q frame controller set
for the closed-loop bandwidth of 250 Hz and with L ¼ 10 mH and R ¼ 5 Ω. For
convenience, the plotted values correspond to the logarithm of the admittance
Yαβ(jω). At the fundamental frequency s ¼ jωe ¼ j�314.15 rad/s, the amplitude of
Yαβ(jω) drops to zero. In the region of the fifth harmonic, the value of |Yαβ(jω)| is
close to 0.037. This means that the voltage disturbance of 100 V at the frequency of
the fifth harmonic will give a rise to the erroneous fifth harmonic current of 3.7 A. It
is of interest to provide the means to reduce the values of |Yαβ(jω)| and thus reduce
the current errors caused by the voltage disturbances.

A numerical indicator of the disturbance rejection capability is the ability of the
current controller to reject the zero-frequency components in α–β frame. In
Fig. 4.12, the corresponding point is denoted by A. The dc disturbance in stationary

Fig. 4.11 Decoupled PI controller in d-q coordinate frame
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α–β frame can be transformed in synchronous, d-q frame, where it becomes an ac
disturbance which revolves at the speed of -jωe. The capability to suppress this
disturbance is determined by Ydq(�jωe), which is given in (4.36):

Ydq �jωeð Þ ¼ jωe

�jωe þ αð Þ � R , Ydq �jωeð Þ		 		 � ωe

αR
: ð4:36Þ

The closed-loop bandwidth of the system is determined by α, which is consider-
ably larger than the line-frequency ωe. Therefore, the admittance in (4.36) reduces to
ωe/(αR). Parameter R corresponds to the equivalent series resistance of the inverter,
inductances, and the grid. The value of R is usually rather low, in particular with
large power grid-side converters. For this reason, the output admittance can be
considerable, leading to a low disturbance rejection capability.

4.5.2 Active Resistance Feedback

The admittance ωe/(αR) of (4.36) is inversely proportional to the equivalent series
resistance. A larger value of R results in a more efficient suppression of the voltage
disturbances. An attempt to increase R would also produce the undesirable power
losses. Instead of increasing the actual series resistance, it is possible to introduce a
new control action that would have the same impact on the disturbance suppression
capability, yet without the need to increase an actual resistance that increases the
losses.

Fig. 4.12 The amplitude characteristic of the output admittance in α–β frame
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The introduction of a local proportional control action can increase the parameter
R within the transfer function WL. The left side schematic in Fig. 4.13 comprises the
local feedback with the proportional gain Ra. It consists in changing the voltage
command by subtracting the factor Ra � idq sð Þ.

The equivalent transfer function of the load is shown in the right side schematic in
Fig. 4.13. The equivalent resistance of the load subsystem is increased by Ra, and it
becomes R + Ra. At the same time, the admittance of (4.36) becomes ωe/(αRþ αRa).
With sufficiently large Ra, disturbance rejection capability can be significantly
increased. In practical implementation, the range of applicable gains Ra is limited
by the feedback acquisition delays, the PWM actuator delays, and the noise and
unmodeled dynamics. These aspects and practical Ra limits are discussed in subse-
quent chapters.

Question (4.1) The load inductance is equal to L ¼ 10 mH, while the winding
resistance is R ¼ 10 Ω. The current is controlled by the PI current controller located
in the stationary coordinate frame (α–β). The closed-loop transfer function is given
in (4.18). It is necessary to find the gains KP and KI that produce two real poles of
(4.18) at fp ¼ 500 Hz. The current controller is used to control the line-frequency
currents injected into 50 Hz grid. Determine the amplitude and phase error obtained
in the steady state.

Answer (4.1) In order to obtain two real poles at ωp ¼ 2π 500 rad/s, the coefficients
of denominator of (4.18) have to be L/KI ¼ 1/(ωp)

2 and (R + KP)/KI ¼ 2/ωp. From
there, KI ¼ 98,700, (R þ KP) ¼ 62.83, and KP ¼ 52.83. From (4.20), the amplitude
characteristic deviates by 0.4%, while the phase lag is 1.87 degrees.

Question (4.2) The load inductance is equal to L ¼ 10 mH, while the winding
resistance is R ¼ 5 Ω. The current is controlled by the decoupling current controller
located in synchronous coordinate frame. The current controller is used to control the
line-frequency currents injected into 50 Hz grid. It is necessary to achieve the closed-
loop bandwidth of 500 Hz. It is necessary to determine the control actions of the
decoupling current controller and to calculate the closed-loop transfer function.

Answer (4.2) The closed-loop transfer function of the decoupling current controller
is given in (4.27), while the transfer function of the controller is given in (4.26).

Fig. 4.13 The implementation of the active resistance feedback
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In order to achieve the bandwidth of 500 Hz, the gain should be α ¼ 2π 500. The
proportional gain is αL ¼ 10 π, while the integral gain is αR ¼ 5000 π. The gain of
the decoupling factor jαLωe is equal to 10 π 2 π 50 ¼ 9870.

Question (4.3) Decoupling current controller is implemented in d-q coordinate
frame. The load inductance is equal to L ¼ 10 mH, while the winding resistance is
R¼ 5Ω. The current controller is used to control the line-frequency currents injected
into 50 Hz grid. The controller achieves the closed-loop bandwidth of 400 Hz. The
line voltage comprises the seventh harmonic with an amplitude of 50 V. It is
necessary to determine the current error caused by the seventh harmonic voltage
disturbance.

Answer (4.3) The output impedance in α–β frame is given in (4.35). In order to
achieve the bandwidth of 400 Hz, the gain should be α ¼ 2π 400. The speed of the
d-q system is ωe ¼ 2π 50. By introducing s ¼ j 7 ωe in (4.35), one obtains
Yαβ7 ¼ �0.0243 þ j 0.0108. The absolute value of the admittance for the seventh
harmonic is 0.0266. Therefore, the current will comprise the seventh harmonic of
1.33 A. These considerations take into account the voltage disturbance that has the
direct sequence of the seventh harmonic. In cases where the seventh harmonic
voltages revolve in the opposite direction, the value of Yαβ7 becomes
Yαβ7 ¼ �0.0265 þ j 0.0167, the absolute value is 0.0314, while the seventh
harmonic of the output current is 1.57 A.

Question (4.4) Consider the three-phase R-L load with symmetrical back-
electromotive force. The α–β frame current controller has KP and KI control actions.
The voltage actuator can be replaced by the unity gain (the output voltage is equal to
the reference). The back-electromotive force is the voltage disturbance with adjust-
able angular frequency ωD. The amplitude of the back-electromotive force is ED. It is
necessary to determine the current error ID caused by the voltage disturbance ED.

Answer (4.4) The block diagram of the system with stationary-frame PI controller
is given in Fig. 4.4. The transfer function of the load is WL(s) ¼ 1/(R + L s). The
transfer function of the PI current controller isWPI(s)¼ KP + KI/s. In cases where the
current reference is equal to zero, the output current i(s) depends on the voltage
disturbance ED(s):

�WPI sð Þ � i sð Þ � ED sð Þ ¼ i sð Þ
WL sð Þ ,

i sð Þ ¼ � WL sð Þ
1þWPI sð Þ �WL sð ÞED sð Þ,

i sð Þ ¼ �
1

Rþ sL

1þ KI þ sKP

s
� 1
Rþ sL

ED sð Þ,

i sð Þ ¼ � s

s2Lþ s Rþ KPð Þ þ KI
ED sð Þ,

i jωDð Þ ¼ � jωD

KI � Lω2
Dð Þ þ jωD Rþ KPð ÞED jωDð Þ:
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Question (4.5) Desired closed-loop transfer function for the current controlled
system of Question 4.4 is WSS(s) ¼ 1/(1 þ s/α), where α ¼ 1000 rad/s. The load
parameters are L ¼ 10 mH and R ¼ 10 Ω. Calculate the current controller gains KP

and KI.

Answer (4.5) In order to achieve the closed-loop transfer function WSS(s) ¼ 1/
(1 þ s/α), the open-loop gain WPI(s)WL(s) has to be equal to α/s. Therefore, the
transfer function of the PI controller has to beWPI(s)¼ αR/s + αL, whileKP¼ αL¼ 10
and KI ¼ αR ¼ 10000.

Question (4.6) For the system of Questions 4.4 and 4.5, the voltage disturbance ED

is 100 V and the frequency of the disturbance is ωD ¼ 100 rad/s. Calculate the
amplitude of the current error, caused by such a disturbance.

Answer (4.6) According to developments in Question 4.4 and with the parameters
of Question 4.5,

iðjωDÞ ¼ � jωD

ðKI � Lω2
DÞ þ jωDðRþ KPÞEDðjωDÞ

¼ � j100
ðKI � L � 10000Þ þ j100ðRþ KPÞ 100

¼ � j100
ð10000� 100Þ þ j100ð10þ 10Þ 100

¼ � j10000
9900þ j2000

, jiðjωDÞj ¼ 0:99A

Question (4.7) The system of Question 4.4 is enhanced by the active resistance
feedback, suited to reduce the impact of the voltage disturbance on the output
current. The value of the active resistance gain is set to Ra. It is necessary to set
the gains of the PI controller to achieve the closed-loop transfer functionWSS(s)¼ 1/
(1 þ s/α).

Answer (4.7) The active resistance feedback is a local proportional gain that adds
the value –Rai to the voltage command. Considering the load WL(s) with active
resistance feedback, the equivalent transfer function of modified load is

WML sð Þ ¼ WL sð Þ
1þWL sð Þ � Ra

¼
1

Rþ sL

1þ Ra

Rþ sL

¼ 1
Ra þ Rð Þ þ sL

:

For the load transfer function WML(s), it is necessary to set the gains of the PI
controller so as to obtainWML(z)WPI(s) ¼ α/s. Therefore, the transfer function of the
PI controller has to be WPI(s) ¼ α(R þ Ra)/s + αL. Therefore, KP ¼ αL and
KI ¼ α(R þ Ra).
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Question (4.8) The system of Question 4.7 has the load parameters L¼ 10 mH and
R ¼ 10 Ω. The value of the active resistance gain is set to Ra ¼ 9R. The value of α is
equal to 1000 rad/s. The voltage disturbance ED is 100 V and the frequency of the
disturbance is ωD¼ 100 rad/s. It is necessary to determine the current error ID caused
by the voltage disturbance ED.

Answer (4.8) From the results in Question 4.7, the gains are equal to KP¼ αL¼ 10
and KI ¼ α(R þ Ra) ¼ 100000. According to developments in Question 4.4 and
Question 4.6, the current error is equal to

iðjωDÞ ¼ � jωD

ðKI � Lω2
DÞ þ jωDðRþ Ra þ KPÞEDðjωDÞ

¼ � j100
ðKI � L � 10000Þ þ j100ðRþ Ra þ KPÞ 100

¼ � j100
ð100000� 100Þ þ j100ð10þ 90þ 10Þ 100

¼ � j10000
99900 þ j11000

, jiðjωDÞj ¼ 0:099A
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Chapter 5
Discrete-Time Synchronous Frame
Controller

This chapter provides the analysis, design, parameter setting, and evaluation of
synchronous frame decoupling current controller. Discussion includes all the prac-
tical aspects of discrete-time implementation, and it includes discrete-time nature of
the PWM voltage actuator and the feedback acquisition systems which are described
in the preceding chapters. The analysis and design of discrete-time current control-
lers rely on z-transform, and it takes into account all the transport delays caused by
the feedback acquisition, computation, and PWM processes. Although the scope
does not include the code writing, some basic notions related to the interrupt
execution and scheduling are also taken into account.

Design and parameter setting of the discrete-time controller are performed for two
distinct cases, which have different methods of acquiring the feedback signals. The
first is the center-pulse sampling technique, wherein the PWM pulses are symmet-
rical and the feedback samples are captured in the middle of the voltage pulses. This
technique is simple to implement, but the use of only one sample makes the feedback
prone to the PWM noise and parasitic phenomena. The second technique is
oversampling-based, and it derives the feedback from the train of samples acquired
within the past PWM period. This one-PWM-period averaging improves the robust-
ness of the controller against the noise in the feedback path. Any PWM-related noise
is removed, improving at the same time the robustness against spurious and parasitic
noise sources.

For both feedback acquisition techniques, the structure of the discrete-time
current controller is designed using the IMC approach. The parameter setting is
suited to maximize the closed-loop bandwidth, yet preserving an overshoot-free
response and sufficient robustness against the parameter changes. An insight into the
closed-loop performance of both controllers is obtained analytically, by means of
computer simulations and also from the experimental results.

With both feedback acquisition schemes, the transport delays are the limiting
factor of the closed-loop performance. The effect of delays can be reduced by
introducing the series compensator with differential action. Both current controllers
discussed in this chapter are extended in order to reduce the effects of the transport
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delays. The closed-loop performance of conventional and extended current control-
lers is evaluated by means of computer simulations and by experimental runs.

5.1 Discrete-Time Controller with Center-Pulse Sampling

Characteristics of the discrete-time current controller largely depend on the method
which is used to acquire the feedback signals. The center-pulse sampling technique
operates in conjunction with symmetrical PWM, where the centers of all the voltage
pulses in all the phases coincide. It has been shown in the previous chapters that the
PWM-related current ripple crosses zero at the center of the voltage pulses. There-
fore, the sampling is performed at the center of the voltage pulses. This technique is
simple to implement, and it does not require excessive computations. Yet, the use of
only one sample makes the feedback prone to the PWM noise and parasitic phe-
nomena. The first step of the design is the calculation of the discrete-time model of
the load. Based on the pulse transfer function of the load, the current controller
structure is designed using the IMC approach.

5.1.1 The Pulse Transfer Function of the Load

Analysis and design of current controllers are simplified by representing the output
current as a vector. The vector of the output current can be expressed in terms of the
unit vectors in the stationary α�β frame, as well as unit vectors in the synchronous
d-q frame. For the convenience, the notation can be changed; instead of using the
unit vectors, the output current in α�β frame can be written as a complex number,
where the real part is the projection of the vector in α-axis, while the imaginary
component is the projection on β-axis. For brevity, in all further considerations, the
output current in α�β frame is denoted by is¼ iαsþ jiβs. Similarly, the output current
in the synchronous d-q frame is denoted by ie ¼ id þ jiq. The superscript s is also
used for other variables in the stationary α�β frame, while the superscript e is used
for the variables in the synchronous d-q frame.

In Fig. 5.1, the sampling period TS is equal to one half of the PWM period. The
feedback samples in are taken at the zero-count and the period-count of the triangular
PWM carrier, at instants that coincide with the center of the voltage pulses. At each
such instant nTS, an interrupt event starts the execution of the control routine,
denoted by EXE in Fig. 5.1. The interrupt routine triggered at nTS takes the feedback
in, performs the necessary transformations, discriminates the current error, executes
the relations of the controller, and calculates the voltage reference un

*. The voltage
reference that is calculated in interrupt routine triggered at nTS cannot be applied
within the same sampling period. At the time when the EXE routine ends, and the
voltage reference becomes available, the desired commutation instant may have
already passed.
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Due to the PWM delay, the reference un
* gets applied within the successive

interval [(n þ 1)TS .. (n þ 2)TS]. Similarly, the reference un�1
* gets applied within

the interval [nTS .. (n þ 1)TS].
The differential equation that describes the change of the current of the system in

Fig. 4.1 is

Ris tð Þ þ L
dis tð Þ
dt

¼ us tð Þ � es tð Þ, ð5:1Þ

where es(t) is the back-electromotive force in α�β frame, R is the load resistance,
and L is the load inductance. Assuming that the esn stands for the average value of the
electromotive force over the same interval, and introducing β ¼ RTS/L, the differ-
ence equation expressing the change of the stator current within the interval [nTS ..
(n þ 1)TS] becomes

i snþ1 ¼ i sne
�β þ 1� e�β

R
us
n�1 � esn

� � ð5:2Þ

In order to obtain the model of the load in d-q coordinate frame, it is necessary to
transform the relation (5.2) from α�β into the d-q frame. Complex vectors in
stationary and synchronous frames are related by

i snþ1 ¼ i enþ1 � ejθnþ1 , i sn ¼ i en � ejθn , us
n�1 ¼ ue

n�1 � ejθn�1 , ð5:3Þ
where θn represents the angle between the d-axis and the α-axis at instant nTS.
Assuming that the speed of the d-q frame is ωe ¼ dθ/dt and that the speed changes
within the interval TS are negligible, the changes of the d-q frame angle within one
sampling instant are expressed by θn þ 1 ¼ θn + ωeTS and θn ¼ θn�1 + ωeTS. The
average value of the electromotive force within the interval [nTS .. (n þ 1)TS]
becomes

een ¼ 1
T

ðnþ1ð ÞTS

nTS

ee tð Þ � dt � esn � e�j θnþ1þθnð Þ=2: ð5:4Þ

Fig. 5.1 Scheduling of the current controller tasks
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By introducing the results (5.3) and (5.4) into the difference Eq. (5.2) and
dividing the result by exp(jθn), one obtains

i enþ1 � ejωeTS ¼ i en � e�β þ 1� e�β

R
ue
n�1 � e�jωeTS � een � ejωeTS=2

� �
: ð5:5Þ

The electrical time constant L/R of the load is often larger than 5–10 ms, while the
sampling time with fPWM ¼ 10 kHz is TS ¼ 50 μs. Therefore, the factor β ¼ RTS/L is
lower than 1/100. Therefore, the value (1�e�β)/R can be approximated TS/L, and the
expression (5.5) becomes

i enþ1 � ejωeTS ¼ i en � e�β þ TS

L
ue
n�1 � e�jωeTS � een � ejωeTS=2

� �
: ð5:6Þ

The difference Eq. (5.6) can be transformed in an algebraic equation in z-domain,
where the variables are the complex images ie(z), ue(z), and ee(z). The operator
z denotes a time advance of one sampling period. Thus, ien þ 1 transforms into zie

� (z). With that in mind,

z � ie zð Þ � ejωeTS ¼ ie zð Þ � e�β þ TS

L

ue zð Þ
z � ejωeTS

� ee zð Þ � ejωeTS=2

� �
: ð5:7Þ

The load transfer function in z-domain is obtained by dividing the complex
images ie(z) and ue(z) in conditions where the disturbance ee(z) is equal to zero.
From (5.7),

WL zð Þ ¼ ie zð Þ
ue zð Þ ee¼0 ¼ TS

L

1
z � ejωeTS z � ejωeTS � e�βð Þ

���� : ð5:8Þ

When both the voltage ue(z) and the back-electromotive force ee(z) are taken into
consideration, the complex image of the output current in d-q frame is

ie zð Þ ¼ WL zð Þ � ue zð Þ � z � ejωeTS�3=2WL zð Þ � ee zð Þ: ð5:9Þ
The expression (5.9) can be used in designing the structure of the current

controller in d-q frame.

5.1.2 Design of the Controller Structure

The block diagram of the current controller implemented in d-q frame, which uses
the synchronous, center-pulse sampling, is given in Fig. 5.2. With the feedback
samples taken at the center of the voltage pulses and assuming that the delay caused
by the anti-aliasing filter is negligible, the train of ie pulses can be used as the train of
iFB pulses, iFB(z) ¼ ie(z). Thus, the feedback path has the gain of 1, and it has no
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delays. The PWM delays are taken into account in developing the pulse transfer
function of the load (5.9). In Fig. 5.2, the input disturbance is the current reference i*

(z) ¼ i*d(z) þ ji*q(z), the voltage disturbance is ee(z) ¼ eed(z) þ jeeq(z), while the
output is ie(z) ¼ ied(z) þ jieq(z).

As discussed in the previous chapter, the IMC design consists in inverting
dynamics of WL(z) and multiplying the result by the transfer function of an integra-
tor. In z-domain, the pulse transfer function of an integrator is 1/(1�z�1) ¼ z/(z�1).
The inverted dynamics of the load gets multiplied by αD � z/(z � 1), where αD is an
adjustable gain. An attempt to invert the pulse transfer function of the load and to
multiply the outcome by the factor αD � z/(z � 1) results in

WREGX zð Þ ¼ αDz

z� 1
�WL

�1 ¼ αDL

TS

z2 � ejωeTS z � ejωeTS � e�β
� �
z� 1

ð5:10Þ

The expression (5.10) includes the factor exp(jωsTS), which makes the proper
understanding of the proposed controller more difficult. For the purpose of discus-
sion, it is assumed that ωs ¼ 0 and that the factor z2 can be disregarded. This reduces
(5.10) to the form

WREGX zð Þ ¼ αDL

TS

� �
z� e�β

z� 1
¼ αDL

TS
þ αDL

TS

1� e�β

z� 1
: ð5:11Þ

In (5.11), the first factor (αDL/TS) is the proportional gain, while the second factor
represents a delayed integrator. Thus, the basic control actions of the proposed
controller (5.10) resemble the PI controller. It is of interest to recall the conclusions
(4.26) of the s-domain implementation of the IMC concept. The proportional gain in
(4.26) gets equal to αL, where α is desired closed-loop bandwidth of the s-domain
current controller in [rad/s]. By comparing the expressions (4.26) and (5.11), the gain
αD of the discrete-time controller corresponds to αTS. The first estimate of the gain αD,

Fig. 5.2 The block diagram of the d-q frame current controller which uses the synchronous
sampling scheme
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required to achieve the closed-loop bandwidth of a¼ 2 � π � 1000¼ 6283 rad/sin the
system with fPWM ¼ 10 kHz and TS ¼ 50 μs, is αD ¼ 0.31.

Notice in (5.10) that the pulse transfer functionWREGX(z) cannot be implemented,
since it implies prediction. Namely, the order of the polynomial in numerator is 3, while
the order of the polynomial in denominator is 1. In order to obtain the practical current
controller, the pulse transfer functionWREGX(z) has to be divided by z

2,

WREG zð Þ ¼ WREGX zð Þ1
z2
:

Thus, the practical implementation becomes

WREG zð Þ ¼ αDL

TS

ejωeTS z � ejωeTS � e�β
� �

z� 1
ð5:12Þ

Notice in (5.13) that the proposed transfer function of the current controller has
both the real and imaginary parts. In turn, the current error in d-axis would affect
both the d-voltage command and the q-voltage command. With (5.13), the open-
loop gain becomes

WOLG zð Þ ¼ WREG zð ÞWL zð Þ ¼ αD
z z� 1ð Þ : ð5:13Þ

The closed-loop transfer function of the IMC-based controller is given in (5.14).
The characteristic polynomial f(z) ¼ z2 � z + αD has two poles and only one gain:

WCL zð Þ ¼ ie zð Þ
i∗ zð Þ ee¼0 ¼ WOLG zð Þ

1þWOLG zð Þ
���� ¼ αD

z2 � zþ αD
: ð5:14Þ

5.1.3 Parameter Setting

For αD < 0.25, the characteristic polynomial f(z) ¼ z2 � z + αD has two real roots, z1
and z2, both of them positive, real numbers within the interval [0 1]. These roots are
the poles of the closed-loop transfer function. The poles in z-domain and the
corresponding poles in s-domain are correlated by z1 ¼ exp(s1TS) and z2 ¼ exp
(s2TS). Thus, the abovementioned real poles correspond to the real s-domain poles
that reside on the negative part of the real axis and extend between �1 and
0. Conjugate complex poles in z-domain map into conjugate complex poles in
s-domain.

The values of αD larger than 0.25 result in conjugate complex poles with the
damping factor which decreases with the gain. The step response of the closed-loop
system is plotted in Fig. 5.3 for the gain αD ranging from 0.2 up to 0.4.
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The traces (4) and (5) are obtained with αD ¼ 0.25 and αD ¼ 0.2. The closed-loop
poles are real, and the step response does not have any overshoot. The trace (3) is
obtained with αD ¼ 0.30. The closed-loop poles are conjugate complex numbers
z1/2 ¼ 0.5 � j�0.2236, the step response is well damped, and it has a very small,
negligible overshoot. The traces (1) and (2) are obtained with αD ¼ 0.40 and
αD ¼ 0.35, the damping is lower, and the step response has a significant overshoot.
In order to avoid the overshoot, it is necessary to keep the gain αD below 0.3.

The above discussion is obtained under assumption that the parameters of the
load are constant. In practical application, the load parameters can change. One such
parameter is the load inductance, which can reduce at larger current levels due to the
magnetic saturation. Thus, the current controller should have the ability to provide
stable responses even in cases where the load parameters change. The robustness of
the current controller should be sufficient for the parameter changes of �20% or
even more.

The robustness of the closed-loop controller can be measured by the vector
margin (VM). The vector margin can be explained by considering the closed-loop
transfer function of (5.14). Instability is reached in cases where the closed-loop
transfer function WCL(z) assumes an infinitely large value. These conditions are met
if denominator 1 þWOLG(z) becomes equal to zero. In order to avoid instability, the
value of WOLG(z) must never be equal to �1. Thus, the stability margin can be
judged from the lowest value of |1þ WOLG(z)|. Assuming that the frequency ω
sweeps from �1 to þ �1 and taking into account the relation z ¼ exp(jωTS),
the values of WOLG(z) are represented by the graph in the z-plane. The value of |
1 þ WOLG(z)| is lowest when the graph WOLG(expjωTS)) comes at the closest
distance from the point (�1, 0) of the z-plane. Such value is denoted by VM, and
it is called the vector margin.

Fig. 5.3 Step response of the closed-loop system of (5.14) obtained with the gain αD equal to 0.4
(trace 1), 0.35 (trace 2), 0.3 (trace 3), 0.25 (trace 4), and 0.2 (trace 5)
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The impact of the gain αD on the closed-loop performance of the current con-
troller is illustrated in Table 5.1. For the gain that changes from 0.2 up to 0.4, the
table comprises the corresponding values of the vector margin (VM), of the closed-
loop bandwidths fBW(45�) and fBW(�3 dB) and of the overshoot in the output
response to the input step change. The data in the table are obtained analytically.
The vector margin is obtained as the lowest value of |1 þ WOLG(exp(jωTS))|. The
closed-loop bandwidth fBW(45�) is obtained as the frequency where the phase of the
closed-loop transfer function (5.14) drops down to�45�, that is, to –π/4. The closed-
loop bandwidth fBW(�3 dB) is obtained as the frequency where the amplitude of the
closed-loop transfer function (5.14) drops from 1 down to 1/sqrt(2), that is, to – 3 dB.

According to results in Table 5.1, the closed-loop bandwidth of
fBW(�3dB) ¼ 0.1∙fS can be achieved with a very small overshoot and with the
vector margin of VM ¼ 0.65. Practical values of the gain αD range from 0.25 up to
0.3. For αD > 0.3, the overshoot commences to rise, while the vector margin and the
robustness of the system decay.

5.1.4 Disturbance Rejection

The closed-loop transfer function WCL(z) of (5.14) comprises only the real coeffi-
cients. Therefore, the reference current in d-axis would affect the current in the same
axis while leaving the q-axis current undisturbed. This decoupled operation is
obtained by the IMC controller (5.13). According to analytical predictions of
Table 5.1, it is possible to reach the closed-loop bandwidth of 2 kHz in systems
with the switching frequency of fPWM ¼ 10 kHz, where the sampling frequency is
fS ¼ 1/TS ¼ 20 kHz.

In addition to suppressing the input disturbance (i.e., the step of the reference), it
is also necessary to suppress the impact of the voltage disturbances, such as the back-
electromotive forces, on the output current. If the current reference i*(z) in Fig. 5.2 is
equal to zero, the output current ie(z) depends only on the voltage disturbance ee(z):

�WREG zð Þ � ie zð Þ � z � ej32ωeTS � ee zð Þ ¼ 1
WL zð Þ i

e zð Þ: ð5:15Þ

From (5.15),

Table 5.1 Closed-loop
performance of the decoupling
controller

Gain αD VM fBW(45�) fBW(�3 dB) Overshoot

0.20 0.7608 0.0263/TS 0.0497/TS 0

0.25 0.7071 0.0332/TS 0.0732/TS 0

0.30 0.6547 0.0374/TS 0.1035/TS 0.0119

0.35 0.6034 0.0430/TS 0.1341/TS 0.0579

0.40 0.5531 0.0481/TS 0.1603/TS 0.12
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ie zð Þ ¼ � z � ej 32ωeTSWL zð Þ
1þWL zð Þ �WREG zð Þ e

e zð Þ ¼ �Ye zð Þ � ee zð Þ: ð5:16Þ

By replacing (5.8) and (5.13) into (5.16),

Ye zð Þ ¼ z � ej 32ωeTSWL zð Þ
1þWL zð Þ �WREG zð Þ ¼

TS

L

z z� 1ð Þ � e
j
2ωeTS

z2 � zþ αDð Þ z � ejωeTS � e�βð Þ ð5:17Þ

The pulse transfer function Ye(z) describes the output response to the voltage
disturbance in z-domain. Namely, the output error caused by the voltage disturbance
can be obtained from (5.16). It is of interest to understand the character of the output
response to the voltage disturbance and to identify the parameters that have the
largest impact on that response. To that purpose, it is assumed that the fundamental
frequency ωe is considerably smaller than the sampling frequency and that the factor
exp(jωeTS) is close to one. Assuming at the same time that the voltage disturbance is
a Heaviside step ee(z) ¼ �Ed/(1�z�1), the output error becomes

ie zð Þ ¼ Ed � z
z� 1

TS

L

z z� 1ð Þ
z2 � zþ αDð Þ z� e�βð Þ : ð5:18Þ

The response of the output current to the step voltage disturbance is given in
Fig. 5.4. The waveform corresponds to the current error obtained with the voltage
disturbance of Ed¼ 1 V. Namely, for the voltage step of 500 V, one would obtain the
current error that is 500 times larger than the waveform in Fig. 5.4. The peak value of
the waveform in Fig. 5.4 is close to TS/L/αD. For the given sampling time TS and the
load inductance, the peak value is defined by the gain αD. In addition to the peak
value, the waveform of Fig. 5.4 is characterized by its decay time. Disturbance
rejection capability is larger if the decay time of the waveform in Fig. 5.4 is shorter. It
is possible to quantify the disturbance rejection capability by measuring the surface
below the curve of Fig. 5.4, namely, by determining the integral of the output error.
The pulse transfer function of the output error integral I(t) is given in (5.19). It is
obtained by multiplying ie(z) by 1/(1�z�1). In order to calculate the surface below
the error ie, it is necessary to determine the final value of I(t), that is, I(1).

I tð Þ ¼
ðt

0

ie τð Þ � dτ,

Ζ I tð Þð Þ ¼ 1
1� z�1

ie zð Þ ¼ Ed � z
z� 1

TS

L

z2

z2 � zþ αDð Þ z� e�βð Þ:
ð5:19Þ

The final value I(1) is obtained from the final value theorem:
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I 1ð Þ ¼ lim
z!1

z� 1ð ÞI zð Þ½ �,

I 1ð Þ ¼ TS
L

Ed �z3
z2�zþαDð Þ z�e�βð Þ

���
z!1

¼ TS

L

Ed

αD 1� e�βð Þ:
ð5:20Þ

With β ¼ RTS/L < <1, 1 – exp(�β) � RTS/L. Therefore, the integral below the
output current error can be obtained as

I 1ð Þ ¼ Ed

αDR
: ð5:21Þ

Thus, the disturbance rejection depends on the load resistance R and on the gain
αD. The gain αD is limited to the values given in Table 5.1, while the load resistance
could be rather low, in particular in large power grid-side inverters and large power
electrical drives.

Fig. 5.4 Response of the output current to the voltage step disturbance. The response is obtained
from (5.18) for the parameters R, L, TS, and αD that are listed within the figure
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5.2 Current Controller with Oversampling-Based
Feedback

While the synchronous sampling with the feedback samples obtained at the center of
the voltage pulses is simple to implement, the use of only one sample makes such
feedback prone to the PWM noise and parasitic phenomena. In order to suppress the
PWM noise and parasitic noise sources, it is necessary to use the feedback acquisi-
tion system described in Sect. 3.3. It is based on the oversampling, and it derives the
feedback from the train of samples acquired within the past PWM period. This one-
PWM-period averaging improves the robustness of the controller against the noise in
the feedback path. All the PWM-related noise is removed, while the robustness
against spurious and parasitic noise sources is improved. At the same time, the one-
PWM-period averaging introduces the transport delays which have to be taken into
considerations in designing the current controller structure and setting the
parameters.

5.2.1 The Pulse Transfer Function of the Feedback Path

The block diagram of the d-q frame digital current controller with one-PWM-period
averaging is shown in Fig. 5.5. The feedback signal iFB at instant t¼ nTS is obtained
by calculating the average value of NOV samples acquired on the interval [(n�2)TS ..
nTS]. Corresponding time schedule of control tasks is given in Fig. 5.6. The voltage
reference un

* is calculated in interrupt routine triggered at nTS, and it affects the
average voltage on the interval [(nþ 1)TS .. (nþ 2)TS]. Therefore, the pulse transfer
function of the load WL(z) is the same as the one in (5.8).

Fig. 5.5 Block diagram of the current controller with one-PWM-period averaging oversampling-
based feedback
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In Fig. 5.6, the oversampling period TADC is equal to TPWM/NOV, where NOV is
the number of samples in each PWM period. The value iFB at instant nTS represents
the average of the current over the interval [(n�2)TS .. nTS]. It can be expressed in
terms of the samples of the output current ie in d-q frame. These samples are in-2 ¼ ie

(nTS�2TS), in�1 ¼ ie(nTS�TS), and in ¼ ie(nTS). The feedback signal can be
expressed as iFBn¼ (in�2þ 2in�1+ in)/4. Therefore, transfer function in the feedback
path is given by WFB(z) in (5.21). More detailed analysis and developments, related
to the one-PWM-period feedback averaging, are given in Sect. 3.3:

WFB zð Þ ¼ iFB zð Þ
i zð Þ ¼ z2 þ 2 � zþ 1

4 � z2 ð5:22Þ

5.2.2 Design of the Controller Structure

The block diagram of the current controller is given in Fig. 5.5. Within the figure, the
input disturbance is the current reference i*(z) ¼ i*d(z) þ ji*q(z), the voltage distur-
bance is ee(z)¼ eed(z)þ jeeq(z), while the output current is i

e(z)¼ ied(z)þ jieq(z). The
pulse transfer function of the load WL(z) is given in (5.8). The feedback chain is
described by the pulse transfer function (5.22), which includes the relevant transport
delays. Delays within the PWM modulator and the voltage actuator are included in
WL(z). The IMC design consists in inverting dynamics of WL(z) and multiplying the
result by the transfer function of an integrator, namely, with the pulse transfer
function αD/(1 � z�1) ¼ αD � z/(z � 1), where αD is an adjustable gain. An attempt
to invert the pulse transfer function of the loadWL(z) and to multiply the outcome by

Fig. 5.6 Time schedule of the feedback acquisition, computation, and pulse width modulation of
the digital current controller with one-PWM-period averaging in the feedback path
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the factor αD � z/(z � 1) results in the pulse transfer function WREGX(z) of (5.10),
which cannot be implemented, since it implies prediction. In order to obtain the
practical current controller, the pulse transfer functionWREGX(z) has to be divided by
z2, thus resulting in

WREG zð Þ ¼ αDL

TS

ejωeTS z � ejωeTS � e�β
� �

z� 1
ð5:23Þ

With (5.23), the product of the two pulse transfer functions in the direct path
becomes

WREG L zð Þ ¼ WREG zð ÞWL zð Þ ¼ αD
z z� 1ð Þ : ð5:24Þ

The closed-loop transfer function WCL(z) for the system of Fig. 5.5 is

WCL zð Þ ¼ WREG L zð Þ
1þWREG L zð Þ �WFB zð Þ : ð5:25Þ

By introducing the results (5.22) and (5.24) into (5.25), the closed-loop transfer
function WCL is

WCL zð Þ ¼ 4αDz2

4z4 � 4z3 þ αDz2 þ 2αDzþ αD
: ð5:26Þ

Compared to the closed-loop transfer function (5.14), WCL of (5.26) has the
polynomial of the fourth order in denominator. This implies the four closed-loop
poles of the pulse transfer function WCL(z). Additional two poles are introduced due
to the transport delay within the feedback path, introduced byWFB(z). In (5.26), both
numerator and denominator have real coefficients. With WCL(z) ¼ ie(z)/i*(z) ¼ (id

e

þ jiq
e)/ (id

* þ jiq
*), this means that the output current in d-axis does not depend on

the current reference in q-axis and vice versa. Namely, the current controller ensures
decoupled operation.

5.2.3 Parameter Setting

Due todelays introducedbyone-PWM-period feedbackaveraging and the corresponding
pulse transfer function WFB(z), the characteristic polynomial f(z) ¼ 4z4 � 4z3

+ αDz
2 þ 2αDz + αD has four roots. Even with very low gain αD, at least two of

the poles are conjugate complex. Hence, the feedback delay introduced by the
proposed feedback averaging produces a considerable reduction of the closed-
loop performances. With αD ¼ 0.1, the closed-loop poles are z1 ¼ 0.8660,
z2 ¼ 0.4642, and z3/4 ¼ � 0.1651 � j � 0.1869. The poles in z-domain and
the corresponding poles in s-domain are correlated by z ¼ exp(sTS). With the
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sampling time of TS ¼ 50 μs, corresponding s-domain poles are s1 ¼ �2878, s2
¼ �15,348, and s3/4 ¼ � 27775 � j � 0.45885 [rad/s]. The pole s1 ¼ �2878 is
dominant, and it can contribute to the step response without an overshoot,
notwithstanding the conjugate complex poles s3/4. The step response of the
closed-loop system is plotted in Fig. 5.7 for the gain αD ranging from 0.15 up
to 0.4.

The impact of the gain αD on the closed-loop transfer function (5.26) and the
closed-loop performance of the current controller is illustrated in Table 5.2. For the
gain αD that changes from 0.15 up to 0.4, the table comprises the corresponding
values of the vector margin (VM), which provides the information on the robustness,
that is, on the capability of the controller to maintain the response quality in the
presence of parameter changes. In addition, the table comprises of the closed-loop
bandwidths fBW(45�) and fBW(�3 dB) and also of the overshoot in the output
response to the input step change. The data of the Table are obtained analytically.
The vector margin is obtained as the lowest value of |1 þ WOLG(exp(jωTS))|, where

Fig. 5.7 Step response of the closed-loop system of (5.26) obtained with the gain αD equal to 0.15
(trace 1), 0.2 (trace 2), 0.25 (trace 3), 0.3 (trace 4), 0.35 (trace 5), and 0.4 (trace 6).

Table 5.2 Closed-loop
performance with WCL
of (5.26)

Gain αD VM fBW(45�) fBW(�3 dB) Overshoot

0.15 0.7218 0.0227/TS 0.0434/TS 0.0001

0.20 0.6423 0.0298/TS 0.0708/TS 0.0445

0.25 0.5664 0.0370/TS 0.0939/TS 0.1406

0.30 0.4935 0.0442/TS 0.1110/TS 0.2510

0.35 0.4230 0.0513/TS 0.1245/TS 0.3558

0.4 0.3548 0.0585/TS 0.1349/TS 0.4840
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WOLG is the open-loop gain, that is, the product of WREG_L of (5.24) and WFB of
(5.22). The closed-loop bandwidth fBW(45�) is obtained as the frequency where the
phase of WCL drops down to –π/4. The closed-loop bandwidth fBW(�3 dB) is
obtained as the frequency where the amplitude of WCL drops down to �3 dB. The
overshoot is obtained by simulating the input step response.

According to results in Table 5.2, the closed-loop bandwidth of
fBW(�3dB)¼ 0.07∙fS can be achieved with an overshoot of 4.4% and with the vector
margin of VM ¼ 0.64. For αD > 0.25, the overshoot assumes considerable values
while the vector margin decays. Thus, the range of applicable gains is up to 0.2.

The current controller with one-PWM-period averaging is shown in Fig. 5.5.
While the feedback averaging contributes to the suppression of the PWM-related
noise, the associated delays reduce the closed-loop bandwidth and reduce the range
of applicable gains. With synchronous center-pulse sampling, the gain αD reaches
0.3, while the closed-loop bandwidth reaches fBW(�3dB) ¼ 0.1∙fS. With one-PWM-
period averaging, the gain αD reaches 0.2, while the closed-loop bandwidth reaches
fBW(�3dB) ¼ 0.07∙fS.

5.2.4 Disturbance Rejection

Disturbance rejection capability of the current controller with one-PWM-period
feedback averaging is obtained from the pulse transfer function:

Ye zð Þ ¼ ie zð Þ
�ee zð Þ

����
i∗ zð Þ¼0

: ð5:27Þ

From the block diagram in Fig. 5.5,

Ye zð Þ ¼ z � ej 32ωeTSWL zð Þ
1þWL zð Þ �WREG zð Þ �WFB zð Þ ¼

z � ej 32ωeTSWL zð Þ
1þWREG L zð Þ �WFB zð Þ : ð5:28Þ

By introducingWFB(z) from (5.22),WREG_L(z) from (5.24), andWL(z) from (5.8),
the pulse transfer function Ye becomes

Ye zð Þ ¼ TS

L

4 � z3 z� 1ð Þ � e
j
2ωeTS

4z4 � 4z3 þ αDz2 þ 2αDzþ αDð Þ z � ejωeTS � e�βð Þ ð5:29Þ

Assuming that the voltage disturbance is a Heaviside step, that is, ee(z) ¼ �Ed/
(1�z�1), the integral of the output current error of Fig. 5.4 becomes

I 1ð Þ ¼ lim
z!1

z� 1ð ÞI zð Þ½ � ¼ lim
z ! 1

z� 1ð Þ � z

z� 1
� Ed � z
z� 1

� Ye zð Þ
	 


,

I 1ð Þ ¼ TS

L

Ed

αD 1� e�βð Þ
���� ¼ Ed

αDR
:

ð5:30Þ
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Thus, the expression (5.30) for the integral of the current error encountered with
the voltage step change is the same as the one of (5.22). The gain αD is lower with
one-PWM-period averaging, resulting in a lower disturbance rejection capability.

5.3 Current Controllers with Series Compensator

The limiting factors of the closed-loop performance are the transport delays in the
feedback acquisition path and the transport delays incurred within the process of
the pulse width modulation. The effect of delays can be reduced by introducing the
series compensator with differential action. A differential series compensator is
known to improve the phase characteristic, increase the damping factor, and reduce
the overshoot. Both current controllers discussed in this chapter are extended in
order to reduce the effects of the transport delays. Their closed-loop performance
with the series differential compensator is evaluated analytically and by means of
computer simulations.

5.3.1 Synchronous Sampling with Series Compensator

The block diagram of the d-q frame digital current controller with synchronous,
center-pulse sampling and with the differential series compensator is shown in
Fig. 5.8. The current controller WREG(z) of (5.13) is designed to cancel out the
undesired dynamics of the load. The elements of the load dynamics that cannot be
canceled include the transport delays. They affect the phase characteristic of the
closed-loop gain, they reduce the damping of the conjugate complex poles, and they
increase the overshoot. Some effects of the transport delays can be reduced by

Fig. 5.8 IMC-based digital current controller with synchronous, center-pulse sampling and with
the differential series compensator
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introduction of the series differential compensator. The pulse transfer function of the
series compensator is given in (5.31). With d ¼ 0, it reduces to the unity gain.

WDIF zð Þ ¼ 1þ d
z� 1
z

¼ 1þ dð Þz� d

z
: ð5:31Þ

Considering the current controller design WREG(z) of (5.13) and multiplying the
pulse transfer function of the controller by the series compensator WDIF(z), one
obtains

W NEW
REG zð Þ ¼ WREG zð Þ �WDIF zð Þ: ð5:32Þ

Replacing WREG(z) from (5.13) and WDIF(z) from (5.31),

W NEW
REG zð Þ ¼ 1þ d

z� 1
z

� �
� αDL

TS
� e

jωeTS z � ejωeTS � e�β
� �

z� 1

� �
¼

¼ αDL

TS
ejωeTS

d þ 1ð Þz� d½ � z � ejωeTS � e�β
� �

z z� 1ð Þ :

ð5:33Þ

The closed-loop pulse transfer function of the system in Fig. 5.8 is

WCL zð Þ ¼ W NEW
REG zð Þ �WL zð Þ

1þW NEW
REG zð Þ �WL zð Þ : ð5:34Þ

Introducing WL of (5.8) and the enhanced controller from (5.33) into the expres-
sion (5.34), the closed-loop pulse transfer function becomes

WCL zð Þ ¼ αD 1þ dð Þz� αDd

z3 � z2 þ αD 1þ dð Þz� αDd
: ð5:35Þ

Compared to the closed-loop transfer function of (5.14), obtained without the
series compensator, the pulse transfer function of (5.35) has one more pole, but it
also has one zero in denominator. The zero is determined by the parameter d, and it
improves the phase characteristic of the closed-loop system.

The impact of the differential gain on the closed-loop performance of the current
controller is studied by observing the vector margin, the closed-loop bandwidth, and
the overshoot for αD ¼ 0.35 and for the gain d changing from 0 up to 0.25. The
Matlab code used to calculate the closed-loop performance is given in Table 5.3. The
results are listed in Table 5.4. While the gain d rises from 0 up to 0.25, the overshoot
reduces to zero, the closed-loop bandwidth increases, while the vector margin
remains close to 0.6. The impact of the series differential compensator on the
closed-loop performance of the d-q frame current controller with synchronous
sampling is positive, but the consequential increase of the closed-loop bandwidth
is relatively modest. The values of αD and d in the table are relative, and they do not
depend on the motor or the grid parameters.
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5.3.2 One-PWM-Period Averaging with Series Compensator

The block diagram of the d-q frame digital current controller with one-PWM-period
averaging, oversampling-based feedback acquisition, and the differential series
compensator is shown in Fig. 5.9. The pulse transfer function of the current
controller cancels out the undesired dynamics of the load, while the pulse transfer
function WFB provides the model of the feedback acquisition subsystem. The
transport delays affect the phase characteristic of the closed-loop gain, reduce the
damping, and increase the overshoot. The series differential compensator is intro-
duced to reduce the negative effects of the delays. The pulse transfer function of the
series compensator is given in (5.31).

The product of the current controller pulse transfer function WREG(z) and the
pulse transfer function of the series differential compensator WDIF(z) of (5.31) is

Table 5.3 Matlab code which calculates the vector margin, the closed-loop bandwidth, and the
overshoot in the step response of WCL(z) of (5.35)

a = 0.35; % Set the parameter aD
d = 0.1; % Set the differential gain
num = [a*(1+d)-a*d]; % Numerator of WCL of(5.34)
den = [1-1 a*(1+d)-a*d]; % Denominator of WCL of(5.34)
iout = dstep(num,den,50); % Input step response

for jj=1:1000,W(jj)=jj*50;end; % Generating the vector W [0 .. Wmax]
z = exp(1i*W*T); % Generating the vector z
WPP = (a*(1+d)*z-a*d); % Calculating the open loop gain for 
WPP = WPP./z./z./(z-1); % W sweeping from 0 to Wmax
VM = min(abs(1+WPP)); % Calculating the vector margin 
Preb = max(iout);

[Mag, Pha, W] = dbode(num,den,0.00005,W);
% frequency characteristic

f45 = W(min(find(Pha< -45)))/2/pi;
fbw = W(min(find(Mag<0.707)))/2/pi; % the bandwidth 

disp('a  d  VM  f45  f3db  preb ') % Printing the outputs
[a  d  VM  f45*0.00005  fbw*0.00005 Preb]

% from Bode-plot. Getting 

% Getting the amplitude and

% Calculating the overshoot

Table 5.4 The impact of the series differential compensator on WCL of (5.26)

Gain αD Gain d VM fBW(45�) fBW(�3 dB) Overshoot

0.35 0 0.6034 0.0429/TS 0.1340/TS 0.0579

0.35 0.05 0.6076 0.0430/TS 0.1360/TS 0.0451

0.35 0.1 0.6104 0.0433/TS 0.1384/TS 0.0323

0.35 0.15 0.6115 0.0437/TS 0.1416/TS 0.0197

0.35 0.2 0.6109 0.0441/TS 0.1456/TS 0.0072

0.35 0.25 0.6085 0.0441/TS 0.1508/TS 0.0000
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W NEW
REG zð Þ ¼ 1þ d

z� 1
z

� �
� αDL

TS
� e

jωeTS z � ejωeTS � e�β
� �

z� 1

� �

¼ αDL

TS
ejωeTS

d þ 1ð Þz� d½ � z � ejωeTS � e�β
� �

z z� 1ð Þ :

ð5:36Þ

The closed-loop pulse transfer function of the system in Fig. 5.9 is

WCL zð Þ ¼ W NEW
REG zð Þ �WL zð Þ

1þW NEW
REG zð Þ �WL zð Þ �WFB zð Þ : ð5:37Þ

Introducing WL and WFB into (5.37), the closed-loop pulse transfer function
becomes

WCL zð Þ ¼ 4αD 1þ dð Þz3 � 4αDdz
2

4z5 � 4z4 þ αD 1þ dð Þz3 þ αD 2þ dð Þz2 þ αD 1� dð Þz� αDd
: ð5:38Þ

Modified closed-loop transfer function, obtained with the series compensator, has
one pole more than the original closed-loop transfer function of (5.26), but it also has
one finite zero in denominator. The zero is determined by the parameter d, and it
improves the phase characteristic of the closed-loop system.

The Matlab code used to calculate the closed-loop performance is given in
Table 5.5. The code calculates the vector margin, the closed-loop bandwidth, and
the overshoot for αD ¼ 0.25 and for the gain d changing from 0 up to 1. The results
are listed in Table 5.6. While the gain d rises from 0 up to 1, the overshoot reduces to
zero, the closed-loop bandwidth increases, while the vector margin remains close to
0.58. The impact of the series differential compensator on the closed-loop perfor-
mance of the d-q frame current controller with synchronous sampling is positive, and
it is considerably more emphasized than in the previous case (Sect. 5.3.1). The
values of αD and d in the table are relative, and they do not depend on the motor or
the grid parameters.

Fig. 5.9 IMC-based digital current controller with one-PWM-period feedback averaging and with
the differential series compensator
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5.4 Experimental Runs with IMC-Based Controllers

In this chapter, the analytical considerations are focused on designing and tuning the
d-q frame digital current controllers that are based on the internal model control. The
controller structure is designed by attempting to cancel out the undesired dynamics
of the load. The transfer function of the controller is obtained by attempting an
inversion of the transfer function of the load. In addition, the chapter discusses the
parameter setting, the disturbance rejection capability, and the possibility to reduce
the impact of transport delays by adding a series compensator of differential nature.
The closed-loop performance of several controllers is probed analytically and by
means of the computer simulation. In this section, the comparison of the closed-loop
performances is aided by the experimental results.

The computer simulations and the experimental results are often different due to
the non-modeled dynamics that affects the actual load, while they are not taken into
account in the simulation models. An example of such phenomena is the parasitic
capacitance of the windings, frequency dependence of the load parameters,

Table 5.5 Matlab code which calculates the vector margin, the closed-loop bandwidth, and the
overshoot in the step response of WCL(z) of (5.38)

a = 0.25; % Set the parameter αD
d = 0.0;
num =[4*a*(1+d)-4*a*d 0 0];
den =[4-4 a*(1+d)+a*(2+d)+a*(1-d)-a*d];
iout = dstep(num,den,50);

for jj=1:1000, W(jj)=jj*50; end;
z = exp(1i*W*T);
WPP = (a*(1+d)*z-a*d);
WPP = WPP./z./z./(z-1);
WPP = WPP.*(1+2./z+1./z./z)/4;
VM = min(abs(1+WPP));
Preb = max(iout);

[Mag,Pha,W] = dbode(num,den,0.00005,W);
% frequency characteristic

f45 = W(min(find(Pha<-45)))/2/pi;
fbw = W(min(find(Mag<0.707)))/2/pi;
disp('a  d  VM  f45  f3db  preb ')
[a  d  VM  f45*0.00005 fbw*0.00005 Preb]

% Set the differential gain
% Numerator of WCL of (5.37)
% Denominator of WCL of (5.37)
% Input step response

% Generating the vector W [0 .. Wmax]
% Generating the vector z
% Calculating the open loop gain for  
% W sweeping from 0 to Wmax

% Calculating the vector margin
% Calculating the overshoot

% Getting the amplitude and

% from Bode-plot. Getting  
% the bandwidth 
% Printing the outputs

Table 5.6 The impact of the series differential compensator on WCL of (5.28)

Gain αD Gain d VM fBW(45�) fBW(�3 dB) Overshoot

0.25 0 0.5664 0.0370/TS 0.0939/TS 0.1406

0.25 0.2 0.5869 0.0382/TS 0.0975/TS 0.1041

0.25 0.4 0.6006 0.0394/TS 0.1031/TS 0.0685

0.25 0.6 0.6054 0.0410/TS 0.1118/TS 0.0394

0.25 0.8 0.6003 0.0434/TS 0.1261/TS 0.0126

0.25 1 0.5863 0.0458/TS 0.1448/TS 0.0000
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non-modeled iron losses, and similar. Additional reason for the differences between
the actual experimental results and the corresponding simulation runs is the noise
that affects the measurements. The noise can be related to the inverter switching and
the pulse width modulation, but it can also come from other sources such as the
switch mode power supply, the ac grid, and others.

The experimental setup includes a brushless dc motor and a three-phase inverter.
The relevant parameters of the experimental setup are listed in the subsequent
section.

5.4.1 Parameters of the Experimental Setup

The three-phase inverter of the experimental setup is supplied from a dc voltage
source that provides EDC ¼ 520 V. Within the experimental runs presented in this
section, the PWM frequency is equal to 7.812 kHz. Thus, the sampling period is
equal to TS ¼ TPWM/2 ¼ 64 μs. The DSP controller used to implement the devised
algorithms is TMS320F28335. The DSP device is equipped with a N ¼ 12-bit ADC
peripheral. The anti-aliasing filters are passive RC filters with the time constant of
5 μs. The oversampling interval is set to TADC ¼ 4 μs. Within each PWM period, the
feedback acquisition system collects NOV ¼ TPWM/TADC ¼ 32 samples of the
feedback currents. The samples are acquired and collected automatically, by
means of a dedicated DMA machine that reads the DSP peripherals and places the
samples into the RAM memory of the controller.

The PWM inverter uses the IGBT power switches, and it has a lockout time of
3 μs. The lockout time is compensated by correcting the modulation signals in
accordance with the sign of the output currents. The peak output current is
45 A. The three-phase load used in experimental runs is a brushless dc motor with
the rated current of 7.3 A, with the phase resistance of R ¼ 0.47 Ω, with the phase
inductance of 3.4 mH, and with the back-electromotive force constant of 0.687
Vpeak/(rad/s).

5.4.2 Experimental Results

The experiments were performed by introducing the step change of the current
reference for the q-axis. The traces in Figs. 5.10 and 5.11 are obtained with the
three-phase brushless dc motor as the load. The traces in Fig. 5.12 are obtained at
very high output frequency fe and with the load that comprises three star-connected
inductances.

In Fig. 5.10, the experimental traces represent the q-axis current obtained at the
output of the feedback acquisition chain. The output frequency is relatively low,
while the closed-loop bandwidth is fBW¼ 0.1/TS. The reference current for the q-axis
is changed in a stepwise manner. The upper trace corresponds to synchronous
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Fig. 5.10 Experimental traces of the q-axis current step response at relatively low output frequency
fe and with the closed-loop bandwidth fBW ¼ 0.1/TS. The upper trace corresponds to synchronous
center-pulse sampling feedback acquisition and the controller without the series compensator. The
lower trace corresponds to the one-PWM-period feedback averaging and the enhanced controller
which includes the feedback averaging

Fig. 5.11 The traces from the previous figure are enlarged for the ease of comparison
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center-pulse sampling feedback acquisition and the controller without the series
compensator. The lower trace corresponds to the one-PWM-period feedback aver-
aging and the enhanced controller which includes the feedback averaging. The upper
trace has a considerable amount of noise. The noise is present even within the
feedback signal due to the fact that the feedback acquisition system acquires one
sample in each TS ¼ TPWM/2 period. In vicinity of power electronics devices with
high dV/dt and di/dt values, spurious effects and non-modeled parasitic capacitances
contribute to the noise. The lower trace is obtained with one-PWM-period averaging,
where the feedback signal is obtained as an average of NOV ¼ 32 samples, collected
within the past PWM period. Therefore, the amount of noise is considerably lower.

In order to compare the rise time and the overshoot of the step response, the
waveforms of Fig. 5.10 are enlarged and focused on the instant of the step transient
(Fig. 5.11). One of the waveforms is obtained from the noise-sensitive synchronous
sampling-based controllers where the feedback samples are acquired at the center of
the voltage pulses. The second waveform is obtained with one-PWM-period feed-
back averaging, which filters out the noise, but it also introduces the transport delay.
The current controller is enhanced by introducing the series differential compensa-
tor. From Fig. 5.11, it is evident that the series compensator reduces the impact of the
transport delay and provides the step response waveform comparable to the one
obtained with synchronous sampling.

Fig. 5.12 Experimental traces of the q-axis current step response at relatively high output fre-
quency fe, with the closed-loop bandwidth fBW ¼ 0.1/TS and with the load that includes three star-
connected inductances. The upper trace corresponds to synchronous center-pulse sampling feed-
back acquisition and the controller without the series compensator. The lower trace corresponds to
the one-PWM-period feedback averaging and the enhanced controller which includes the feedback
averaging
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When the frequency fe of the output current becomes larger, it is more difficult to
control the current and provide the error-free operation. In order to verify the
capability of the current controller to maintain an error-free control even at very
high output frequencies, the experimental runs were performed with very large
output frequency (Fig. 5.12). The load was replaced by the three star-connected
inductances. The experimental traces demonstrate the capability of the IMC-based
controllers to maintain the response character even at very high output frequencies.

Question (5.1) For the discrete-time current controller of Fig. 5.2, with the
IMC-based current controller of (5.13), determine the maximum gain αD which
results in the closed-loop poles in s-domain with the damping of ξ¼ 0. By increasing
the gain gradually, find the approximate value of αD which gives ξ ¼ 0.5.

Answer (5.1) The closed-loop controller is designed in (5.12):

WREG zð Þ ¼ αDL

TS

ejωeTS z � ejωeTS � e�β
� �

z� 1

The open-loop gain becomes

WOLG zð Þ ¼ WREG zð ÞWL zð Þ ¼ αD
z z� 1ð Þ :

Thus, the closed-loop transfer function becomes

WCL zð Þ ¼ ie zð Þ
i∗ zð Þ ee¼0

¼ WOLG zð Þ
1þWOLG zð Þ

���� ¼ αD
z2 � zþ αD

:

The characteristic polynomial f(z)¼ z2 � z + αD has two poles and only one gain.
Relation between the poles in s-domain and the poles in z-domain is

z1 ¼ es1T , z2 ¼ es2T

For low values of the gain (αD ¼ 0.1), the z-domain poles are both real (0.8873
and 0.1127), as well as the poles in s-domain. When the gain is increased (αD¼ 0.2),
the z-domain poles remain real (0.7236 and 0.2764), and they are coming closer to
each other. For 4αD¼ 1, the poles in z-domain are both equal to 0.5. At this point, the
s-domain poles are both real and equal. Any further increase in the gain results in
conjugate complex poles in both s-domain and z-domain. With the gain of 0.3, the
z-domain poles are z1/2 ¼ 0.5000 � j0.2236. With the sampling time T, these poles
correspond to s-domain poles s1/2 ¼ (1/T )(�0.6020 � j0.4205), with the damping
factor ξ ¼ 0.602/|�0.6020 � j0.4205| ¼ 0.819. The damping factor drops down to
0.5 for αD ¼ 0.438.

Question (5.2) Considering the system of Question 5.1, and using the computer
math tools, determine the maximum gain αD which results in the step response with
an overshoot lower than 25%. Determine the vector margin for this gain.
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Answer (5.2) Analytical solution of the problem is quite involved. Therefore, it is
of interest to use the math tools in order to find the solution. One of them is Matlab.
The following sequence of commands provides the information on the overshoot
that is obtain for the given gain:

>> Gain = 0.25;

>> Response = dstep(Gain,[1 -1 Gain]);

>> Overshoot = max(Response) -1;

In order to find the largest gain with an overshoot lower than 25%, it is possible to
organize the search where the gain is gradually increased:

>> Overshoot = 0; Gain = 0.2; % Initial values

>> while Overshoot < 0.25;

>> Gain = Gain + 0.00001;

>> Overshoot = max(dstep(G,[1 -1 G]))-1;

>> end;

The above script results in gain ¼ αD ¼ 0.5.
At this point, it is necessary to calculate the vector margin (VM). The vector

margin can be derived from the open-loop transfer function of (5.13),WOLG(z)¼ αD/
z/(z�1). The stability margin can be judged from the lowest value of |1 þ WOLG(z)|.
Assuming that the frequency ω sweeps from �1 to þ �1 and taking into account
the relation z ¼ exp(jωTS), the vector margin is obtained as the lowest value of |
1 þ WOLG(z)|, obtained when the graph WOLG(exp(jωTS)) comes close to the point
(�1, 0) of the z-plane. The vector margin can be found by running the script given
below. The vector margin found is VM ¼ 0.4551:

>> Gain = 0.5;

>> fsampling = 10000;

>> VM = 1;

>> for j = 1:fsampling/2,

>> Wrads = 1i*j*2*pi;

>> z=exp(Wrads/fsampling);

>> WOLG = Gain/z/(z-1);

>> WW = abs(1+WOLG);

>> if WW < VM, VM = WW; end;

>> end

Question (5.3) For the discrete-time current controller with one-PWM-period feed-
back averaging, described by the closed-loop transfer function of (5.26), and using
the computer math tools, determine the maximum gain αD which results in the step
response with an overshoot lower than 25%.
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Answer (5.3) The closed-loop transfer function of the given controller is given by

WCL zð Þ ¼ 4αDz2

4z4 � 4z3 þ αDz2 þ 2αDzþ αD
:

The characteristic polynomial has four poles and only one gain. The following
sequence of commands provides the information on the overshoot that is obtain for
the given gain:

>> Gain = 0.25;

>> Response = dstep(4*Gain,[4 -4 Gain 2*Gain Gain]);

>> Overshoot = max(Response) -1;

In order to find the largest gain with an overshoot lower than 25%, it is possible to
organize the search where the gain is gradually increased:

>> Overshoot = 0; Gain = 0.2; % Initial values

>> while Overshoot < 0.25;

>> Gain = Gain + 0.00001;

>> Overshoot = max(dstep(4*Gain,[4 -4 Gain 2*Gain Gain]))-1;

>> end;

The above script results in gain ¼ αD ¼ 0.3.

Question (5.4) Considering the system of Question 5.3, and using the computer
math tools, determine the vector margin for the given gain.

Answer (5.4) The vector margin is calculated in a manner similar to this of
Question 5.2. With the frequency sweeping from zero up to one half of the sampling
frequency, and taking into account the relation z ¼ exp(jωTS), the vector margin is
the lowest value of |1þWOLG(z)|, obtained when the graphWOLG(exp(jωTS)) comes
close to the point (�1, 0) of the z-plane. The open-loop gain WOLG(z) is

WOLG zð Þ ¼WREG L zð Þ ¼ WREG zð ÞWL zð Þ
¼ αD
z z� 1ð Þ �

z2 þ 2 � zþ 1
4 � z2

The vector margin can be found by running the script given below. The vector
margin found is VM ¼ 0.4935, which is in good agreement with the results given in
Table 5.2:

>> Gain = 0.3;

>> fsampling = 10000;

>> VM = 1;

>> for j = 1:fsampling/2,

>> Wrads = 1i*j*2*pi;
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>> z=exp(Wrads/fsampling);

>> WOLG = Gain*(z*z+2*z+1)/z/z/z/(z-1)/4;

>> WW = abs(1+WOLG);

>> if WW < VM, VM = WW; end;

>> end
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Chapter 6
Scheduling of the Control Tasks

In this Chapter, the closed loop performance of digital current controllers is
improved by introducing advanced scheduling of the control tasks. The Chapter
provides the relevant analysis, an insight into the available scheduling options; and it
discusses the scheduling schemes that have the potential of reducing the transport
delay within digital current controllers. For the most promising scheduling schemes,
the analysis provides the design and parameter setting along with an evaluation and
comparison to the previous solutions.

The basic control tasks include the oversampling process, the averaging of the
acquired feedback samples, the execution of the control algorithm, and the imple-
mentation of the pulse width modulation of the voltage impulses. The organization
and scheduling of the control interrupt and the synchronization of the tasks can be
organized in the way that reduces the transport delays and improves the closed-loop
performance. An improved current controller scheduling can provide a higher
closed-loop bandwidth, better robustness, and an improved disturbance rejection.
In conjunction with a series compensator of differential character, the closed-loop
bandwidth can be increased from 0.1/TS up to 0.17/TS, doubling at the same time the
disturbance rejection capability, achieving the step response with a negligible
overshoot, while maintaining the robustness with a vector margin of 0.65. The
chapter comprises analytical considerations, design of the scheduling scheme, cal-
culation of the relevant pulse transfer functions, parameter setting, analytical eval-
uation of the closed-loop performances, and experimental verification.

6.1 Scheduling Schemes

Digital current controller is commonly implemented on digital signal processors, the
microprocessors capable of performing numerical tasks rather quickly. Contempo-
rary digital signal processors (DSP) are capable of executing one floating-point
operation in several nanoseconds. Some DSP devices are integrated with peripheral
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devices, such as the A/D converters, PWM units, serial interfaces, DMA (direct
memory access) controllers, and others. Devices equipped with the peripherals
required to generate and receive the external signals are often called digital signal
controllers (DSC).

The algorithms and relations of digital current controllers are executed once
within each sampling period TS. The software tasks are organized within one high-
priority routine called the interrupt routine. In Figs. 6.1 and 6.2, the execution of
interrupt routines is denoted by EXE. Each interrupt is triggered by a dedicated,
programmable event called the interrupt tick. In Figs. 6.1 and 6.2, the interrupt ticks
are spaced by one sampling time TS. Upon each tick, the processor interrupts the
low-priority background activity and starts executing the interrupt routine. When the
interrupt routine tasks are completed, the processor proceeds with the low-priority
routines that were interrupted.

The tasks of the current control interrupt include the acquisition and processing of
the feedback samples, the associated coordinate transformations, discrimination of
the current error, calculation of the voltage references, and calculations of the pulse
width modulation. Considerations and developments within this section are related
to digital current controllers which use one-PWM-period feedback averaging. The
overall transport delay is calculated for the conventional scheduling. Based upon
that, a new scheduling scheme is considered, which reduces the transport delay.

6.1.1 Conventional Scheduling

Conventional scheduling of the current control tasks is given in Fig. 6.1. At the
bottom, the voltage pulses commutate at instants denoted by ①, ②, ③ and ④.
These instants are determined by the intersection of the triangular PWM carrier (the
top trace in the figure) and the modulation indices un � 2, un � 1, un, and un þ 1, which
represent the voltage references.

The interrupt ticks (triggers) in Fig. 6.1 coincide with the zero-count and the
period-count instants of the triangular PWM carrier. The zero-count event takes
places when the PWM carrier reaches zero and changes the counting direction from
down to up. The period-count event takes place when the PWM carrier reaches the
period value and changes the counting direction from up to down. Both events
trigger TS-spaced interrupts. For convenience, the actual values of the output current
at instants of the interrupt ticks are denoted by in � 1, in, in þ 1, and in þ 2.

The values of the voltage references un � 2, un � 1, un, and un þ 1 are calculated in
interrupt routines triggered at instants (n � 2)TS, (n � 1)TS, nTS, and (n þ 1)TS,
respectively. The interrupt triggered at (n þ 1)TS calculates the voltage reference
un þ 1, which affects the commutation instant④, thus affecting the average value of
the voltage within the interval [(n þ 2)TS .. (n þ 3)TS]. The voltage reference un þ 1

cannot be used as the modulation index within the interval [(n þ 1)TS .. (n þ 2)TS],
since the value of un þ 1 is not available at the beginning of the interval. It gets
available later, when the interrupt routine (n þ 1) concludes the execution. By then,
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Fig. 6.1 Conventional scheduling of the current controller which relies on one-PWM-period
feedback averaging

Fig. 6.2 Modified scheduling with the interrupt triggered ΔtEXE before the zero-count and the
period-count of the PWM carrier
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desired instants for the commutation ③ may have already passed. Therefore, the
value un þ 1 gets implemented one sampling period later, thus introducing the
transport delay into the closed loop.

The interrupt routines receive the feedback signal iFB, and they use this signal to
calculate the voltage reference. The interrupt triggered at (nþ 1)TS operates with the
feedback signal iFBn þ 1, which is obtained from the feedback averaging of NOV

samples acquired within the previous PWM period, namely, from (n � 1)TS until
(n þ 1)TS.

By considering the fact that the feedback signals acquired on the interval [(n� 1)
TS .. (n þ 1)TS] get processed within the interrupt (n þ 1)TS and affect the voltage
reference un þ 1, which, in turn, affects the average voltage within the interval
[(n þ 2)TS .. (n þ 3)TS], the overall transport delay of the scheduling in Fig. 6.1
can be estimated to 5/2 � TS.

6.1.2 Advanced Scheduling

With first microcontrollers that were used in digital control applications, computa-
tion delays were significant. In many cases, frequently used mathematical operations
such as the multiplication were not implemented by fast hardware multipliers. In first
microcontrollers, they were implemented by executing the microcode, a dedicated
program written within the internal ROM memory within the microcontroller. In
other words, multiplication required the execution of dedicated routine, taking
considerable number of machine cycles. Therefore, in first digital controllers, the
duration of interrupt routines (denoted by EXE in Figs. 6.1 and 6.2) could have taken
more than one half of the sampling period TS. At the same time, slow execution and
large computation delays were the reason why it used to be difficult to operate with
short sampling periods. Among other reasons, large computation delays of the first
digital microcontrollers contributed to an extended life of analogue current control-
lers. With contemporary digital signal controllers, the floating-point operations
complete in several nanoseconds, while complete current control interrupt routine
could complete in a couple of microseconds. Thus, duration ΔtEXE of the interrupt is
just a small fraction of the sampling period TS. This circumstance can be used in
devising advance scheduling schemes.

In Fig. 6.2, the interrupt ticks do not coincide with the zero-count and the period-
count of the PWM carrier. Instead, the ticks are programmed to start the interrupts
before the zero-count and the period-count events. All the interrupts are triggered
ΔtEXE earlier. In this way, the execution of the control tasks is completed before the
zero-count and the period-count events. The voltage reference un þ 1 is calculated
within the interrupt that starts at (n þ 1)TS � ΔtEXE, and it can be loaded into the
PWM peripheral before the instant (n þ 1)TS, when the PWM carrier reaches the
zero-count. Instead of being used within the interval [(nþ 2)TS .. (nþ 3)TS], such as
the case in Fig. 6.1, the reference un þ 1 can be used earlier, within the interval
[(n þ 1)TS .. (n þ 2)TS]. In this way, the transport delay is reduced by one sampling
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period TS. The voltage pulses shown at the bottom of Fig. 6.2 commutate at instants
denoted by①,②,③ and④, determined by the intersection of the triangular PWM
carrier and the modulation indices un � 1, un, un þ 1, and un þ 2. Compared to the
schedule of Fig. 6.1, all the modulation indices get applied one sampling period
earlier.

In Fig. 6.1, the feedback signal iFBn þ 1 gets calculated from the current
samples acquired on the interval [(n � 1)TS .. (n þ 1)TS]. In Fig. 6.2, the samples
are acquired within the interval which is time-shifted by ΔtEXE. Namely, the
feedback signal iFBn þ 1 of Fig. 6.2 gets calculated from the current samples acquired
on the interval [(n � 1)TS � ΔtEXE) .. (n þ 1)TS � ΔtEXE]. Compared to the scheme
in Fig. 6.1, the feedback signal is delayed by ΔtEXE. Taking into account that the
sampling period TS is larger than the computation delay ΔtEXE by an order of
magnitude (TS> > ΔtEXE), delay ΔtEXE can be neglected. This claim has been
supported by the experimental evidence provided later on within this chapter.

In Fig. 6.2, the feedback signal acquired on the interval [(n � 1)TS � ΔtEXE) ..
(n þ 1)TS � ΔtEXE] gets used to calculate the voltage reference un þ 1, which
determines the average output voltage on the interval [(n þ 1)TS .. (n þ 2)
TS]. Neglecting ΔtEXE, the average transport delay reduces to 3/2 � TS.

The new scheduling of the control tasks changes the relevant pulse transfer
function and affects the design of the current controller.

6.2 Pulse Transfer Function with Advanced Scheduling

Modified scheduling scheme of Fig. 6.2 alters the pulse transfer function of the load,
reducing the equivalent transport delay from 5/2TS to 3/2TS. Analytical consider-
ations within this section derive the modified pulse transfer functions of the load,
apply the IMC approach to design the closed-loop current controller, provide the
corresponding parameter setting, and evaluate the outcome, the closed-loop perfor-
mances, and the disturbance rejection capability.

6.2.1 Pulse Transfer Function of the Load

In Fig. 6.2, the voltage reference u*n þ 1 gets applied within the interval [(nþ 1)TS ..
(n þ 2)TS], where it affects the voltage pulse width and the average value of the
output voltage. Similarly, the reference u*n gets applied within the interval [nTS ..
(nþ 1)TS]. With the load modeled as the series connection of the back-electromotive
force, the series resistance, and the series inductance, the differential equation that
describes the change of the output current is
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Ris tð Þ þ L
dis tð Þ
dt

¼ us tð Þ � es tð Þ, ð6:1Þ

where all the variables are represented in α � β frame. Assuming that esn stands for
the average value of the electromotive force over the interval [nTS .. (n þ 1)TS], and
introducing β ¼ RTS/L, the difference equation expressing the change of the stator
current within the interval [nTS .. (n þ 1)TS] becomes

i snþ1 ¼ i sne
�β þ 1� e�β

R
us
n � esn

� � ð6:2Þ

Complex vectors in stationary and synchronous frames are related by

i snþ1 ¼ i enþ1 � ejθnþ1 , i sn ¼ i en � ejθn , us
n ¼ ue

n � ejθn , ð6:3Þ
where θn represents the angle between the d-axis and the α-axis at instant nTS.
Assuming that the speed changes within one sampling period are negligible,
θn þ 1 ¼ θn + ωeTS and θn ¼ θn � 1 + ωeTS. The average value of the electromotive
force within the interval [nTS .. (n þ 1)TS] becomes

een ¼ 1
T

Znþ1ð ÞTS

nTS

ee tð Þ � dt � esn � e�j θnþ1þθnð Þ=2: ð6:4Þ

By introducing the results (6.3) and (6.4) into (6.2) and dividing the result by exp
(jθn), the difference equation becomes

i enþ1 � ejωeTS ¼ i en � e�β þ 1� e�β

R
ue
n � een � ejωeTS=2

� �
: ð6:5Þ

With β ¼ RTS/L < <1/100, the value (1 � e�β)/R can be approximated TS/L,

i enþ1 � ejωeTS ¼ i en � e�β þ TS

L
ue
n � een � ejωeTS=2

� �
: ð6:6Þ

Applying the z-transform and thus converting the difference Eq. (6.6) into an
algebraic equation in z-domain,

z � ie zð Þ � ejωeTS ¼ ie zð Þ � e�β þ TS

L
ue zð Þ � ee zð Þ � ejωeTS=2

� �
: ð6:7Þ

where the variables are the complex images ie(z), ue(z), and ee(z).The load transfer
function in z-domain is obtained by dividing the complex images ie(z) and ue(z) in
conditions where the disturbance ee(z) is equal to zero:
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WL zð Þ ¼ ie zð Þ
ue zð Þ ee¼0

¼ TS

L

1
z � ejωeTS � e�β

:

���� ð6:8Þ

When both the voltage ue(z) and the back-electromotive force ee(z) are taken into
consideration, the complex image of the output current in d�q frame is

ie zð Þ ¼ WL zð Þ � ue zð Þ � e
jωeTS

2 WL zð Þ � ee zð Þ ð6:9Þ
The expression (6.9) can be used for the controller design in d�q frame, based on

the internal model principles.

6.2.2 Design of the Controller Structure

The internal model control requires the inversion of the pulse transfer function of the
load. Attempted controller is designed by multiplying the inverted pulse transfer
function of the load by an integrator with an adjustable gain, αD � z/(z � 1) . The
pulse transfer function of the attempted controller is

WREGX zð Þ ¼ 1
WL zð Þ �

αDz

z� 1
¼ αDL

TS
� z � z � ejωeTS � e�β

� �
z� 1

: ð6:10Þ

The pulse transfer function WREGX(z) implies prediction. Therefore, it cannot be
implemented. Instead, the current controller is designed by dividing WREGX(z) by z,

WREG zð Þ ¼ WREGX zð Þ
z

¼ αDL

TS
� z � e

jωeTS � e�β

z� 1
: ð6:11Þ

The d�q frame current controller withWREG given in (6.11) is represented by the
block diagram in Fig. 6.3. The pulse transfer function of the load is given in (6.8),
while the pulse transfer function of the feedback path is explained in Chap. 3 and
given by

WFB zð Þ ¼ z2 þ 2zþ 1
4z2

: ð6:12Þ

6.2.3 Closed-Loop and Disturbance Transfer Functions

The current controller designed in (6.11) is obtained by inverting the load dynamics
WL, multiplying the outcome by an integrator with an adjustable gain (αD � z/(z� 1)),
and dividing the result by z. Therefore, the product WREG(z) � WL(z) becomes
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WREG L zð Þ ¼ WREG zð ÞWL zð Þ ¼ αD
z� 1

: ð6:13Þ

From Fig. 6.3, the closed-loop transfer function is equal to

WCL zð Þ ¼ ie zð Þ
i∗ zð Þ ee¼0

���� ¼ WREG L zð Þ
1þWREG L zð Þ �WFB zð Þ : ð6:14Þ

Introducing the expressions (6.12) and (6.13) into (6.14), the closed-loop pulse
transfer function becomes

WCL ¼ ie zð Þ
i∗ zð Þ ee¼0

���� ¼ 4αDz2

4z3 þ αD � 4ð Þz2 þ 2αDzþ αD
¼ 4αDz2

f CP zð Þ , ð6:15Þ

where fCP(z) is characteristic polynomial. In a like manner, it is possible to obtain the
disturbance pulse transfer function, which describes the impact of the voltage
disturbances on the output current. This transfer function is obtained as

Ye zð Þ ¼ ie zð Þ
�ee zð Þ

����
i∗ zð Þ¼0

: ð6:16Þ

From the block diagram in Fig. 6.3,

Ye zð Þ ¼ ej
1
2ωeTSWL zð Þ

1þWL zð Þ �WREG zð Þ �WFB zð Þ ¼
ej

1
2ωeTSWL zð Þ

1þWREG L zð Þ �WFB zð Þ : ð6:17Þ

By introducing the expressions for WFB(z), WREG_L(z), and WL(z), the pulse
transfer function Ye becomes

Fig. 6.3 Block diagram of the current controller in d-q frame
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Ye zð Þ ¼ ie zð Þ
�ee zð Þ i∗¼0

¼
���� TS

L

4 � z2 z� 1ð Þ � ejωeTS
2

z � ejωeTS � e�β
� 1
f CP zð Þ , ð6:18Þ

where

f CP zð Þ ¼ 4z3 þ αD � 4ð Þz2 þ 2αDzþ αD ð6:19Þ
is the characteristic polynomial.

6.2.4 Parameter Setting and the Closed-Loop Performance

Decoupling current controller of (6.11) has only one gain, αD. The closed-loop
transfer function WCL(z) is given in (6.15). The key performance indices include
the vector margin, the closed-loop bandwidth frequencies fBW(45�) and fBW(�3dB),
as well as the overshoot of the input step response. These performance indices are
given in Table 6.1 for the closed-loop pulse transfer function of (6.15) and for the
gain αD that changes from 0.2 up to 0.45. Comparable closed-loop transfer function
(5.25) is obtained with conventional scheduling of Fig. 6.1, while the corresponding
results are given in Table 5.2.

The schedule of Fig. 6.1 in conjunction with the closed-loop transfer function
WCL(z) of (5.25) and with the gain αD ¼ 0.25 reaches the closed-loop bandwidth
fBW(�3dB) ¼ 0.0939/TS with an overshoot of 14% and with the vector margin of
0.5664. At the same time, the current controller WREG(z) of (6.11) with the schedule
of Fig. 6.2 and with the closed-loop transfer function of (6.15) has a comparable
overshoot of 12% with the closed-loop bandwidth fBW(�3 dB) ¼ 0.1447/TS, with
the vector margin of 0.608, and with the gain of αD ¼ 0.4. Thus, the schedule of
Fig. 6.2 allows a wider range of applicable gains; it increases the closed-loop
bandwidth, reduces the overshoot, and increases the vector margin.

Simulation traces of the input step response obtained with the gain αD ranging
from 0.2 up to 0.45 are given in Fig. 6.4. From the comparison of the traces shown in
Fig. 5.7 and the ones of Fig. 6.4, one concludes that the new scheduling of Fig. 6.2
increases the range of applicable gains.

It is also of interest to explore the impact of the new scheduling scheme of Fig. 6.2
on the disturbance rejection capability. The pulse transfer function Ye(z), given in
(6.18), defines the response of the output current ie(z) to the changes of the voltage
disturbances, represented in Fig. 6.3 as the back-electromotive force ee(z).

In operating regime where the current reference i* is equal to zero, any output
current caused by the voltage disturbance is, as a matter of fact, the current error.
Assuming that the voltage disturbance is a Heaviside step, namely, that ee(z)¼�Ed/
(1 � z�1), the integral of the output-current error becomes
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I 1ð Þ ¼ lim
z ! 1

z� 1ð Þ � z

z� 1
� Ed � z
z� 1

� Ye zð Þ
� �

: ð6:20Þ

The result of (6.20) depends on the output frequencyωe. Assuming that the output
frequency is considerably lower than the sampling frequency, the factors such as exp
(jωeTS) are close to 1. Introducing Ye(z) from (6.18),

I 1ð Þ ¼ lim
z ! 1

Ed
TS

L

4 � z4 � ejωeTS
2

z � ejωeTS � e�β
� 1
f CP zð Þ

" #

� lim
z ! 1

Ed
TS

L

4 � z4
z� e�β

� 1
f CP zð Þ

� �
:

ð6:21Þ

For z ¼ 1, fCP(z) ¼ 4αD, while z – exp (�β) � RTS/L. Therefore,

Table 6.1 Closed-loop
performance obtained with the
decoupling controller of
(6.11) and with the closed-
loop pulse transfer function of
(6.15)

Gain αD VM fBW(45�) fBW(�3 dB) Overshoot

0.20 0.7820 0.0341/TS 0.0497/TS 0

0.25 0.7359 0.0429/TS 0.0726/TS 0.0008

0.30 0.6917 0.0516/TS 0.0987/TS 0.0246

0.35 0.6492 0.0600/TS 0.1234/TS 0.0676

0.40 0.6081 0.0683/TS 0.1447/TS 1.1236

0.45 0.5683 0.0762/TS 0.1627/TS 1.1868

Fig. 6.4 Input step response from the pulse transfer function of (6.15) for the gain equal to αD¼ 0.2
(1), αD ¼ 0.25 (2), αD ¼ 0.3 (3), αD ¼ 0.35 (4), αD ¼ 0.4 (5), and αD ¼ 0.45 (6)

166 6 Scheduling of the Control Tasks



I 1ð Þ ¼ Ed

αDR
: ð6:22Þ

Since the current controller with advanced scheduling of Fig. 6.2 has an increased
range of applicable gains αD, it also provides lower values of I(1) and better
disturbance rejection capability.

6.3 Advanced Scheduling with Series Compensator

The advanced scheduling of Fig. 6.2 reduces the transport delay from 5/2TS to 3/2TS.
Reduction of the delay has beneficial effects on the closed-loop performance.
According to the results in Table 6.1, the closed-loop bandwidth is increased, the
overshoot of the input step response is reduced, while the vector margin and the
robustness of the controller are both improved. Further improvements can be
achieved by adding the series differential compensator, introduced in Sect. 5.3.
The effect of delays can be reduced by introducing the differential action which
improves the phase characteristic, increases the damping factor, and reduces the
overshoot. The current controller discussed in Sect. 6.2 is extended by adding
the series differential compensator. The consequential closed-loop performance
with the series differential compensator is evaluated analytically and by means of
computer simulations.

The block diagram of the current controller with series differential compensator is
given in Fig. 6.5. The pulse transfer functions WREG(z), WFB(z), and WL(z) remain
the same as the ones of Fig. 6.3. The only difference is the insertion of the series
compensator WDIF(z) of differential nature.

6.3.1 Closed-Loop and Disturbance Transfer Functions

Series differential compensator of (5.30) has the pulse transfer function

WDIF zð Þ ¼ 1þ d
z� 1
z

¼ 1þ dð Þz� d

z
, ð6:23Þ

where d is an adjustable gain. The product of the current controllerWREG designed in
(6.11), the pulse transfer function of the load WL, and the pulse transfer function of
the differential compensator is

WREG L DIF zð Þ ¼ WREG zð Þ �WL zð Þ �WDIF zð Þ ¼ αD
z� 1

� 1þ dð Þz� d

z
: ð6:24Þ

From Fig. 6.5, the closed-loop transfer function is equal to
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WCL zð Þ ¼ ie zð Þ
i∗ zð Þ ee¼0

���� ¼ WREG L DIF zð Þ
1þWREG L DIF zð Þ �WFB zð Þ : ð6:25Þ

Introducing the expression (6.24) into (6.25), the closed-loop pulse transfer
function becomes

WCL zð Þ ¼ ie zð Þ
i∗ zð Þ ee¼0

���� ¼ 4αD 1þ dð Þz3 � 4αDdz
2

f CP zð Þ
¼ 4αD 1þ dð Þz3 � 4αDdz

2

4z4 þ αD 1þ dð Þ � 4½ �z3 þ αD 2þ dð Þz2 þ αD 1� dð Þz� αDd
:

ð6:26Þ
where fCP(z) is the characteristic polynomial. Similarly, it is possible to obtain the
disturbance pulse transfer function Ye(z). From the block diagram in Fig. 6.5,

Ye zð Þ ¼ ej
1
2ωeTSWL zð Þ

1þWREG L DIF zð Þ �WFB zð Þ : ð6:27Þ

By introducing the expressions for WFB(z), WREG_L_DIF(z), and WL(z), the pulse
transfer function Ye(z) becomes

Ye zð Þ ¼ ie zð Þ
�ee zð Þ i∗¼0

���� ¼ TS

L

4 � z3 z� 1ð Þ � ejωeTS
2

z � ejωeTS � e-β
� 1
f CP zð Þ , ð6:28Þ

where

f CP zð Þ ¼ 4z4 þ αD 1þ dð Þ � 4½ �z3 þ αD 2þ dð Þz2 þ αD 1� dð Þz� αDd ð6:29Þ
is the characteristic polynomial.

Fig. 6.5 Block diagram of the current controller in d-q frame with series differential compensator
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6.3.2 Parameter Setting and the Closed-Loop Performance

The current controller enhanced with the series differential compensator has two
gains, αD and d. The closed-loop transfer function WCL(z) is given in (6.26). For
αD ¼ 0.4 and for the differential gain d ranging from 0 up to 1, the key performance
indices are listed in Table 6.2. These indices include the vector margin, the closed-
loop bandwidth frequencies fBW(45�) and fBW(�3dB), as well as the overshoot of the
input step response. The Matlab script which is used to calculate the relevant
performance indices is listed in Table 6.3.

According to the results in Table 6.2 and according to the comparison of these
results to the ones obtained in Table 6.1, one concludes that the introduction of the
series differential compensator provides a further increase of the closed-loop perfor-
mances. Namely, it is possible to reach the closed-loop bandwidth that exceeds 22%
of the sampling frequency while keeping the vector margin beyond 0.6 and
maintaining the overshoot below 3%. Thus, with the IMC-based controller, with
the advanced scheduling of the control tasks, and with the series differential com-
pensator, the closed-loop bandwidth of digital current controllers applied to the grid-
side inverters with fPWM ¼ 10 kHz, the closed-loop bandwidth exceeds
0.22 � fS¼ 0.22 � 20000¼ 4.4 kHz. With a closed-loop bandwidth of that magnitude,
the current controller is more capable of suppressing the line harmonics and other
disturbances.

In Table 6.2, the differential gain d has beneficial effects until reaching 0.6.
Larger values reduce the vector margin, and they start increasing the overshoot,
which increases to 4% for d¼ 1. Therefore, it is of interest to observe the waveforms
of the input step responses, obtained with the gains that are considered in Table 6.2.
Simulation traces of the input step response obtained with the gain αD¼ 0.4 and with
the gain d ranging from 0 up to 1 are given in Fig. 6.6. For d ¼ 0.6 and d > 0.6,

In addition to considering the input step response, it is also of interest to analyze
the disturbance rejection capability. The relevant pulse transfer function Ye(z) is
given in (6.28). Assuming that the voltage disturbance is a Heaviside step, namely,
that ee(z) ¼ �Ed/(1 � z�1), the integral of the output-current error is given in (6.20).
Assuming that the output frequency ωe is considerably lower than the sampling
frequency, the factors such as exp (jωeTS) are close to 1. Introducing Ye(z) from
(6.20) and assuming that 1 � exp (�β) � RTS/L, the integral of the current error
caused by the voltage step Ed is defined by quite the same as the result of (6.22). The
new scheduling and the differential compensator provide an increased range of
applicable gains αD, thus resulting in lower values of I(1) and an improved
disturbance rejection capability.

I 1ð Þ ¼ Ed

αDR
, ð6:30Þ
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6.4 Experimental Results

This chapter introduced an advanced scheduling of the digital current control tasks.
The new scheduling reduces the transport delays, and it contributes to significant
increase of the closed-loop bandwidth. The application of the new scheduling, the
analytical considerations, and the parameter setting are all based upon the assump-
tion that the computation delay ΔtEXE which is an order of magnitude shorter than
the sampling period TS does not have any meaningful effect. In addition to the
analytical considerations and computer simulations, it is also of interest to verify this
fundamental assumption experimentally.

The new scheduling in conjunction with the series differential compensator pro-
vides with the possibility of reaching very high closed-loop bandwidth that exceeds
20% of the sampling frequency. It is of interest to verify such analytical findings

Table 6.2 Closed-loop performance obtained with the decoupling controller of (6.11), with series
differential compensator, and with the closed-loop pulse transfer function of (6.26)

Gain αD Gain d VM fBW(45�) fBW(�3 dB) Overshoot

0.4 0 0.6081 0.0683/TS 0.1447/TS 0.1236

0.4 0.2 0.6328 0.0738/TS 0.1578/TS 0.0766

0.4 0.4 0.6399 0.0821/TS 0.1831/TS 0.0353

0.4 0.6 0.6296 0.0945/TS 0.2214/TS 0.0212

0.4 0.8 0.6075 0.1115/TS 0.2610/TS 0.0105

0.4 1 0.5787 0.1305/TS 0.2989/TS 0.0400

Table 6.3 Matlab code which calculates the vector margin, the closed-loop bandwidth, and the
overshoot in the step response of WCL(z) of (6.26)

a = 0.40;
d = 0.0;

num = [4*a*(1+d)-4*a*d 0 0]; % Numerator of WCL of (6.26)
den = [4(a+a*d-4)(2*a+d*a)(a-a*d)-a*d]; % Denominator of WCL of (6.26)
iout = dstep(num,den,50);

for jj=1:1000, W(jj)=jj*50; end;
z = exp(1i*W*T);
WPP=a./(z-1).*(1 + 2./z + 1./z./z)/4;
WPP = WPP.*((1+d).*z - d)./z; % W sweeping from 0 to Wmax
VM = min(abs(1+WPP));
Preb = max(iout);               % Calculating the overshoot

[Mag,Pha,W] = dbode(num,den,0.00005,W);
% frequency characteristic

f45 = W(min(find(Pha< -45)))/2/pi;
fbw = W(min(find(Mag<0.707)))/2/pi;

disp('a  d  VM  f45  f3db  preb ')

[a  d  VM  f45*0.00005  fbw*0.00005 Preb]
disp('a d VM f45 f3db preb')
[a d min(abs(1+WPP)) f45*T fbw*T Preb]

% Set the parameter aD

% Set the differential gain

% Input step response

% Generating the vector W [0 .. Wmax]
% Generating the vector z
% Calculating the open loop gain for

% Calculating the vector margin 

% Getting the amplitude and

% from Bode-plot. Getting 
% the bandwidth 

% Printing the outputs
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experimentally. The experimental setup used for the test and the relevant parameters
are described in Sect. 5.4.1. The experiments were performed by introducing step
changes into the reference currents in d�q frame. The waveforms represent the
output currents in d�q frame, stored into the RAM memory of the DSP controller.
Thus, all the signals are obtained at the output of the feedback chain, and they
correspond to iFB(z) ¼ WFB(z) � ie(z) The sampling time TS is 50 μs, and the
switching frequency is fPWM ¼ 10 kHz.

6.4.1 The Impact of the Computation Delay

The purpose of experimental verifications performed in this section is to investigate
the impact of the computation delay ΔtEXE on the dynamic performances of the
controllers with the new, advanced schedule and to establish viable limit for the ratio
ΔtEXE/TS. The crucial hypothesis introduced with the new scheduling is that the
delay ΔtEXE of the feedback signal iFBn þ 1 in Fig. 6.2 does not have any meaningful
effect on the dynamic behavior. This hypothesis is experimentally tested and verified
by performing the step response test and varying ΔtEXE over a wide range. With
conventional controllers such as the DSC TMS320F28335 and with the use of the
optimizing compiler, the control and protection tasks complete in less than 4 μs. For
the purposes of this tests, some control and protection routines unrelated to the
current control are removed in order to reduce the computation delay, which enabled

Fig. 6.6 Input step response from the pulse transfer function of (6.26) for the gain of αD ¼ 0.4 and
for the differential gain ranging from 0 up to 1
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the operation with ΔtEXE as low as 2.4 μs. During the test runs, ΔtEXE is varied from
2.4 μs up to 12 μs. The sampling time TS is set to 50 μs.

The traces in Figs. 6.7 and 6.8 represent the step response of q-axis current. The
traces in Fig. 6.7 correspond to the current controller developed in Sect. 6.2, which
uses the advance scheduling and operates without the series differential compensa-
tor. The traces in Fig. 6.8 are obtained with the controller developed in Sect. 6.3,
which uses the advance scheduling and also the series differential compensator.

In both figures, the trace (1) is obtained from the computer simulation. The
simulation was performed assuming that ΔtEXE ¼ 0. Thus, the trace (1) serves as
the reference for the comparison. The waveform (2) is obtained experimentally, with
the shortest possible ΔtEXE ¼ 2.5 μs. The remaining traces were obtained by
increasing ΔtEXE deliberately, in order to identify the ratio ΔtEXE/TS where the
computation delay starts to affect the input step response of the closed-loop system.
The trace (3) is obtained with ΔtEXE ¼ 4 μs, the trace (4) with ΔtEXE ¼ 8 μs, and the
trace (5) with ΔtEXE ¼ 12 μs.

In both Figs. 6.7 and 6.8, the traces (2) and (3) are practically unaffected by the
computation delay ΔtEXE. The step response is noticeably changed in trace 5 of
Fig. 6.7, where ΔtEXE exceeds 0.2 � TS . Similarly, the response significantly
deteriorates in Fig. 6.8 for traces 4 and 5, where ΔtEXE equals 8μs and 12μs,
respectively. With only a minor difference between reference trace 1 and experi-
mental traces 2 and 3, one concludes that the time shift ΔtEXE ¼ 0.08 � TS does not
have any significant impact on the closed-loop dynamics. This corroborates the
assumption introduced in this chapter.

6.4.2 Input Step Response

Input step response of the q-axis current and the contemporary waveform of the
d-axis current are obtained in regime where the modulation indices and the output
voltage reach 90% of their maximum value. The three-phase inverter supplies a
brushless dc motor. The traces (1) and (2) were obtained with the current controller
that uses the advance scheduling, but it does not use the series differential compen-
sator. The traces (3) and (4) where obtained by adding the series differential
compensator. In both cases, the step response is quick, it does not have an overshoot,
while the transients in q-axis do not disturb the current in d-axis (Fig. 6.9).

The traces of the q-axis current are enlarged and plotted again in Fig. 6.10, along
with the simulation traces, added for the purposes of the comparison. The traces
(1) and (2) correspond to the current controller with the advanced scheduling and
without a series differential compensator. The traces (3) and (4) are obtained with the
current controller that includes the series differential compensator. Simulation traces
(2) and (4) provide the waveform of the feedback signal iFB(z), obtained at the output
of the block WFB(z) in Figs. 6.3 and 6.5. The experimental traces (1) and (3) are
obtained from the experimental setup, by logging the feedback signal iFB into the
RAMmemory of the DSP controller. Dynamic response of the simulation traces and
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the experimental traces is rather similar. In steady state, the simulation traces do not
have any disturbances, while the experimental traces have a certain amount of jitter
caused by the noise and the finite resolution.

It is of interest to verify the operation of the current controller at very high output
frequencies. In Fig. 6.11, the waveforms present the step response of the current
controller at the output frequency of fe ¼ 0.1/TS. The three-phase inverter is loaded
with the three star-connected inductances. The waveforms in Fig. 6.11 present two
pairs of traces, id(t) and iq(t), for two different controller structures. The two
uppermost traces are obtained with the current controller which uses the advanced
scheduling without the differential compensator. The bottom two traces correspond
to the current controller with the series differential compensator. The waveforms
demonstrate the capability of the devised controllers to provide the decoupled
operation even at very high output frequencies.

6.4.3 Robustness Against the Parameter Changes

In current controllers where the closed-loop bandwidth is increased on account of an
increased gain, it is of interest to verify the robustness against the parameter changes,
that is, the capability of the controller to provide a stable, well-damped response

Fig. 6.7 Input step response of the q-axis current obtained with the current controller of Sect. 6.2,
which uses the advanced scheduling of the control tasks, and it does not use any series compensator.
The trace 1 is obtained by computer simulation, and it serves for the reference. For the experimental
traces 2–5, the time shift ΔtEXE of the execution of the control interrupt is set to 2.4 μs, 4 μs, 8 μs,
and 12 μs, respectively
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even in cases where the system parameters change over a wide range. Such a system
parameter is often the load inductance. It can change due to magnetic saturation, as
well as due to parasitic effects. Analytical proof of the system robustness is obtained
by calculating the vector margin. In Fig. 6.12, the robustness is tested by observing
the experimental traces of the q-axis current in conditions where the system param-
eters exhibit significant changes. The traces represent the step reponse of the q-axis
current and the contemporary waveform of the d-axis current, obtained in regime
where the modulation indices and the input step response in the presence of
parameter change. The traces are obtained with the current controller which uses
the advanced scheduling without the differential compensator. The ratio between the
actual load inductance L and the parameter Lnom is changed from 0.6 up to 1.5. The
parameter Lnom is used within the algorithm to calculate the gain (αDL/TS). Similar
traces are plotted in Fig. 6.13, this time with the current controller developed in Sect.
6.3, which uses the advanced scheduling and the series differential compensator. In
both cases, the response to the input step is altered by the parameter change, but the
system maintains a stable, well-damped response.

Question (6.1) For the discrete-time current controller with advanced scheduling of
the control tasks, with the closed-loop transfer function given in (6.15), determine
the maximum gain αD which results in conjugate complex closed-loop pole pair in
s-domain with the damping of ξ > 0.7. Instead of an analysis, it is advisable to use the

Fig. 6.8 Input step response of the q-axis current obtained with the current controller of Sect. 6.3,
which uses the advanced scheduling and also the series differential compensator. The trace 1 is
obtained by computer simulation, and it serves for the reference. For the experimental traces 2–5,
the time shift ΔtEXE of the execution of the control interrupt is set to 2.4 μs, 4 μs, 8 μs, and 12 μs,
respectively
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computer math tools and, by increasing the gain gradually, find the approximate
value of αD which gives ξ ¼ 0.7.

Answer (6.1) The closed-loop transfer function is given in

WCL zð Þ ¼ 4αDz2

4z3 þ αD � 4ð Þz2 þ 2αDzþ αD

The characteristic polynomial has three poles. Relation between the poles in s-
domain and the poles in z-domain is.

z1 ¼ es1T , z2 ¼ es2T

The following sequence of Matlab commands provides the information on the z-
domain poles:

>> fsampling = 10000;

>> Gain = 0.3;

>> zz = roots([4 (Gain-4) 2*Gain Gain]);

>> z1 = zz(1); z2 = zz(2); z3 = zz(3);

Fig. 6.9 Input step response of the q-axis current and the contemporary waveform of the d-axis
current obtained in regime where the modulation indices and the output voltage reach 90% of their
maximum value. The three-phase inverter supplies a brushless dc motor. The traces (1) and (2) were
obtained with the current controller that uses the advance scheduling, but it does not use the series
differential compensator. The traces (3) and (4) where obtained by adding the series differential
compensator
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Fig. 6.10 Comparison of the experimental traces and the simulated traces. The traces represent the
input step response of the q-axis current. The experimental traces are obtained by enlarging the
traces (2) and (3) of Fig. 6.9

Fig. 6.11 Step response of the current controller at very high output frequency of fe ¼ 0.1 � fS. The
three-phase inverter is loaded with the three star-connected inductances. The two uppermost traces
are obtained with the current controller which uses the advanced scheduling without the differential
compensator. The bottom two traces correspond to the current controller with the series differential
compensator
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By altering the gains and studying the closed-loop poles, it is concluded that one
of the poles resides on the negative part of the real axis in z-plane, on the interval [�1
.. 0]. For the gains larger than 0.2268, the other two poles are conjugate complex
poles. Their damping factor is the ratio between the real part of the s-domain
equivalent and the absolute value of the s-domain equivalent. The maximum gain
that maintains the desired damping factor of conjugate complex poles is found from
the following script:

>> fsampling = 10000;

>> Damping = 1; Gain = 0.1; % Initial values

>> while Damping > 0.7;

>> Gain = Gain + 0.00001;

>> zz = roots([4 (Gain-4) 2*Gain Gain]);

>> zx = zz(1); if real(zx) < 1, zx = zz(2); end;

>> Spole = 2*pi*fsampling*log(zx);

>> Damping = -real(Spole)/abs(Spole);

>> end;

The above script results in Gain ¼ αD ¼ 0.3298.

Fig. 6.12 The input step response in the presence of parameter changes. The traces are obtained
with the current controller which uses the advanced scheduling without the differential compensa-
tor. The traces represent the step response of the q-axis current. The ratio between the actual load
inductance L and the parameter Lnom is changed. The parameter Lnom is used within the algorithm to
calculate the gain (αDL/TS)
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Question (6.2) Considering the system of Question 6.1, determine the vector
margin for the given gain.

Answer (6.2) The vector margin is obtained from the open-loop transfer function of
the system given in Fig. 6.3.

WOLG zð Þ ¼WREG zð ÞWL zð ÞWFB zð Þ
¼ αD
z� 1

:
z2 þ 2 � zþ 1

4 � z2

The vector margin can be found by running the script given below. The vector
margin found is VM ¼ 0.67, which is in good agreement with the results given in
Table 6.1.

>> Gain = 0.3;

>> fsampling = 10000;

>> VM = 1;

>> for j = 1:fsampling/2,

>> Wrads = 1i*j*2*pi;

>> z=exp(Wrads/fsampling);

>> WOLG = Gain*(z*z+2*z+1)/z/z/(z-1)/4;

>> WW = abs(1+WOLG);

Fig. 6.13 The input step response in the presence of parameter changes. The traces are obtained
with the current controller which uses the advanced scheduling with the differential compensator.
The traces represent the step response of the q-axis current. The ratio between the actual load
inductance L and the parameter Lnom is changed. The parameter Lnom is used within the algorithm to
calculate the gain (αDL/TS)
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>> if WW < VM, VM = WW; end;

>> end

Question (6.3) Considering the system of Questions 6.1 and 6.2 and using the
computer math tools, determine the maximum gain αD which results in the step
response with an overshoot lower than 25%. Determine the vector margin for
this gain.

Answer (6.3): Analytical solution of the problem is quite involved. Therefore, it is
of interest to use the math tools (Matlab) in order to find the solution. The following
sequence of commands provides the information on the overshoot that is obtain for
the given gain.

>> Gain = 0.25;

>> Response = dstep(4*Gain, [4 (Gain-4) 2*Gain Gain]);

>> Overshoot = max(Response) -1;

In order to find the largest gain with an overshoot lower than 25%, it is possible to
organize the search where the gain is gradually increased:

>> Overshoot = 0; Gain = 0.2; % Initial values

>> while Overshoot < 0.25;

>> Gain = Gain + 0.00005;

>> Overshoot = max(dstep(4*Gain, [4 (Gain-4) 2*Gain Gain])-1);

>> end;

The above script results in Gain ¼ αD ¼ 0.5. At this point, it is necessary to
calculate the vector margin (VM). The vector margin can be found by running the
script given in Answer to Question 6.2. The vector margin found is VM ¼ 0.53,
which is in good agreement with the results given in Table 6.1.

Question (6.4) For the discrete-time current controller with advanced scheduling of
the control tasks, with series differential compensator having d¼ 0.7, with the block
diagram shown in Fig. 6.5, and with the closed-loop transfer function given in
(6.26), determine the maximum gain αD which results in conjugate complex
closed-loop pole pair in s-domain with the damping of ξ > 0.4. Instead of an analysis,
it is advisable to use the computer math tools and, by increasing the gain gradually,
find the approximate value of αD which gives ξ ¼ 0.5.

Answer (6.4) The closed-loop transfer function is given in

WCL zð Þ ¼ 4αD 1þ dð Þz3 � 4αDdz
2

4z4 þ αD 1þ dð Þ � 4½ �z3 þ αD 2þ dð Þz2 þ αD 1� dð Þz� αDd
:
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The characteristic polynomial has four poles. The following sequence of Matlab
commands provides the information on the z-domain zeros and poles,

>> fsampling = 10000; Gain = 0.3; d = 0.7;

>> num = [4*Gain*(1+d) -4*Gain*d 0 0];

>> den = [4 (Gain*(1+d)-4) Gain*(2+d) Gain*(1-d) -Gain*d];

>> zzeros = roots(num);

>> ppoles = roots(den);

By altering the gains and studying the closed-loop poles, it is concluded that one
of the poles resides on the negative part of the real axis in z-plane, on the interval [�1
.. 0], the other real pole is positive, while other two poles are conjugate complex
poles. Their damping factor is the ratio between the real part of the s-domain
equivalent and the absolute value of the s-domain equivalent. The maximum gain
that maintains the desired damping factor of conjugate complex poles is found from
the following script:

>> fsampling = 10000; Gain = 0.1; d = 0.7; Damping = 1;

>> while Damping > 0.5,

>> den = [4 (Gain*(1+d)-4) Gain*(2+d) Gain*(1-d) -Gain*d];

>> ppoles = roots(den); Gain = Gain + 0.0001;

>> Damping = min(abs(real(ppoles)./abs(ppoles)))

>> end

The above script results in Gain ¼ αD ¼ 0.3609.

Question (6.5) Considering the system of Question 6.4, determine the vector
margin for the given gain.

Answer (6.5) The vector margin is obtained from the open-loop transfer function of
the system given in Fig. 6.5.

WOLG zð Þ ¼ WREG zð ÞWL zð ÞWFB zð ÞWDIF zð Þ ¼
¼ αD

z� 1
:
z2 þ 2 � zþ 1

4 � z2 :
1þ dð Þz� d

z

The vector margin can be found by running the script given below. The vector
margin is VM ¼ 0.6544.

>> Gain = 0.3609; d = 0.7;

>> fsampling = 10000;

>> VM = 1;

>> for j = 1:fsampling/2,

>> Wrads = 1i*j*2*pi;

>> z=exp(Wrads/fsampling);

>> WOLG = Gain*(z*z+2*z+1)/z/z/(z-1)/4;
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>> WOLG = WOLG*(1+d -d/z);

>> WW = abs(1+WOLG);

>> if WW < VM, VM = WW; end;

>> end

Question (6.6) Considering the system of Questions 6.4 and 6.5, with the differ-
ential gain set to d ¼ 0.7, and using the computer math tools, determine the
maximum gain αD which results in the step response with an overshoot lower than
25%.

Answer (6.6) It is of interest to use the math tools (Matlab) in order to find the
solution. In order to find the largest gain with an overshoot lower than 25%, it is
possible to organize the search where the gain is gradually increased:

>> Gain = 0.2; d = 0.7; Overshoot = 0;

>> while Overshoot < 0.25,

>> Gain = Gain + 0.0005;

>> num = [4*Gain*(1+d) -4*Gain*d 0 0];

>> den = [4 (Gain*(1+d)-4) Gain*(2+d) Gain*(1-d) -Gain*d];

>> Respo = dstep(num,den);

>> Overshoot = max(Respo)-1;

>> Gain

>> end

Under the circumstances, the maximum gain that keeps the overshoot below 0.25
is Gain ¼ 0.5415.

Question (6.7) For the gain obtained in Question 6.6, calculate the vector margin.

Answer (6.7) The vector margin can be found by running the script given in
Answer to Question 6.5. For the gain setting of Question 6.6, the vector margin is
VM ¼ 0.4974.
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Chapter 7
Disturbance Rejection

Digital current controllers have the crucial impact on performance of grid-side
converters and ac drives. The tasks of the current controller include an error-free
tracking of the input reference but also the suppression of the voltage disturbance. In
ac drives, the voltage disturbances are the back-electromotive forces of ac machines.
In grid-side inverters, the voltage disturbances are the line voltages. The voltage
disturbances are commonly suppressed by enhancing the controller with an inner
active resistance feedback, as described in Sect. 4.5. In cases where the switching
noise and parasitic oscillations introduce sampling errors, conventional sampling is
replaced by the oversampling-based error-free feedback acquisition which derives
the average of the measured currents over the past switching period. This one-PWM-
period feedback averaging is introduced in Sect. 3.3. The time delay introduced into
the feedback path creates difficulties in designing the current controller with the
active resistance. In this chapter, the possibility of applying the active resistance
feedback in systems with the error-free sampling is introduced and discussed. The
analysis is focused on studying the impact of transport delays, introduced by the
feedback averaging on the range of the applicable active resistance gains. The
internal model principle is applied in order to get the modified current controller
where the active resistance gain does not affect the input step response. Disturbance
rejection capability is tested analytically, by computer simulation and
experimentally.

7.1 Active Resistance Feedback

The active resistance feedback is a local proportional control action described in
Sect. 4.5 and illustrated in Fig. 7.1. The current feedback, whether obtained from the
synchronous center-pulse sampling or the one-PWM-period averaging, gets multi-
plied by Ra, and the resulting signal is subtracted from the voltage reference that is
provided from the current controller. The load WL along with the local Ra feedback
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can be replaced by the new, equivalent load WLRA. The pulse transfer function
WLRA(z) largely depends on the feedback acquisition chain, which can be either the
one with the synchronous center-pulse sampling or the one with the one-PWM-
period averaging. It also depends on the scheduling of the control tasks. In Sect.
7.1.1, the equivalent load WLRA is derived for the conventional scheduling and the
synchronous center-pulse sampling. In Sect. 7.1.2, the equivalent load WLRA is
derived for the conventional scheduling and the one-PWM-period averaging
scheme. In Sect. 7.1.3, the equivalent load WLRA is derived for the advanced
scheduling with one-PWM-period averaging.

7.1.1 Equivalent Load with Synchronous Sampling

The pulse transfer function of the loadWL(z) is given in Fig. 7.2a for the system with
conventional schedule and synchronous sampling. The feedback signal iFB(z) is
equal to the output current ie(z). The pulse transfer function WL(z) is obtained from
(5.7) and given in (5.8). The load transfer function in the z-domain is obtained by
dividing the complex images ie(z) and ue(z) in conditions where the disturbance ee(z)
is equal to zero. From (5.8),

WL zð Þ ¼ ie zð Þ
ue zð Þ ee¼0

¼
���� TS

L

1
z � ejωeTS z � ejωeTS � e�βð Þ : ð7:1Þ

In Fig. 7.2b, the equivalent pulse transfer function WLRA(z) replaces the block
which comprises the original load and the active resistance feedback. The pulse
transfer functionWLRA obtained by introducing (7.1) into (7.2) is given in (7.3). The
result of (7.3) and the block diagram of Fig. 7.2b can be used as the starting point for
the design of the decoupled digital current controller, based on the internal model
principles.

Fig. 7.1 Introduction of the active resistance feedback
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WLRA zð Þ ¼ WL zð Þ
1þWL zð Þ � Ra

: ð7:2Þ

WLRA zð Þ ¼ TS

L

1

z2 � e2jωeTS � z � ejωeTS � e�β þ RaTS
L

: ð7:3Þ

7.1.2 Equivalent Load with One-PWM-Period Averaging

The pulse transfer function of the loadWL(z) is given in Fig. 7.3a for the system with
conventional schedule and with the oversampling-based one-PWM-period,
explained in Sect. 3.3. The feedback signal iFB(z) is obtained by processing the
output current ie(z) through the pulse transfer function WFB(z) of (3.32). The pulse
transfer function WL(z) is given in (7.1). In Fig. 7.3b, the equivalent pulse transfer
functionWLRA(z) replaces the block which comprises the original load and the active
resistance feedback.

WLRA zð Þ ¼ WL zð Þ
1þWL zð Þ �WFB zð Þ � Ra

: ð7:4Þ

By introducing (7.1) and (3.32) into (7.4), one obtains the equivalent pulse
transfer function of the load, given in (7.5). The result of (7.5) and the block diagram
of Fig. 7.3b can be used as the starting point for the design of the decoupled digital
current controller, based on the internal model principles.

WLRA zð Þ ¼ TS

L

z2

z4 � e2jωeTS � z3 � ejωeTS � e�β þ z2 � RaTS
4L þ z � RaTS

2L þ RaTS
4L

: ð7:5Þ

Fig. 7.2 Equivalent load with synchronous sampling and conventional schedule
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7.1.3 Equivalent Load with the Advanced Scheduling

The pulse transfer function of the loadWL(z) is given in Fig. 7.4a for the system with
the advanced scheduling, developed in Chap. 6, and with the oversampling-based
one-PWM-period, explained in Sect. 3.3. The feedback signal iFB(z) is obtained by
processing the output current ie(z) through the pulse transfer function WFB(z) of
(3.32). The pulse transfer function of the load WL(z), obtained with the advanced
scheduling, is given in (7.6). In Fig. 7.4b, the equivalent pulse transfer function
WLRA(z) replaces the block which comprises the original load and the active
resistance feedback.

WL zð Þ ¼ ie zð Þ
ue zð Þ ee¼0

¼
���� TS

L

1
z � ejωeTS � e�β

: ð7:6Þ

The equivalent pulse transfer function of the load is

WLRA zð Þ ¼ WL zð Þ
1þWL zð Þ �WFB zð Þ � Ra

: ð7:7Þ

By introducing (7.6) and (3.32) into (7.7), one obtains the equivalent pulse
transfer function of the load, given in (7.8). The result of (7.8) and the block diagram
of Fig. 7.4b can be used as the starting point for the design of the decoupled digital
current controller, based on the internal model principles.

WLRA zð Þ ¼ TS

L
� z2

z3ejωeTS þ z2 RaTS
4L � β

� �þ z RaTS
2L þ RaTS

4L

: ð7:8Þ

Fig. 7.3 Equivalent load with the one-PWM-period feedback averaging
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7.1.4 The Range of Stable Ra Gains

The analysis of Sect. 4.5 shows that the disturbance rejection capability of the digital
current controller with active resistance feedback increases with the gain Ra. Thus, it
is of interest to explore the range of applicable gains with the equivalent load transfer
functions of (7.3), (7.5), and (7.8).

The pulse transfer function (7.3) represents the case with synchronous center-
pulse sampling and with the conventional scheduling of the control tasks. The
characteristic polynomial in denominator of (7.3) comprises the factor RaTS/L. The
poles of the transfer function (7.3) are real until the gain reaches RaTS/L ¼ 0.247.
Stability limit of (7.3) is reached for RaTS/L ¼ 1.

The pulse transfer function (7.5) represents the case with one-PWM-period
feedback averaging and with the conventional scheduling of the control tasks. The
characteristic polynomial in the denominator of (7.5) comprises the factor RaTS/L.
There are four poles of the transfer function. At least one pair of poles is conjugate
complex pair. The dominant poles are real until the gain reaches RaTS/L ¼ 0.138.
With RaTS/L ¼ 0.138, the remaining pair of conjugate complex poles is at consid-
erably larger frequency, and it has a damping of 0.5. Stability limit of (7.5) is reached
for RaTS/L ¼ 0.68.

The pulse transfer function (7.8) represents the case with one-PWM-period
feedback averaging and with the advanced scheduling of the control tasks. Denom-
inator of (7.8) comprises the factor RaTS/L, and there are three poles of the transfer
function. All the poles are real until the gain reaches RaTS/L ¼ 0.223. Stability limit
of (7.8) is reached for RaTS/L ¼ 1.33.

Thus, the largest range of applicable active resistance gains is reached with the
case with one-PWM-period feedback averaging and with the advanced scheduling of
the control tasks.

Fig. 7.4 Equivalent load with the advanced scheduling and feedback averaging
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7.2 Design of Decoupling Controllers

With added active resistance feedback, the equivalent pulse transfer function of the
load changes and assumes the form WLRA(z), derived in the previous section. In
order to provide the decoupled operation of the current controller, and to avoid the
impact of the Ra gain on the input step response, it is necessary to apply the internal
model control approach and to design the current controller which provides the
decoupled step response unaffected by Ra gain. In Sect. 7.2.1, the decoupling current
controller is designed for the equivalent pulse transfer function of the load WLRA

developed in Sect. 7.1.1, with the conventional scheduling and the synchronous
center-pulse sampling. In Sect. 7.2.2, the decoupling current controller is designed
for the equivalent pulse transfer function of the load WLRA developed in Sect. 7.1.2,
with the conventional scheduling and the one-PWM-period averaging scheme. In
Sect. 7.2.3, the decoupling current controller is designed for the equivalent pulse
transfer function of the load WLRA developed in Sect. 7.1.3, with the advanced
scheduling and with one-PWM-period averaging.

7.2.1 Conventional Scheduling with Synchronous Sampling

For the current controller with the conventional scheduling and synchronous center-
pulse sampling, the equivalent pulse transfer function of the load is given in (7.3).
An attempt to invert the dynamics of the load and to multiply the resulting pulse
transfer function by the integrator αDz/(z � 1) results in (7.9). Attempted current
controllerWREGX(z) has a numerator of the third order and a denominator of the first
order. This implies prediction of two sampling intervals. Therefore, the practical
current controller is obtained by dividing WREGX(z) by z2 (7.10).

WREGX zð Þ ¼ 1
WLRA zð Þ �

αDz

z� 1
¼ αDL � z

TS
� z

2 � e2jωeTS � z � ejωeTS � e�β þ RaTS
L

z� 1
:

ð7:9Þ
WREG zð Þ ¼ αDz

WLRA zð Þ z� 1ð Þ

� 1
z2

¼ αDL

TS
� z

2 � e2jωeTS � z � ejωeTS � e�β þ RaTS
L

z � z� 1ð Þ : ð7:10Þ

The current controller of (7.10) is shown in Fig. 7.5. The closed-loop transfer
function, calculated from the block diagram of Fig. 7.6, is given in (7.11), while the
disturbance rejection pulse transfer function Ye(z) is given in (7.12).

188 7 Disturbance Rejection



WCL zð Þ ¼ ie zð Þ
i∗ zð Þ ee¼0

¼ WREG zð Þ �WLRA zð Þ
1þWREG zð Þ �WLRA zð Þ

���� ¼ αD
z2 � zþ αD

: ð7:11Þ

Ye zð Þ ¼ z � ej32ωeTSWLRA zð Þ
1þWLRA zð Þ �WREG zð Þ

¼ TS

L

z2 z� 1ð Þ � ej32ωeTS

z2 � zþ αDð Þ z2 � e2jωeTS � z � ejωeTS � e�β þ RaTS

L

� � :
ð7:12Þ

Fig. 7.5 Current controller of (7.10)

Fig. 7.6 Closed-loop current controller with conventional scheduling, with synchronous sampling,
with active resistance feedback, and with the current controller WREG of (7.10)
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7.2.2 Conventional Scheduling with Feedback Averaging

For the current controller with the conventional scheduling and with one-PWM-
period averaging, the equivalent pulse transfer function of the load is given in (7.5).
An attempt to invert the dynamics of the load and to multiply the resulting pulse
transfer function by the integrator αDz/(z � 1) results in (7.13). Attempted current
controller WREGX(z) has a numerator of the fourth order and a denominator of the
second order. This implies prediction of two sampling intervals. Therefore, the
practical current controller is obtained by dividing WREGX(z) by z2 (7.14).

WREGX zð Þ ¼ 1
WLRA zð Þ �

αDz

z� 1

¼ αDL

TS
�
z4 � e2jωeTS � z3 � ejωeTS � e�β þ z2 � RaTS

4L
þ z � RaTS

2L
þ RaTS

4L
z � z� 1ð Þ :

ð7:13Þ
WREG zð Þ ¼ 1

WLRA zð Þ �
αDz

z� 1
� 1
z2

¼ αDL

TS
�

z4 � e2jωeTS � z3 � ejωeTS � e�β þ z2 � RaTS

4L
þ z � RaTS

2L
þ RaTS

4L
z3 � z� 1ð Þ :

ð7:14Þ

The current controller of (7.14) is shown in Fig. 7.7. The closed-loop transfer
function, calculated from the block diagram of Fig. 7.8, is given in (7.15), while the
disturbance rejection pulse transfer function Ye(z) is given in (7.16).

WCL zð Þ ¼ ie zð Þ
i∗ zð Þ ee¼0

¼ WREG zð Þ �WLRA zð Þ
1þWREG zð Þ �WLRA zð Þ �WFB zð Þ

����
¼ 4αDz2

4z4 � 4z3 þ αDz2 þ 2αDzþ αD
:

ð7:15Þ

Disturbance pulse transfer function is

Ye zð Þ ¼ z � ej
3
2ωeTSWLRA zð Þ

1þWLRA zð Þ �WREG zð Þ �WFB zð Þ ¼
TS

L
4z6 z� 1ð Þ � ej

3
2ωeTS

f 1 zð Þ � f 2 zð Þ ,

ð7:16Þ
where

f 1 zð Þ ¼ 4z4 � 4z3 þ αDz2 þ 2αDzþ αD,

f 2 zð Þ ¼ z4 � e2jωeTS � z3 � ejωeTS � e�β þ z2 � RaTS

4L
þ z � RaTS

2L
þ RaTS

4L
:
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7.2.3 Advanced Scheduling with Feedback Averaging

For the current controller with the advanced scheduling and with one-PWM-period
averaging, the equivalent pulse transfer function of the load is given in (7.8). An
attempt to invert the dynamics of the load and to multiply the resulting pulse transfer
function by the integrator αDz/(z � 1) results in (7.17). Attempted current controller
WREGX(z) has a numerator of the third order and a denominator of the second order.
This implies prediction of one sampling interval. Therefore, the practical current
controller is obtained by dividing WREGX(z) by z (7.18).

Fig. 7.7 Current controller of (7.14)

Fig. 7.8 Closed-loop current controller with conventional scheduling, with one-PWM-period
feedback averaging, with active resistance feedback, and with the current controllerWREG of (7.14)
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WREGX zð Þ ¼ 1
WLRA zð Þ �

αDz

z� 1

¼ αDL

TS
�
z3ejωeTS þ z2

RaTS

4L
� β

� �
þ z

RaTS

2L
þ RaTS

4L
z � z� 1ð Þ :

ð7:17Þ

WREG zð Þ ¼ 1
WLRA zð Þ �

αDz

z� 1
� 1
z

¼ αDL

TS
�
z3ejωeTS þ z2

RaTS

4L
� β

� �
þ z

RaTS

2L
þ RaTS

4L
z2 � z� 1ð Þ :

ð7:18Þ

The current controller of (7.18) is shown in Fig. 7.9. The closed-loop transfer
function, calculated from the block diagram of Fig. 7.10, is given in (7.19), while the
disturbance rejection pulse transfer function Ye(z) is given in (7.20).

WCL zð Þ ¼ ie zð Þ
i∗ zð Þ ee¼0

¼
���� 4αDz2

4z3 þ αD � 4ð Þz2 þ 2αDzþ αD
: ð7:19Þ

Disturbance pulse transfer function is

Ye zð Þ ¼ ej
ωeTS

2 WLRA zð Þ
1þWLRA zð ÞWREG zð ÞWFB zð Þ ¼

TS

L

4z4 z� 1ð Þ � ejωeTS2

f 1 zð Þ � f 2 zð Þ , ð7:20Þ

where

f 1 zð Þ ¼ 4z3 þ αD � 4ð Þz2 þ 2αDzþ αD,

f 2 zð Þ ¼ z3ejωeTS þ z2
RaTS

4L
� β

� �
þ z

RaTS

2L
þ RaTS

4L
:

7.3 Disturbance Suppression in Synchronous Frame

In Sect. 7.2, the closed-loop transfer functions WCL(z) and the disturbance rejection
transfer functions were derived for the equivalent load WLRA is derived with the
conventional scheduling and the synchronous center-pulse sampling, for the equiv-
alent load WLRA is derived with the conventional scheduling and the one-PWM-
period averaging scheme, and for the equivalent load WLRA is derived with the
advanced scheduling with one-PWM-period averaging. The relevant closed-loop
transfer functions are the same as the ones obtained in Chaps. 5 and 6, for the
corresponding current controllers that do not use the active resistance feedback.
Thus, both the gain setting procedures and the analysis of the closed-loop perfor-
mances as regarding the input step response are already dealt with before. In this
section, the attention is focused on the disturbance rejection capability. Disturbance
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transfer function developed in (7.12), (7.16), and (7.20) are derived in d-q synchro-
nous coordinate frame. They provide the response of the output current ie(z) to the
changes of the voltage disturbance ee(z) in d-q frame. Disturbance rejection is
studied by exploring the impact of the active resistance gain Ra on the response in
time domain, as well as on the integral of the output current error. The outcome of
this study is the suggested parameter setting for the active resistance gain.

7.3.1 The Applicable Range of Ra Gains

The range of stable Ra gains is studied in Sect. 7.1.4. Larger values of Ra contribute
to an improved suppression of the voltage disturbances. In Table 7.1, the values of
the vector margin are given for the equivalent load pulse transfer functions (7.3),

Fig. 7.9 Current controller of (7.18)

Fig. 7.10 Closed-loop current controller with advanced scheduling, with one-PWM-period feed-
back averaging, with active resistance feedback, and with the current controller WREG of (7.18)
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(7.5), and (7.8), derived in Sects. 7.1.1, 7.1.2, and 7.1.3. When the vector margin
drops below 0.5, the dynamic response of the system is poorly damped and more
sensitive to parameter changes. In the case with conventional scheduling and with
the synchronous sampling, the vector margin remains above 0.5 of the gains RaTS/L
that do not exceed 0.4. In the case with conventional scheduling and with one-PWM-
period feedback averaging, synchronous sampling, the vector margin remains above
0.5 of the gains RaTS/L that do not exceed 0.2. In the case with advanced scheduling
and one-PWM-period feedback averaging, the vector margin remains above 0.5 of
the gains RaTS/L that do not exceed 0.5.

7.3.2 Simulation of the Dynamic Response

Dynamic response to the step voltage disturbance is simulated in Matlab. The Matlab
script used to generate the responses is given in Table 7.2. Simulation considers both
the impact of the d-axis disturbance to the d-axis current, as well as the impact of the
d-axis disturbance to the q-axis current.

In Table 7.2, the Matlab script derives the response of the current controller with
conventional scheduling and synchronous sampling. The remaining two cases are
simulated in a like manner, by introducing the appropriate expressions for the
numerator and denominator of Ye(z).

7.3.3 Dynamic Response

The output response to the step change of the voltage disturbance is obtained by
simulating the system with R ¼ 0.47 Ω, L ¼ 3.8 mH, TS ¼ 50 μs, for the output
frequency of fe ¼ 50 Hz, and for the gain of αD ¼ 0.3. The active resistance gain
(RaTS/L ) is changed from 0.1 up to 0.5.

In Fig. 7.11, the traces represent the disturbance rejection response obtained with
the equivalent pulse transfer function of (7.3), with conventional scheduling and
synchronous sampling. The gain RaTS/L is changed from 0.1 up to 0.5. The traces

Table 7.1 The vector margin for the equivalent load pulse transfer functions of (7.3), (7.5), and
(7.8)

Gain RaTS/L WLRA of (7.3) WLRA of (7.5) WLRA of (7.8)

0.1 0.8746 0.8086 0.8832

0.2 0.7619 0.6455 0.7838

0.3 0.6557 0.4968 0.6936

0.4 0.5541 0.3581 0.6100

0.5 0.4559 0.2273 0.5316

0.6 0.3606 0.1027 0.4574
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represent the response of the d-axis current to the voltage step disturbance of the unit
amplitude (1 V) in the d-axis. The gain can reach 0.5 without oscillations. The peak
of the output current error reaches 0.03, while duration of the error pulse is from six
to seven sampling periods. For the same system, the same gain setting, and the same
d-axis voltage disturbance, the traces of the q-axis current response are given in

Table 7.2 Matlab code which calculates dynamic response of the current controller to the step
change of the voltage disturbance in d-q frame

close all; Rs = 0.47; L = 0.0038; T = 0.00005;
b = exp(-Rs*T/L); we = 314; a = 0.3; ratl = 0.25;

% conventional scheduling syncronous sampling
figure; hold on; grid; 
for j = 1:5,
ratl = j/10;
num = T/L*exp(1i*1.5*we*T)*[1 -1 0 0];
den1 = [1 -1 a];
den2 = [exp(1i*2*we*T)-exp(1i*we*T)*b ratl];
den = conv(den1, den2);
rr = dstep(num,den,50);
stairs(real(rr)+j/25);
axis([0 50 0.03 0.23]) % d-disturbance
end
figure; hold on; grid; 

for j = 1:5,
ratl = j/10;
num = T/L*exp(1i*1.5*we*T)*[1-1 0 0];
den1 = [1-1 a];
den2 = [exp(1i*2*we*T) -exp(1i*we*T)*b ratl];
den = conv(den1, den2);
rr = dstep(num,den,50);
stairs(imag(rr)+j/25);
end % d-disturbance

% The gain changing from 
% RaTs/L = 0.1 up to 0.5
% Numerator of Ye

% Denominator of Ye

% d-response to 

% The gain changing from 
% RaTs/L = 0.1 up to 0.5
% Numerator of Ye 

% Denominator of Ye

% q-response to 

% Initialization of the system
% parameters  and gains

Fig. 7.11 Disturbance
rejection response obtained
with the equivalent pulse
transfer function of (7.3),
with conventional
scheduling and synchronous
sampling. The gain αD is set
to 0.3. The gain RaTS/L is
changed from 0.1 up to 0.5.
The traces represent the
response of the d-axis
current to the voltage step
disturbance of the unit
amplitude (1 V) in the d-axis
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Fig. 7.12. The peak of the output current error reaches 0.0025 with the gain of 0.1,
while the gain 0.5 contributes to significant oscillations.

The traces in Fig. 7.13 are obtained with the equivalent pulse transfer function of
(7.5), with conventional scheduling and with one-PWM-period feedback averaging.
The traces represent the response of the d-axis current to the voltage step disturbance
of the unit amplitude (1 V) in the d-axis. The peak value of the current error is 0.05,
while the duration of the current error pulse is from 12 to 16 sampling periods. For
the gains larger than 0.2, the waveforms include significant oscillations. For the same
system, the same gain setting, and the same d-axis voltage disturbance, the traces of
the q-axis current response are given in Fig. 7.14. The peak of the output current
error reaches 0.003, while the gains larger than 0.2 introduce oscillations.

The traces in Figs. 7.15 and 7.16 are obtained with the equivalent pulse transfer
function of (7.8), with advanced scheduling and with one-PWM-period feedback
averaging. The gain RaTS/L can reach 0.5 without oscillations. The d-axis current
error remains lower than 0.025, with a duration of up to six sampling intervals. In
Fig. 7.16, the q-axis waveforms have the peak values lower than 0.001. Considering
time-domain responses, the best disturbance rejection is obtained with the advanced
scheduling scheme and with one-PWM-period averaging.

7.4 Disturbance Suppression in Stationary Frame

Disturbance transfer functions (7.12), (7.16), and (7.20) define the response of the
load current ie in d-q frame to the voltage disturbance �ee in the same d-q frame. In
practical grid-side inverters, the voltage disturbances originate from the grid, and
they reside in the stationary α-β coordinate frame, as well as the response of the

Fig. 7.12 Disturbance
rejection response obtained
with the equivalent pulse
transfer function of (7.3),
with conventional
scheduling and synchronous
sampling. The gain αD is set
to 0.3. The gain RaTS/L is
changed from 0.1 up to 0.5.
The traces represent the
response of the q-axis
current to the voltage step
disturbance of the unit
amplitude (1 V) in the d-axis
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output currents to such disturbances. For this reason, it is of interest to obtain the
transfer function Ys ¼ is/(�es) that defines the output current response is in the
stationary frame to voltage disturbances in the stationary frame. The transfer func-
tions defined in d-q synchronous frame can be used to obtain the corresponding
transfer functions in the stationary frame, using the approach outlined in expressions
(4.29) and (4.30). Considering the stationary frame voltage disturbance at the
frequency ωx, and assuming that the synchronous d-q frame revolves at the speed
ωe, Y

s can be obtained from Ye,

Fig. 7.13 Disturbance
rejection response obtained
with the equivalent pulse
transfer function of (7.5),
with conventional
scheduling and with one-
PWM-period feedback
averaging. The gain αD is set
to 0.3. The gain RaTS/L is
changed from 0.1 up to 0.5.
The traces represent the
response of the d-axis
current to the voltage step
disturbance of the unit
amplitude (1 V) in the d-axis

Fig. 7.14 Disturbance
rejection response obtained
with the equivalent pulse
transfer function of (7.5),
with conventional
scheduling and with one-
PWM-period feedback
averaging. The gain αD is set
to 0.3. The gain RaTS/L is
changed from 0.1 up to 0.5.
The traces represent the
response of the q-axis
current to the voltage step
disturbance of the unit
amplitude (1 V) in the d-axis
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Y s zð Þ ¼ Y s ejωxTS
� � ¼ Ye ejωxTSe-jωeTS

� � ¼ Ye ej ωx�ωeð ÞTS

� �
: ð7:21Þ

Thus, when considering the stationary frame voltage disturbance at the frequency
ωx and with the amplitude Ux, the amplitude Ix of the load current response is
obtained as YsUx, where Y

s is obtained from Ye by replacing the frequency ωx by ωx -
ωe. The Matlab script that calculates the frequency characteristics of the pulse
transfer functions derived from (7.12), (7.16), and (7.20).

Fig. 7.15 Disturbance
rejection response obtained
with the equivalent pulse
transfer function of (7.8),
with advanced scheduling
and with one-PWM-period
feedback averaging. The
gain αD is set to 0.3. The
gain RaTS/L is changed from
0.1 up to 0.5. The traces
represent the response of the
d-axis current to the voltage
step disturbance of the unit
amplitude (1 V) in the d-axis

Fig. 7.16 Disturbance
rejection response obtained
with the equivalent pulse
transfer function of (7.8),
with advanced scheduling
and with one-PWM-period
feedback averaging. The
gain αD is set to 0.3. The
gain RaTS/L is changed from
0.1 up to 0.5. The traces
represent the response of the
q-axis current to the voltage
step disturbance of the unit
amplitude (1 V) in the d-axis
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7.4.1 The Frequency Characteristic of Ys with Ra ¼ 0

The frequency response of the pulse transfer functions Ys, developed from (7.12),
(7.16), and (7.20) in the case when the active resistance gain is set to zero, is given in
Fig. 7.17, with the gain αD which is set to 0.3 and with the remaining parameters of
the system defined in the first several lines of the script given in Table 7.3. The same
plot is given again in Fig. 7.18, with the horizontal axis adjusted so as to show the
disturbance rejection of the most important low order line harmonics.

In Fig. 7.18, the frequency characteristic is not symmetrical. Namely, the left part
of the plot, corresponding to negative frequencies, has larger values of Ys than the
right side of the plot, the one that corresponds to positive frequencies. Although it is
quite unusual to take into consideration the negative frequencies, it makes sense in
the context of the frequency characteristic in Fig. 7.18. In three-phase systems, the
low order line harmonics such as the fifth could create the vectors that revolve in
positive direction (direct-sequence fifth harmonic) or the vectors that revolve in
negative direction (inverse-sequence fifth harmonic). From Fig. 7.18, disturbance
rejection is better for direct-sequence line harmonics. For the direct-sequence fifth
and seventh harmonics, Ys remains below 0.04. On the other hand, the inverse-
sequence fifth harmonic encounters Ys � 0.055. From Fig. 7.18, one concludes that
the frequency characteristic of Ys remains roughly the same for all the three current
controllers that were considered within the script of Table 7.3. The values of Ys can
be reduced considerably by the use of Ra > 0, which is analyzed in the subsequent
section.

7.4.2 The Frequency Characteristic of Ys with Ra > 0

The frequency response of the pulse transfer functions Ys, developed from (7.12),
(7.16), and (7.20), is given in Figs. 7.19, 7.20, and 7.21. The gain αD is set to 0.3,
while the gain RaTS/L is changed within the range that guarantees the vector margin
larger than 0.5.

In Fig. 7.19, the values of Ys reach 0.05; in Fig. 7.20 they reach 0.18, while in
Fig. 7.21 the values of Ys reach 0.035. The best results are obtained with the system
with advanced scheduling with one-PWM-period feedback averaging, with the pulse
transfer function of (7.20) and with the frequency characteristic of Ys given in
Fig. 7.21. With the gain RaTS/L ¼ 0.5, the vector margin remains above 0.5, while
the maximum value of Ys remains below 0.025.

The proper interpretation of the results |Ys( jω)| < 0.025 needs an additional
discussion. Notice in Table 7.3 that the results in this section were obtained with
the system where the load inductance has the value of L ¼ 3.8 mH. At the line
frequency of fe ¼ 50 Hz, the corresponding reactance is ωeL ¼ 1.2 Ω. From the
discussion on the design of the LCL filters in Chap. 2, it is reasonable to assume that
the equivalent series reactance of the filter reaches 10% of the rated impedance.
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Fig. 7.17 Frequency
dependence of the
disturbance rejection
transfer function Ys in the
stationary frame, obtained
with Ra ¼ 0 from the pulse
transfer functions Ye is given
in (7.12), (7.16), and (7.20).
The gain is αD ¼ 0.3

Table 7.3 Matlab code which calculates the frequency characteristic of the disturbance transfer
function in the stationary coordinate frame

close all; clear all; Rs = 0.47; L = 0.0038; T = 0.00005; b = exp(-Rs*T/L); a = 0.3;
we = 314; % “we” is the speed of the d-q frame in [rad/s], 314 --> 50 Hz
for i = 1:4000, 
fff = i-2000; www = 2*pi*fff; ff(i)=fff;
zz(i) = exp(1i*T*(www-we));

end; 
% conventional scheduling syncronous sampling

figure; hold on; grid; 
for jj = 1:4,
ratl = jj/4*0.4;
num = T/L*(zz.^3 -zz.^2)*exp(1i*1.5*we*T);
den1 = (zz.*zz -zz +a);
den2 = zz.*zz*exp(1i*2*we*T) -exp(1i*we*T)*b*zz + ratl;
Y = num./den1./den2;  plot(ff,abs(Y)); 
end

% conventional scheduling with feedback averaging, calculate the transfer
% function according to the expression (7.16)

figure; hold on; grid; 
for jj = 1:4, 
ratl = jj/4*0.2; 
num = 4*T/L*exp(1i*1.5*we*T)*(zz.^6).*(zz-1);
den1 = 4*zz.^4 -4*zz.^3 +a*zz.^2 + 2*a*zz + a;
den2 = (zz.^4)*exp(1i*2*we*T)-exp(1i*we*T)*b*zz.^3+ratl/4*zz.^2+ratl/2*zz+ratl;
Y = num./den1./den2;  plot(ff,abs(Y)); 
end

% Advanced scheduling with feedback averaging, calculate the transfer
% function according to the expression (7.20)

figure; hold on; grid; 
for jj = 1:4, 
ratl = jj/4*0.5; 
num = 4*T/L*exp(1i*0.5*we*T)*(zz.^4).*(zz-1);
den1 = 4*zz.^4 + (a-4)*zz.^2 +2*a*zz + a;
den2 = (zz.^3)*exp(1i*we*T)+(ratl/4-b)*zz.^2 + ratl/2*zz +ratl/4;
Y = num./den1./den2;  plot(ff,abs(Y)); 
End

% -2000 Hz  <  fff  <  +2000 Hz  
% Calculate the frequency vector and zz,

% sweep the gains from 0.1 up to 0.4

% Calculate the pulse
%  t.f. according to (7.12)
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Thus, the rated impedance of the system considered within the script of Table 7.3 is
Zn ¼ 12 Ω, while the rated admittance is Yn ¼ 1/Zn ¼ 0.0833 S (Siemens).

The maximum value of Ys ¼ 0.025, reached at f ¼ 2000 Hz in Fig. 7.21,
corresponds to, roughly, 30% of the rated admittance. In practice, the voltage
disturbance at 2 kHz, having an amplitude equal to 5% of the rated voltage, would
provoke the current error at 2 kHz with an amplitude of 0.3�5% ¼ 1.5%. Other than
the disturbance rejection at 2 kHz, it is of interest to study the effectiveness of the
active resistance gain in suppressing the low order line harmonics. The point that
corresponds to the direct-sequence (that is, positive direction) fifth harmonic is
denoted by (A) in Fig. 7.21. Compared to the results in Figs. 7.17 and 7.18, the
admittance Ys for the fifth harmonic is considerably reduced. At the operating point
(A) in Fig. 7.21, the value of Ys is close to 0.006, which is roughly 7.2% of the rated

Fig. 7.18 The frequency
dependence of the previous
figure is plotted again, with
the frequency axis adjusted
to cover the most relevant
low order line harmonics

Fig. 7.19 Frequency
dependence of the
disturbance rejection
transfer function Ys in the
stationary frame. The
corresponding pulse transfer
function Ye is given in
(7.12), and it is obtained
with the conventional
scheduling and synchronous
sampling. The gain αD is set
to 0.3. The gain RaTS/L is
changed within the range
[0.1. . .0.4], where the vector
margin is larger than 0.5
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admittance. Thus, in cases where the line voltages have a direct-sequence fifth
harmonic equal to 5% of the rated voltage, the consequential output current has
the error at fifth harmonic which is lower than 0.36% of the rated current, the value
that can easily be tolerated in most of the cases.

7.5 Experimental Results

In this Chapter, the digital current controller uses the decoupling action with
relatively large gains αD, in order to achieve a high bandwidth input step response.
At the same time, the controller uses the active resistance feedback with significant

Fig. 7.20 Frequency
dependence of the
disturbance rejection
transfer function Ys in the
stationary frame. The
corresponding pulse transfer
function Ye is given in
(7.16), and it is obtained
with the conventional
scheduling and one-PWM-
period averaging. The gain
αD is set to 0.3. The gain
RaTS/L is changed within the
range [0.1. . .0.2], where the
vector margin is larger
than 0.5

Fig. 7.21 Frequency
dependence of the
disturbance rejection
transfer function Ys in the
stationary frame. The
corresponding pulse transfer
function Ye is given in
(7.20), and it is obtained
with the advanced
scheduling and one-PWM-
period averaging. The gain
αD is set to 0.3. The gain
RaTS/L is changed within the
range [0.1. . .0.5], where the
vector margin is larger
than 0.5
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values of the local RaTS/L gain, suited to suppress the impact of the voltage
disturbances on the output current. The imperfections of the systems include the
nonlinearity and the lockout time of the PWM voltage actuator, a finite resolution of
the feedback acquisition system, a finite computation delays, and the usual system
limitations such as the current limit, voltage limit, and the electromagnetic noise
introduced by the PWM power conversion. The interaction of large gains with the
system could be the source of undesired phenomena and performance degradation.
Therefore, it is necessary to confirm the previous findings, obtained by the analysis
and the computer simulation. This confirmation is performed experimentally, on the
setup which is described in Sect. 5.4.1, comprising the PWM inverters, the DSP
controller, and a brushless permanent magnet motor which is used as the load.

7.5.1 Parameters of the Experimental Setup

The key parameters of the experimental setup that is used in experimental verifica-
tion are given in Sect. 5.4.1. The experiments were performed by introducing the
step changes into the reference currents in d-q frame, and also by introducing forced
step changes into the voltage references, in order to emulate the voltage disturbance.
The waveforms contained in the subsequent plots represent the output currents in d-q
frame, stored into RAM memory of the DSP controller. Thus, all the signals are
obtained at the output of the feedback chain, and they correspond to iFB(z)¼WFB(z)�
ie(z). The sampling time TS is 50 μs, and the switching frequency is fPWM ¼ 10 kHz.
The load parameters are R ¼ 0.47 Ω and L ¼ 3.4 mH and the gain αD ¼ 0.3. The
current controller given in (7.18) and shown in Fig. 7.9 uses the advance scheduling
and the one-PWM-period feedback averaging. The active resistance gain (RaTS/L ) is
changed from 0.22, the value that results in real poles of the equivalent load, up to
0.54, the largest value that still keeps the vector margin above 0.5 (Table 7.1), while
some tests were performed even with RaTS/L approaching the stability limit of 1.33.

7.5.2 Input Step Response

The traces given in Fig. 7.22 correspond to the feedback signals iFB of the d-axis and
q-axis currents obtained during the input step response. The reference current for the
d-axis is maintained constant, while the reference current for the q-axis exhibits a
step change by 5 A. The experiment is performed with the current controller of
(7.18), shown in Fig. 7.9, applying the advanced scheduling and the one-PWM-
period feedback averaging. The output frequency is maintained at fe ¼ 150 Hz.
There are three pairs of id-iq current traces. One pair of traces is obtained with RaTS/
L ¼ 0. The other pair of traces is obtained with RaTS/L ¼ 0.22, the largest value
which results in real poles of the equivalent load WLRA. The third pair of traces is
obtained with RaTS/L ¼ 0.54, the largest gain that maintains the vector margin
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VM > 0.5. The experimental traces demonstrate that the step response remains
unchanged by the introduction of the active resistance gain. At the same time,
transient phenomena in the d-axis and q-axis remains decoupled. The character of
the input step response, the rise time, and the settling time do not seem to change
either.

The traces in Fig. 7.23 represent the step response of the q-axis current in cases
where the active resistance gain is increased up to the levels that are close to the
stability limit. The current controller is given in (7.18) and shown in Fig. 7.9. It
applies the advanced scheduling and the one-PWM-period feedback averaging. The
output frequency is fe ¼ 270 Hz, the q-axis current exhibits a step of 5 A, while the
gain RaTS/L changes from 0 to 0.54 (the vector margin VM > 0.5) and 1.21 (coming
close to the stability limit of WLRA, 1.33). The step response obtained with RaTS/
L ¼ 0.54 and with the vector margin VM > 0.5 (Table 7.1) remains the same as the
step response obtained without the active resistance feedback. As the gain RaTS/L
approaches the stability limit of 1.33, the step response acquires small, poorly
damped parasitic oscillations. Thus, the practicable values of the active resistance
gain RaTS/L are those that keep VM > 0.5.

7.5.3 Disturbance Rejection

The proper disturbance rejection test requires an introduction of the step change into
the line voltage or, in the case where the load is an electrical machine, the step
response into the back-electromotive force. Since the experimental setup is running
with a brushless dc motor as the load, there is no viable way to introduce the step
response into the actual back-electromotive force. Instead, the test was performed by
introducing an appropriate replacement for such a step. The voltage reference

Fig. 7.22 The input step
response with the current
controller of (7.18), shown
in Fig. 7.9, applying the
advanced scheduling and
the one-PWM-period
feedback averaging. The
output frequency is
fe ¼ 150 Hz, the q-axis
current exhibits a step of
5 A, while the gain RaTS/L
changes from 0 to 0.22 (real
poles ofWLRA) and 0.54 (the
vector margin VM > 0.5)
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provided by the current controller comes from the integrator, shown in the right-hand
side in Fig. 7.9. By changing the value stored within the integrator in a stepwise
manner, this advertent and forced step produces the effects equivalent to those
encountered the hypothetical step change of the back-electromotive force.

In Fig. 7.24, the traces correspond to the feedback signals that represent the
measured d-axis current and q-axis current. The test is performed with the current
controller of (7.18), shown in Fig. 7.9, applying the advanced scheduling and the
one-PWM-period feedback averaging. The output frequency is set to fe¼ 50 Hz. The
q-axis voltage, obtained at the output of the current controller, is changed in a
stepwise manner by 67 V. This change is effectuated by software, by forcing the
q-axis integrator within the current controller to change by the desired amount. The
gain RaTS/L is equal to zero. The transient current error does not decay over the time
span of hundreds of sampling intervals, and it reaches the peak value of 3.5 A. Along
with the q-axis transient, there is also a significant current error in d-axis.

The same test is repeated in Fig. 7.25 with a different value of the active resistance
gain. The gain RaTS/L is set to 0.22, the value which results in real poles of the
equivalent load pulse transfer functionWLRA. The transient current error reaches the
peak of roughly 2.2 A, while the transient ends in 15–20 sampling periods. Contem-
porary d-axis current error is an order of magnitude smaller than in the previous case.

Another test of the same kind is repeated in Fig. 7.26, with the gain RaTS/L set to
0.54, the value which results in the vector margin VM > 0.5. The peak of the current
error is reduced from 2.2 A down to 1.8 A, while the transient process ends in 12–15
sampling periods. Finally, the active resistance gain RaTS/L is increased up to 0.81 in
Fig. 7.27, which produces a further reduction of the peak current error down to
1.5 A. Yet, the experimental traces in Fig. 7.27 include significant poorly damped
oscillations. Thus, based on the experimental evidence, one concludes that the
practicable values of the active resistance gain remain limited to those that keep
the vector margin above VM > 0.5 (Table 7.1).

Fig. 7.23 The input step
response with the current
controller of (7.18), shown
in Fig. 7.9, applying the
advanced scheduling and
the one-PWM-period
feedback averaging. The
output frequency is
fe ¼ 270 Hz, the q-axis
current exhibits a step of
5 A, while the gain RaTS/L
changes from 0 to 0.54 (the
vector margin VM > 0.5)
and 1.21 (coming close to
the stability limit of WLRA,
1.33)
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7.6 Concluding Remarks

Analytical considerations and the experimental evidence presented in this chapter
demonstrate that the application of active resistance feedback in conjunction with the
error-free sampling provides an efficient means of suppressing the voltage distur-
bances. The one-PWM-period feedback averaging is of particular importance, since
relatively large active resistance gains amplify not only the feedback but also the
noise and the sampling errors. However, the feedback averaging introduces an
additional transport delay. In order to cope with undesired couplings and transport

Fig. 7.24 Disturbance step
response with the current
controller of (7.18), shown
in Fig. 7.9, applying the
advanced scheduling and
the one-PWM-period
feedback averaging. The
output frequency is
fe ¼ 50 Hz. The q-axis
voltage, obtained at the
output of the current
controller, changed by 67 V
by forcing the q-axis
integrator comprised within
the current controller. The
gain RaTS/L is equal to zero

Fig. 7.25 Disturbance step
response with the current
controller of (7.18), shown
in Fig. 7.9, applying the
advanced scheduling and
the one-PWM-period
feedback averaging. The
output frequency is
fe ¼ 50 Hz. The q-axis
voltage, obtained at the
output of the current
controller, is changed by
67 V by forcing the q-axis
integrator comprised within
the current controller. The
gain RaTS/L is equal to 0.22,
the value which results in
real poles of the equivalent
load pulse transfer function
WLRA
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delays, it is necessary to apply the concept of the internal model control and to design
the structure of the current controller which takes into account both the presence of
the active resistance feedback within the equivalent load and the transport delays
caused by the error-free feedback acquisition. The range of applicable active resis-
tance gains is studied in detail, and this analysis provides the practical recommen-
dation. The relative value of the active resistance gain can be set anywhere between
RaTS/L ¼ 0.22, the value which still provides real poles of the equivalent load
WLRA(z), and RaTS/L ¼ 0.54, the largest value that still provides the vector margin
VM > 0.5. The applicable range of the active resistance feedback values is confirmed
by simulations and experiments.

Fig. 7.26 Disturbance step
response with the current
controller of (7.18), shown
in Fig. 7.9, applying the
advanced scheduling and
the one-PWM-period
feedback averaging. The
output frequency is
fe ¼ 50 Hz. The q-axis
voltage, obtained at the
output of the current
controller, is changed by
67 V by forcing the q-axis
integrator comprised within
the current controller. The
gain RaTS/L is equal to 0.54,
the value which results in
the vector margin VM > 0.5

Fig. 7.27 Disturbance step
response with the current
controller of (7.18), shown
in Fig. 7.9, applying the
advanced scheduling and
the one-PWM-period
feedback averaging. The
output frequency is
fe ¼ 50 Hz. The q-axis
voltage, obtained at the
output of the current
controller, is changed by
67 V by forcing the q-axis
integrator comprised within
the current controller. The
gain RaTS/L is equal to 0.81
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The experimental traces confirm that the input step response of the controller does
not get affected by the active resistance feedback for all active resistance values up to
the one that would bring the equivalent load (that is, the load with the active
resistance feedback) close to the stability limit. The experiments confirm that the
active resistance feedback can be used in conjunction with error-free one-PWM-
period averaging while keeping the input step response decoupled while increasing
the disturbance suppression capability by an order of magnitude.

In Chap. 5, the effects of the step voltage disturbance are quantified by the
integral of the consequential output current error. In (5.21), this integral is expressed
as I ¼ Ed/αD/R, where Ed is the amplitude of the voltage step, αD is the gain of the
current controller, and R is the equivalent load resistance. In cases with the active
resistance feedback, the expression should read I ¼ Ed/αD/(R + Ra), where R is the
actual resistance of the load and Ra is the active resistance feedback. For the system
considered in Matlab script of Table 7.2 and used in experimental verification,
R ¼ 0.47 Ω, RaTS/L ¼ 0.54, L ¼ 0.038, and TS ¼ 50 μs. Thus, Ra ¼ 41 Ω. In
other words, the application of the active resistance feedback reduces the integral of
the output current error roughly Ra/R ¼ 87 times.

Question (7.1) Digital current control system with double update, center-pulse
sampling and conventional task scheduling has the load transfer function given in
expression (5.8). The sampling time is TS¼ 50 μs, the load inductance is L¼ 10 mH,
the angular frequency ωe is close to zero, while the factor exp (�β) is close to 1. It is
necessary to calculate the maximum stable value of the active resistance feedback Ra.

Answer (7.1) The load transfer function of the given system is introduced in
Chap. 5.

WL zð Þ ¼ ie zð Þ
ue zð Þ ee¼0

¼
���� TS

L

1
z � ejωeTS z � ejωeTS � e�βð Þ

With double update rate, center sampling, and the active resistance feedback, the
modified load pulse transfer function is

WLRA zð Þ ¼
TS

L

z � ejωeTS z � ejωeTS � e�βð Þ þ RaTS

L

�
TS

L

z z� 1ð Þ þ RaTS

L

Stability of the modified loadWLRA depends on the factor RaTS/L. The maximum
value of RaTS/L is 1; any larger value introduces instability. Thus, the maximum
value of Ra is L/TS ¼ 200.
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Question (7.2) Digital current control system of Question 7.1 has one-PWM-period
feedback averaging. It is necessary to calculate the maximum stable value of the
active resistance feedback Ra.

Answer (7.2) The feedback averaging introduces the pulse transfer function WFB

into the feedback path.

WFB zð Þ ¼ iFB zð Þ
i zð Þ ¼ z2 þ 2 � zþ 1

4 � z2

Modified pulse transfer function is given in

WLRA zð Þ ¼
TS
L

z � ejωeTS z � ejωeTS � e�βð Þ þ RaTS
L � z2þ2zþ1

4z2

�
TS
L z2

z3 z� 1ð Þ þ RaTS
4L � z2 þ 2zþ 1ð Þ :

Characteristic polynomial f(z) is given in

f zð Þ ¼ z4 � z3 þ RaTS

4L
z2 þ RaTS

2L
zþ RaTS

4L
:

Stability can be tested by using Matlab and performing the search by means of the
scripts similar to those proposed in Chap. 6, Questions 6.1, 6.2, 6.3, 6.4, 6.5, 6.6, and
6.7. The roots of the polynomial f(z) are stable until the factor RaTS/4/L reaches the
value of 0.1705. Thus, the maximum value of the feedback gain is Ra ¼ 0.1705�4L/
TS ¼ 136.

Question (7.3) Digital current control system of Question 7.1 has one-PWM-period
feedback averaging, and it uses the advanced scheduling scheme of Chap. 6, which
reduces the transport delays. It is necessary to calculate the maximum stable value of
the active resistance feedback Ra.

Answer (7.3) With the advanced scheduling, the pulse transfer function of the load
is given in (6.8).

WL1 zð Þ ¼ ie zð Þ
ue zð Þ ee¼0

¼
���� TS

L

1
z � ejωeTS � e�β

:

The feedback averaging introduces the pulse transfer function WFB into the
feedback path,

WFB zð Þ ¼ iFB zð Þ
i zð Þ ¼ z2 þ 2 � zþ 1

4 � z2

Thus, the modified pulse transfer function is given by
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WLRA zð Þ ¼ WL1 zð Þ
1þ RaWFB zð ÞWL1 zð Þ

¼
TS

L

1
z � ejωeTS � e�β

1þ
z2 þ 2 � zþ 1

4 � z2 � RaTS

L

1
z � ejωeTS � e�β

With the angular frequency, ωe is close to zero and with the factor exp (�β) close
to 1,

WLRA zð Þ ¼
TS

L
z2

z3�z2þ z2þ2�zþ1ð Þ�
RaTS

4L

¼ TS

L
� z2

z3 þ �1þ RaTS

4L

� �
z2 þ z

RaTS

2L
þ RaTS

4L

Stability can be tested by performing the search by means of Matlab scripts
similar to those in Questions 6.1, 6.2, 6.3, 6.4, 6.5, 6.6, and 6.7. The roots of the
polynomial f(z) are stable until the factor RaTS/4/L reaches the value of 0.333. Thus,
the maximum value of the feedback gain is Ra ¼ 0.333 4L/TS ¼ 267.
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Chapter 8
Synchronization and Control

The grids for transmission and distribution of electric energy have an ever-increasing
share of static power converters. They include the source-side converters, the bus
converters, and the load-side converters. Typical source-side converters are the
inverters that collect the electric energy from the wind power plants or solar power
plants, convert the energy into a set of three-phase voltages and currents, and inject
the active and reactive power into the three-phase ac grid. The bus power converters
are used for connections between the grids of different voltage levels, and they can
be either ac/ac, dc/dc, or ac/dc. In a way, the bus converters tend to replace the
traditional line-frequency power transformers. The load-side power converters are
used as the power interface between the grid and the load. They convert the grid
voltages and adjust the load voltages to suit the needs of the electric power appli-
cation. With the advent of local accumulation and considering the regeneration
needs of electrical drives, most load-side converters have to be bidirectional, capable
of supplying electric energy into the grid during brief intervals of time. Therefore,
the basic functionality of all the grid-side converters is similar. When interfacing the
ac grids, the grid-side power converter has to provide the voltages and inject the
currents that are in synchronism with the grid voltages. Therefore, it is necessary to
provide the means for detecting the frequency and the phase of the grid ac voltages.
Most common device in use is the phase-locked loop (PLL), often used in radio
circuits.

Dynamic properties of the grid-synchronization device have a significant impact
on the response of the grid-side converter power to the grid transients. Over the past
century, the ac grid resources, controls, and protections have been designed for the
power system where all the sources are synchronous generators. With the present
infrastructure, the power response of the grid-side converter to the grid transients
should, ideally, resemble the response of a typical synchronous generator. An
increased share of grid-side power converters with different dynamic properties
could have an adverse effect on the grid operation and stability. Therefore, it is of
interest to study the grid-synchronization devices and to find the way to make their
dynamic properties closer to those of the synchronous generators.
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8.1 Phase-Locked Loop

The phase-locked loop (PLL) is often used in radio circuits and other applications to
detect the frequency and phase of the incoming signal and/or to generate the ac
signal with the same frequency and with the desired phase shift with respect to the
incoming signal. The basic structure of the PLL is given in Fig. 8.1.

In Fig. 8.1, it is assumed that the input signal uL represents a sinusoidal signal of
the frequency ωL or that the sinusoidal signal represents a significant component of
the input signal. The main objective of the structure in Fig. 8.1 is generation of the
output signal uPLL, a sinusoidal signal with the same frequency and phase as the
input signal uL. The input signal uL and the output of the waveform generator uPLL
are brought to the phase detector PD, which generates the signal Δφ, proportional to
the phase displacement between uL and uPLL. The next block in the chain is the PLL
controller. It has the transfer functionWPLL, and it is most frequently designed as a PI
controller. The PLL controller generates the voltage command u*F which is brought
to the voltage-controlled oscillator (VCO). The VCO generates the output at the
frequency which is proportional to the analogue input signal; therefore,
ωPLL ¼ kVCO ∙ u*F. The phase of that signal is designated by φPLL, and it is obtained
by passing the frequency ωPLL through an integrator. In Fig. 8.1, the waveform
generator creates an ac signal at the frequency ωPLL and with the phase equal to
φPLL + φ*. The phase reference φ* can be inserted in order to control and alter the
phase shift of uPLL with respect to the phase of the input signal uL. In further
considerations, it is assumed that the phase reference φ* is equal to zero and that
the circuit of Fig. 8.1 reaches the steady state when the phases of the signals uL and
uPLL are equal.

Static and dynamic characteristics of the PLL circuit of Fig. 8.1 depend on the
properties of the phase detector, on the gains used withinWPLL, and on the VCO gain
kVCO.

Fig. 8.1 Basic structure of the phase-locked loop (PLL)
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8.1.1 The Phase Detector with a Multiplier

The purpose of the phase detector is to provide the output signal which is propor-
tional to the phase shift between the input signal uL and the output of the waveform
generator uPLL. Assuming that the input signal is a sinusoidal waveform of the
amplitude UL, of the frequency ωL, and with the phase-shift φL and that the
waveform generator of Fig. 8.1 produces the signal uPLL as a cosine function of
the amplitude UPLL, of the frequency ωPLL, and with the phase-shift φPLL, the two
signals can be written as

uL tð Þ ¼ UL � sin ωLt þ φLð Þ,
uPLL tð Þ ¼ UPLL � cos ωPLLt þ φPLLð Þ: ð8:1Þ

There are several ways to design the phase detection circuit. One of them relies on
the analogue multiplier which generates the product uL ∙ uPLL filters out the high-
frequency component of the outcome and uses the average value, which is used as an
indication of the phase difference. The product uL ∙ uPLL is given in (8.2).

uL tð Þ � uPLL tð Þ ¼ UL � UPLL � sin ωLt þ φLð Þ � cos ωPLLt þ φPLLð Þ ¼
¼ UL � UPLL

2
sin ωLt þ φL � ωPLLt � φPLLð Þ þ sin ωLt þ φL þ ωPLLt þ φPLLð Þ½ �

ð8:2Þ
Assuming that the two signals are already locked (ωL ¼ ωPLL) or that their

frequencies are close, the signal sin(ωLt þ φL + ωPLL + φPLL) changes at frequency
two times larger than the input frequency, and it has an average value of zero. The
phase detector based on the multiplication of the two input signals has a low-pass
filter which removes the signal at the frequency 2ωL. The cutoff frequency of such
filter is considerably larger than the desired bandwidth of the PLL. Therefore, such
low-pass filter is disregarded both in Fig. 8.1 and in further considerations.

By removing the fast-changing ac component from (8.2), what remains is the
signal sin(ωLt þ φL � ωPLL � φPLL). In cases where the two signals are already
locked (ωL ¼ ωPLL), the output of demodulator remains proportional to sin
(φL � φPLL). For small values of Δφ ¼ φL � φPLL, detected signal is proportional
to Δφ. Thus, the PLL controller WPLL can change the VCO input voltage in the way
that changes the PLL frequency and drives the output phase φPLL toward φL. In
transient conditions where ωL 6¼ ωPLL, the phase detector provides the output signal
which exhibits slow changes at the frequency Δω ¼ ωL � ωPLL. In cases where the
difference Δω is sufficiently low, the slow changing signal passes through the
low-pass elements of the closed-loop system of Fig. 8.1, it affects the VCO and
brings the PLL frequency ωPLL to ωL, the PLL locks to the input signal, and the
system enters the steady-state conditions. The largest value of |Δω| that still permits
the PLL to lock to the input signal depends on the gains of VCO and WPLL.
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8.1.2 Phase Detector with XOR Function

The phase detection based on the analogue multiplier provides the output which is
not a linear but a sine function of the phase error. At the same time, the analogue
multiplier is a nonconventional part, difficult to implement, unless the input signals
uL and uPLL are fast-sampled and brought into the digital signal processor, where all
further processing is performed in digital, discrete-time domain. Another way of
implementing the phase detection circuit is the use of the exclusive-OR logical
function, illustrated in Fig. 8.2.

In Fig. 8.2, the logical signals x1 and x2 represent the sign of the input signal uL
and the signal uPLL. The trace shown at the bottom of Fig. 8.2 represents the
exclusive OR function of x1 and x2. The dwell time of the positive pulses of x1

L
x2 corresponds to the phase error. When the output of the exclusive-OR gate gets
passed through the low-pass filter, the pulsating components are removed, leaving
only the average value. From Fig. 8.2, the average value of x1

L
x2 is a linear

function of the phase error Δφ.

8.1.3 The Phase Detector Based on the d-Axis Voltage

In grid-side converters, the phase-locked loop is used to synchronize the d-q frame to
the line voltages. In symmetrical three-phase systems, the line voltage can be
represented by the revolving vector with an amplitude that corresponds to the line-

Fig. 8.2 Phase detection based on the exclusive OR function
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voltage amplitude, with the frequency that corresponds to the line frequency, and
with the spatial orientation determined by the phase of the line voltages. If the d-q
frame revolves in synchronism (i.e., with the same revolving speed) with the line-
voltage vector, while at the same time the q-axis maintains the same spatial orien-
tation as the line-voltage vector (i.e., the voltage vector and the q-axis remain
collinear), then the q-axis current of the grid-side converter controls the active
power, while the d-axis power controls the reactive power (Fig. 8.3).

The use of the synchronous d-q frame in grid-side converters can be advanta-
geously used to implement a simple and effective phase detector.

In Fig. 8.3, it is assumed that the phase of the line voltage is obtained from the
PLL and that the angle φPLL corresponds to the phase of the line voltage φL. In such
case, the projection of the line-voltage vector (Fig. 8.3) on the d-axis of the
synchronous frame is equal to zero. Thus, coordinate transformation of the line
voltages into the d-q frame would result in ud ¼ 0. In cases where the line voltage
vector drifts away from the q-axis in a positive, counterclockwise direction, projec-
tion of the line voltage on the d-axis becomes negative (Fig. 8.4).

The d-q frame of Fig. 8.4 is synchronized to the line voltage by the phase-locked
loop, namely, the position of the q-axis is determined by the PLL output angle φPLL.
Thus, if the line voltage advances by Δφ¼ φL � φPLL, the line voltage vector would
lead ahead of the q-axis by the phase error Δφ. Thus, once the line voltages are
sampled and transformed into the d-q frame, the d-axis component of the line voltage
assumes a nonzero value, proportional to �sin(Δφ). Therefore, the d-axis compo-
nent of the line voltage obtained from a PLL-synchronized d-q frame can be used as
an indicator of the phase error. In the prescribed manner, the phase detection is
implemented without an additional effort (Fig. 8.5).

Fig. 8.3 Synchronization
of the d-q frame to the line
voltage. The q-axis current
controls the active power,
while the d-axis current
controls the reactive power
injected from the grid-side
converter into the grid
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8.1.4 The Closed-Loop Operation of the PLL

It is of interest to obtain the closed-loop transfer function of the phase-locked loop of
Fig. 8.1. For this reason, it is necessary to analyze the elements of the closed-loop
system and to derive the corresponding transfer functions. The phase detector
receives the signals uL and uPLL, and it derives the output signal which is propor-
tional to the phase differenceΔφ¼ φL� φPLL, namely, it outputs the signal kPD ∙Δφ.
Assuming that the PLL controller WPLL has the proportional gain kP and the integral
gain ki, the output of the PLL controller is given by

u∗F sð Þ ¼ kPD � kP þ ki
s

� �
� Δφ sð Þ ð8:3Þ

Fig. 8.4 The phase error
Δφ places the vector of the
line voltage ahead of the
q-axis. The d-q frame is
synchronized by using the
PLL angle φPLL. Due to the
phase error, the line voltage
projection on d-axis
assumes a nonzero value
proportional to the sine of
the phase error

Fig. 8.5 The phase detector within the phase-locked loop can be replaced by relying on the d-axis
component of the line voltage, obtained in the d-q frame that is synchronized by using the PLL
angle φPLL. The line voltage projection on d-axis assumes a nonzero value proportional to the sine
of the phase error

216 8 Synchronization and Control



The signal u*F is brought to the voltage-controlled oscillator, which provides the
sinusoidal output at the frequency ωPLL ¼ kVCO ∙ u*F. The waveform generator of
Fig. 8.1 provides the signal uPLL. The phase φPLL of the signal uPLL is defined by

φPLL sð Þ ¼ kVCO
s

� u∗F sð Þ ¼ kVCO
s

� kPD � kP þ ki
s

� �
� Δφ sð Þ ð8:4Þ

The phase of the input signal uL can be treated as the input to the PLL loop, while
the phase φPLL of the output signal uPLL can be treated as the output. Thus, the block
diagram of Fig. 8.1 can be simplified and shown in Fig. 8.6.

The system of Fig. 8.6 has the open-loop gain equal to

WOG sð Þ ¼ φPLL sð Þ
Δφ sð Þ ¼ s � kPkPDkVCO þ kikPDkVCO

s2
� ð8:5Þ

The closed-loop transfer function WCL(s) is equal to φPLL(s)/φL(s), and it is
obtained from WOG(s)/(1þ WOG(s)):

WCL sð Þ ¼ φPLL sð Þ
φL sð Þ ¼ s � kPkPDkVCO þ kikPDkVCO

s2 þ s � kPkPDkVCO þ kikPDkVCO
� ð8:6Þ

Assuming that the input phase exhibits a step change, it is represented by
φL(s) ¼ J/s. It this case, the output phase is represented as

φPLL sð Þ ¼ J

s
� s � kPkPDkVCO þ kikPDkVCO
s2 þ s � kPkPDkVCO þ kikPDkVCO

� ð8:7Þ

In steady state, the output position φPLL reaches the input step φL ¼ J without an
error:

φPLL 1ð Þ¼ lim
s!0

s � φPLL sð Þð Þ
¼ s � Js � s�kPkPDkVCOþkikPDkVCO

s2þs�kPkPDkVCOþkikPDkVCO

� �
s¼0

¼ J� ð8:8Þ

Dynamic response of the PLL is defined by the closed-loop poles. With the
assumption that the PLL has one pair of conjugate complex poles, the characteristic

Fig. 8.6 Simplified block diagram of the PLL
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polynomial in the denominator of (8.6) can be expressed as f(s) ¼ s2

þ 2 ∙ ξ ∙ ωn ∙ s + ωn
2, where ωn is the natural frequency of the closed-loop poles

and ξ is the damping of the poles. With ξ < 0.5, the step response has an oscillatory
character, while ξ > 1 provides an aperiodic response. Thus, the use of the PLL
controller with kP > 0 is required in order to suppress undamped oscillations that
would appear otherwise. The natural frequency determines the closed-loop band-
width of the phase-locked loop. With ξ ¼ 0.707, the closed-loop bandwidth
fBW(�3 dB) corresponds to the natural frequency of the closed-loop poles. With
the natural frequency determined byωn

2¼ ki ∙ kPD ∙ kVCO, the closed-loop bandwidth
of the loop is defined by the integral gain ki. In most cases, the phase-locked loops
that are used in grid-side inverters have the closed-loop bandwidth from 1 Hz up to
10 Hz.

8.2 Dynamic Response of Grid-Side Converters

The number of power sources and loads that are connected to the ac grid by means of
electronically controlled grid-side converters keeps increasing in number and also in
their share of the total installed power. Therefore, dynamic response of grid-side
converters becomes ever more important. The ac grid and its control and protection
mechanisms have been designed for the use in conjunction with traditional three-
phase, wound-field synchronous generators. For this reason, all the while the ac grids
are maintaining the present control concepts, it is of interest to introduce the control
means into the grid-side converters that would bring their dynamic properties closer
to those of the synchronous generators.

Most grid-side converters use PLL synchronization, and they incorporate the
voltage, current, and power controllers capable of maintaining the desired active
power in the presence of all the usual grid-side disturbances. Typical grid-side
disturbances include the changes in the line voltage amplitude and the changes in
the line voltage phase and frequency. Thus, it is of interest to study the response of
the conventional synchronous machines and traditional loads to the voltage-
amplitude and voltage-phase disturbances that originate from the grid. It is also of
interest to study the response of PLL-synchronized, electronically controlled grid-
side inverters to the same set of disturbances and to devise the control means to bring
the later responses closer to those of conventional sources and loads.

8.2.1 Dynamic Response of Conventional Generators

Conventional synchronous machines comprise the three-phase stator winding, the
excitation winding on the rotor, and the damping winding on the rotor. In large turbo
generators, dynamic processes within the damping winding decay in 0.02 � 0.05 s,
and they determine the subtransient phenomena of the generator transients. Dynamic
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processes within the excitation winding decay in 0.4 � 0.9 s, and they define the
transient phenomena. Both processes have considerable impact on the generator
capability to supply the fault currents in the case of the short circuit, and they largely
affect the change and the envelope of the short circuit currents. For this reason,
subtransient and transient phenomena have the key role in designing and tuning the
ac grid protection mechanisms. The capability of grid-side converters to emulate the
short circuit behavior of synchronous generators is limited by the current capacity of
semiconductor power switches, and it is not in focus of the discussion within this
section.

In the course of the subsequent analysis, the processes in the damper windings are
neglected, and it is assumed that the excitation current IEXC is constant. Thus, the
rotor flux that encircles the stator winding is also constant and equal to
ΨRm ¼ Lm ∙ IEXC. In steady state, the rotor speed Ωm is equal to the synchronous
speed Ωe. The frequency of grid-connected generator stator currents is equal to the
line-frequency ωL. In synchronous generator with p pole pairs, the synchronous
speed is equal to Ωe ¼ ωL/p, and it determines the speed of rotation of the stator
magnetic field. In steady state, Ωm ¼ Ωe ¼ ωL/p. Large turbo generators are mostly
two-pole machines with p ¼ 1, Ωe ¼ ωL, and Ωm ¼ ωm, which is the assumption
considered in all further discussions. The objective of the subsequent developments
is deriving of simple-to-use expressions that reflect the dynamic response of the
synchronous generator active power to the changes of the grid voltage amplitude and
phase.

Synchronous generators are often modeled in synchronously rotating d-q coor-
dinate frame where d-axis is collinear with the excitation flux. Therefore, d-q frame
revolves at the rotor speed Ωm. For isotropic synchronous machine (the ones where
the magnetic circuit maintains the same magnetic resistance in all directions, and
where Ls ¼ Ld ¼ Lq), the voltage balance equations of the stator windings in d-q
frame are

ud ¼ Rsid þ Ls
did
dt

� ωmLsiq,

uq ¼ Rsiq þ Ls
diq
dt

þ ωmLsid þ ωmψRm,
ð8:9Þ

where Ls is the synchronous inductance of the stator winding, Rs is the resistance of
the stator windings, ωm is the revolving speed of the rotor, ud and uq are the
projections of the stator voltage vector on the axes of the rotor-locked d-q frame,
and id and iq are the projections of the stator currents on the same axes.

The considered synchronous generator is connected to the ac grid, and the stator
voltages ud and uq represent the grid voltages at the connection point. The stator
currents id and iq are intended as the currents which circulate from the grid into the
stator winding. The processes in the damping, excitation, and the stator windings are
relatively fast, and they quickly decay into the steady state. Therefore, the voltage
balance equation (8.9) can be simplified by removing the derivatives of the stator
currents:
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ud ¼ Rsid � ωmLsiq
uq ¼ Rsiq þ ωmLsid þ ωmψRm:

ð8:10Þ

The stator currents and voltages can be represented by complex numbers
us ¼ ud þ juq and is ¼ id þ jiq. By multiplying the second equation in (8.10) by
j and adding the result to the first equation, one obtains

us ¼ Rsis þ jωmLsis þ jωmψRm: ð8:11Þ
The voltage balance equation (8.11) can be represented by the phasor diagram

shown in Fig. 8.8, where the electromotive force E0 ¼ jωmΨRm is collinear with the
q-axis while the line voltage us lags by the angle δ > 0.

The active and reactive power injected into the grid can be obtained from the
stator voltages and currents. In order to obtain the stator currents, it is necessary to
solve eq. (8.11). Since the stator voltage lags with respect to E0 by δ, the stator
voltage components can be expressed as ud ¼ US sin(δ) and uq ¼ US cos(δ), where
US is the amplitude of the line voltage. Therefore,

uS ¼US sin δþ jUS cos δ,

iS ¼
uS � E0

jLsωm
¼ US sin δþ jUS cos δ� jωmψRm

jLsωm
¼

¼US cos δ� ωmψRm

Lsωm
� j

US sin δ
Lsωm

ð8:12Þ

The power injected from the synchronous generator into the grid is obtained as

Fig. 8.7 Synchronous machine represented in d-q coordinate frame
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SG ¼ �3 � uS�i∗S ¼ PG þ jQG ¼
¼ 3 � US ωmψRmð Þ

LSωm
sin δð Þ þ j � 3 � US ωmψRm cos δð Þ � USð Þ

LSωm
:

ð8:13Þ

It is of interest to analyze the change of the power PG in cases where the grid
voltage exhibits changes in amplitude and phase. Assuming that the voltage ampli-
tude increases from US0 to US0 þ ΔU, while the phase shift of the grid voltage
relative to the rotor remains constant, the power supplied from the generator changes
to

PG ¼ 3 � US0 þ ΔUð Þ ωmψRmð Þ
LSωm

sin δð Þ,

) dPG

dUS
¼ 3 � ωmψRmð Þ

LSωm
sin δð Þ ¼ PG

US
:

ð8:14Þ

In cases where the phase shift of the grid voltages changes from the initial φL0 to
φL0 þ Δφ, while, at the same time, the rotor speed remains unaltered, the angle δ
would change from the initial δ0 to δ0 � Δφ, and this change would affect the power
PG supplied to the grid:

PG ¼ 3 � US ωmψRmð Þ
LSωm

sin δ0 � Δφð Þ ¼ Pm sin δ0 � Δφð Þ,

) dPG

d Δφð Þ ¼ �3 � US ωmψRmð Þ
LSωm

cos δ0 � Δφð Þ ¼ �Pm cos δ0 � Δφð Þ:
ð8:15Þ

Fig. 8.8 Phasor diagram of
the synchronous machine
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From (8.14), it is visible that the generator power increases with the rise and
decreases with the fall of the grid voltage amplitude. At the same time, expression
(8.15) provides the evidence that the generator power decreases with the advance of
the grid-voltage phase shift.

Expression (8.15) is obtained under assumption that the rotor speed remains
unaltered during the phase-shift transient. The change of the angle δ to δ0 � Δφ
changes the generator power and the electromagnetic torque. In turn, the torque
change affects the rotor speed, thus invalidating the original assumption, which
could hold only in cases with infinitely large rotor inertia. In order to calculate the
power transient accurately, it is necessary to take into account the differential
equation which describes the changes of the rotor speed:

J � dωm

dt
¼ TT � Tem ¼ TT � PG

ωm
� Tem0 � PG

ωL
: ð8:16Þ

In (8.16), J is the equivalent inertia of the rotor, the steam (water) turbine, and the
relevant shafts and couplings. The moving torque TT is provided from the turbine.
For the purposes of this discussion, it can be considered constant and equal to the
steady-state value of the electromagnetic torque Tem¼ Tem0¼ PG0/ωm. In (8.16), the
friction and other minor motion resistances are neglected, which is a quite reasonable
assumption with large synchronous generators.

From (8.15), the power PG can be expressed as Pm sin(δ), where Pm is the
maximum power, obtained with δ ¼ π/2. In Fig. 8.8, position of d-axis is equal to
θm, and the angle δ is equal to

δ ¼ θm þ π

2
� φL ð8:17Þ

It is of interest to study the changes ΔPG of the generator power caused by small
changes of the grid-voltage phase ΔφL. With corresponding change of the rotor
position Δθm, the angle δ changes to δ ¼ δ0 þ Δδ. From (8.17), Δδ ¼ Δθm � ΔφL.
For small disturbances, δ0 >> Δδ, and the change of the generator power can be
expressed as

ΔPG ¼ Pm cos δ0ð Þ � Δδ ¼ Pm cos δ0ð Þ � Δθm � ΔφLð Þ: ð8:18Þ
From (8.16),

ωL � J � d
2

dt2
Δθmð Þ ¼ �ΔPG ¼ �Pm cos δ0ð Þ � Δθm � ΔφLð Þ: ð8:19Þ

By means of the Laplace transformation, differential equation (8.19) can be
converted into s-domain and solved for Δθm:
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ωL � J � s2Δθm sð Þ ¼ Pm cos δ0ð Þ � ΔφL sð Þ � Pm cos δ0ð Þ � Δθm sð Þ,
Δθm sð Þ ¼ Pm cos δ0ð Þ

ωL � J � s2 þ Pm cos δ0ð Þ � ΔφL sð Þ: ð8:20Þ

Introducing the result (8.20) into (8.18), one obtains the response of the
synchronous-generator power ΔPG to the changes of the grid-voltage phase ΔφL:

ΔPG ¼ Pm cos δ0ð Þ � Δθm sð Þ � ΔφL sð Þ½ � ¼
¼ Pm cos δ0ð Þ � Pm cos δ0ð Þ

ωL � J � s2 þ Pm cos δ0ð Þ � 1

� �
� ΔφL sð Þ ¼

¼ �ωL � J � s2 � Pm cos δ0ð Þ
ωL � J � s2 þ Pm cos δ0ð Þ � ΔφL sð Þ:

ð8:21Þ

The frequency that characterizes the response of the generator power to the grid
disturbances is obtained from the characteristic polynomial in the denominator of
(8.21):

f sð Þ ¼ ωL � J � s2 þ Pm cos δ0ð Þ,
p1=2 ¼ �j �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pm cos δ0ð Þ

ωL � J

r
:

ð8:22Þ

Inertia constant H ¼ (J ωL
2/2)/Snom of large turbo generators ranges from 4 up to

8 MW ∙ s/MVA. Assuming that the factor Pm cos(δ0) is close to the rated power Snom,
the frequency of the poles p1/2 of (8.22) ranges from 0.7 Hz up to 1 Hz.

The response of ΔPG to the phase disturbance is determined by the transfer
function �s2/(s2 + p2), while the response to the frequency disturbance depends on
�s/(s2 + p2). The characteristic polynomial of (8.22) does not imply any damping.
Namely, the response of (8.21) is poorly damped, and the grid transients would
cause oscillations that would not decay. In practical synchronous machines, the
response of ΔPG to the grid disturbances are suppressed by the damper winding, the
rotor winding that resembles the short circuited cage winding of induction machines.

8.2.2 The Impact of the Damper Winding

In addition to the three-phase stator winding and the excitation winding, the syn-
chronous generators also have the damping winding on the rotor, introduced with the
aim to suppress the oscillations introduced by the conjugate complex poles of (8.22).
The damper winding resembles the squirrel cage in induction machine, and it
generates an additional component of the electromagnetic torque, proportional to
the slip, namely, to the relative speed of the stator voltages and currents with respect
to the rotor. With damper winding, Eq. (8.16) changes into (8.23). The first deriv-
ative of φL � θm represents the slip, while the coefficient kDW depends on the
characteristics of the damper winding.
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J � dωm

dt
¼ Tem0 � Pm

ωL
sin δð Þ þ kDW

ωL

d φL � θmð Þ
dt

: ð8:23Þ

By considering the small, incremental changes of all the angles, and by
transforming Eq. (8.23) in s-domain, it is possible to provide the expression for
Δθm in terms of ΔφL:

ωL � J � s2Δθm sð Þ ¼ Pm cos δ0ð Þ � ΔφL sð Þ
�Pm cos δ0ð Þ � Δθm sð Þ þ kDW � s � ΔφL sð Þ � kDW � s � Δθm sð Þ: ð8:24Þ

Δθm sð Þ ¼ Pm cos δ0ð Þ þ kDW � s
ωL � J � s2 þ kDW � sþ Pm cos δ0ð Þ � ΔφL sð Þ: ð8:25Þ

Characteristic polynomial of (8.25) and the closed-loop poles are given in (8.26):

f sð Þ ¼ s2 þ kDW
ωL � J � sþ

Pm cos δ0ð Þ
ωL � J ,

p1=2 ¼ � kDW
2 � ωL � J � j �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pm cos δ0ð Þ

ωL � J � kDW
2 � ωL � J

� �2
s

:

ð8:26Þ

Compared to (8.22), the poles of (8.26) have a nonzero real part, namely, the
oscillations will decay with the time constant 2ωLJ/kDW. Once the steady state is
reached again, the slip gets equal to zero, the damper winding currents decay to zero,
as well as the damping torque component produced by the damper winding.

The change of the angle δ is obtained as

Δδ sð Þ ¼ Δθm sð Þ � ΔφL sð Þ ¼
¼ �ωL � J � s2

ωL � J � s2 þ kDW � sþ Pm cos δ0ð Þ � ΔφL sð Þ: ð8:27Þ

From (8.23), the electromagnetic torque of the generator has the component
proportional to Pm, defined by the rotor excitation and the stator currents, and the
component proportional to kDW, which is defined by the currents in the damper
winding. Thus, the change of the power delivered from the generator to the grid is

ΔPG ¼ Pm cos δ0ð Þ þ s � kDW½ � � Δδ sð Þ ¼
¼ �ωL � J � s2ð Þ � Pm cos δ0ð Þ þ s � kDW½ �

ωL � J � s2 þ kDW � sþ Pm cos δ0ð Þ � ΔφL sð Þ: ð8:28Þ

8.2.3 Dynamic Response of the PLL-Driven Converter

The power obtained from the wind power stations and the solar plants is processed
through the source-side inverters, the three-phase inverters that inject controlled,
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line-frequency ac currents into the grid. The inverters receive the dc power that
comes from the generator-side inverter (in the case of the win power station), or from
the solar cells and their dc/dc converters. The dc power is converted in the power of
the three-phase system of line-frequency voltages and currents.

With an increased use of electronically controlled sources, it is desirable to obtain
their transient response as close to the one of traditional synchronous generators. In
this way, the grid stability will not be affected by introduction of the electronically
controlled sources. Namely, the transient response of grid-side inverters output
power to changes in the grid frequency and phase should correspond to the response
obtained with conventional synchronous generator. In most cases, the ac currents are
controlled by the digital current controller located in the synchronous d-q frame,
shown in Fig. 8.9.

The position of the q-axis is set to φPLL, where the angle φPLL is obtained from the
phase-locked loop. In steady state, the angle φPLL is equal to the phase of the line
voltages φL. Thus, the angleΔφ between the line voltage and the q-axis drops to zero
in the steady-state conditions. Since the line voltage is aligned with the q-axis, the
current iq determines the active power, while the current id determines the reactive
power injected into the grid. The angle Ψ between the line voltage and the current idq
depends on the ratio between the active and reactive power. When the reactive power
is equal to zero, the angle Ψ is equal to zero as well. Notice in Fig. 8.9 that the
reference direction of the current idq is from the grid-side inverter into the grid.
Namely, positive current iq contributes to positive active power injected into the grid,
while positive current id contributes to positive reactive power.

When the frequency and the phase of the line voltages make a transient change,
the angle φPLL falls behind φL, and the phase-locked loop enters the transient state
defined by the transfer function (8.6). When the transient processes within the PLL

Fig. 8.9 Stator voltages and currents in PLL-synchronized d-q frame
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settle down, the angle φPLL reaches φL. In the meantime, the angle Δφ exhibits a
transient change defined by

Δφ sð Þ ¼ φL sð Þ � φPLL sð Þ ¼ 1� s � kPkPDkVCO þ kikPDkVCO
s2 þ s � kPkPDkVCO þ kikPDkVCO

� �
� φL sð Þ

¼ s2

s2 þ s � kPkPDkVCO þ kikPDkVCO

� �
� φL sð Þ:

ð8:29Þ
From Fig. 8.9, the active power depends on the angle Δφ þ Ψ between the

voltage uL and the current idq:

PG ¼ ~uLj j � ~idq
		 		 � cos Δφþ ψð Þ ¼ U � I � cos Δφþ ψð Þ: ð8:30Þ

For small values of Δφ,

ΔPG ¼ �U � I � sin ψð Þ � Δφ: ð8:31Þ
By introducing (8.29) into (8.31), the power transients of the grid-side inverter are

ΔPG sð Þ ¼ �U � I � sin ψð Þ � Δφ sð Þ ¼
¼ � U � I � sin ψð Þ � s2

s2 þ s � kPkPDkVCO þ kikPDkVCO
� φL sð Þ: ð8:32Þ

The power transient obtained from the PLL-synchronized grid-side inverter
(8.32) resembles the power transient obtained from the synchronous generator
(8.28). Neglecting the power change obtained from the damper wining in (8.28),
proportional to kDW, the expressions (8.28) and (8.32) have the same structure.

ΔPG ¼ Pm cos δ0ð Þ þ s � kDW½ � � Δδ sð Þ ¼
¼ �ωL � J � s2ð Þ � Pm cos δ0ð Þ þ s � kDW½ �

ωL � J � s2 þ kDW � sþ Pm cos δ0ð Þ � ΔφL sð Þ: ð8:33Þ

If the factor kikPDkVCO of the grid-side inverter is set to Pmcos(δ0)/ωL/J, while the
factor kPkPDkVCO is set to kDW/ωL/J, the conjugate complex poles of denominators in
(8.33) and (8.32) will be the same. If, at the same time, the factor U ∙ I ∙ sin(Ψ)
assumes the value of Pmcos(δ0), the power transient of the grid-side inverter will be
the same as the power transient obtained from the synchronous machine.

The factor cos(δ0) is strictly positive. It reaches zero only in cases where the
synchronous machine operates with the maximum power, with δ0 ¼ π/2. This
extreme condition does not happen in normal operation. At the same time, the factor
sin(Ψ) changes the sign power factor from leading to lagging. If the grid-side
converter operates with unity power factor, where the reactive power is equal to
zero, the current vector in Fig. 8.9 is aligned with the voltage vector, and the factor
sin(Ψ) gets equal to zero. Therefore, dynamic response of the PLL-driven grid-side
power converter is fundamentally different from the one of synchronous machines.
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With unity power factor, the grid-side inverters do not produce any power transients.
Moreover, when the reactive power of grid-side converters is negative, their power
transients change the sign and act against the power transients introduced by
synchronous machines. In turn, this jeopardizes the stability in power grids with a
large share of electronically controlled grid-side power converters.

In order to correct this undesired transient behavior of PLL-driven grid-side
power converters, it is necessary to introduce some corrective control actions that
would bring their transient power response closer to the ones of synchronous
generators. One of the ways consists in introducing an additional component into
the current reference for the q-axis. Notice in Fig. 8.6 that the angular difference Δφ
is one of the internal variables of the phase-locked loop. The transient response can
be improved by adding the correction kcorr1Δφ to the q-axis current reference.
Desired power transients could also require a hardware modification of the power
converter setup used in wind and solar power plants.

In the wind power converter setup of Fig. 8.10, the power obtained from the
generator gets supplied into the dc-link; it is passed to the grid-side inverter and
injected into the ac grid. The dc-link capacitor Cdc is not capable of storing or
supplying a meaningful amount of energy. For this reason, and neglecting the power
losses, the power injected into the ac grid has to be equal to the power obtained from
the electrical generator. Namely, there is no possibility to supply additional power
transients that are required to make the grid-side inverter resemble a synchronous
machine. While synchronous machine has the rotor inertia as a readily available
accumulator of the kinetic energy, the grid-side inverter with the dc-bus capacitor
Cdc does not have such capability. Therefore, it is necessary to introduce a large
capacitor, CSC in Fig. 8.10, that would be capable of storing and regenerating the
amounts of energy that are required to inject the desired power transients. The super-
capacitor CSC is controlled by two additional power switches (QU and QL) that
control the current in the series inductance LSC. Whenever the grid-side power gets
different from the generator-side power, the current in the inductance LSC is deter-
mined so as to maintain the dc-bus voltage unaffected. Thus, the excess energy is
stored in CSC, while the energy deficit is compensated by regenerating the energy
from CSC.

Fig. 8.10 Storage module within the wind power converter setup
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8.2.4 Emulation of Synchronous Machines

In addition to the transient response of the output power, conventional synchronous
machine also exhibits other important transient features. They include the transient
changes of the reactive power, the use of the rotor excitation to control the reactive
power and the voltage conditions, and the change of the output current in the case of
the short-circuit faults, the ground faults, and other fault conditions.

Conventional synchronous machine supplies the reactive power that depends on
the difference between the grid voltage and the electromotive force which is pro-
portional to the rotor flux and, thus, the excitation current. As the grid voltage
increases, the reactive power injected into the grid reduces. In cases where the grid
voltage exceeds the electromotive force, reactive power becomes negative, and the
grid-side inverter starts absorbing the reactive power from the grid. In grid-side
inverters with current control, with the voltages and currents shown in Fig. 8.9,
reactive power is defined by the current references, and it does not decrease with an
increase of the grid voltage. Quite on an opposite, in cases where id is constant and
the grid voltage increases, the reactive power injected into the grid increases at the
same time. This behavior is fundamentally different, and it could disturb the voltage-
control mechanisms in ac grid.

In conventional synchronous machines, the amplitude of the grid ac voltages is
maintained by adjusting the excitation current in the rotor circuit. Namely, in cases
where the ac voltages are low, and there is a need to increase their amplitude, the
outcome of the voltage-control mechanisms is an increase of the excitation current.
In turn, there is an increase in the amplitude of the rotor flux and an increase in the
induced electromotive force. As a consequence, the reactive power injected from the
synchronous machine into the grid increases, contributing to a rise of the ac voltages.
The grid-side inverter does not comprise an equivalent of the excitation current, but
it can change the injected reactive power by altering the reference current id
(Fig. 8.9). In practical applications, the grid operator runs the communication
channels that can send the commands and references to the grid-side inverters that
are distributed over the network. In cases where the voltage is low, and the need
emerges to increase the reactive power, the operator send global or individual
commands to the grid-side inverters to increase their id currents, increasing in this
way the injection of reactive power. Such a mechanism could alleviate the voltage-
control problems, but it does not have the same static and dynamic characteristics as
those obtained with conventional synchronous machines.

The most pronounced difference between synchronous machines and grid-side
inverters is observed in cases of the short circuit faults. The grid-side inverters that
operate with an inner digital current controller maintain the output current at the
prescribed reference value. When a short-circuit voltage appears in an ac grid, the
voltage drops down, but the grid-side inverter continues to supply the output current
which remains equal to the reference. In such cases, the reference can be increased
intentionally, but it has to remain within the current rating of the semiconductor
power switches. When the same event takes place with a synchronous machine, the
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short-circuit current that is supplied into the grid from the synchronous machines is
considerably larger, and its amplitude changes during the subtransient, transient, and
the steady-state phase of the short circuit fault. The first, subtransient period is
defined by the electrical time constants of the damper winding, and it could take
20–50 ms to decay. The second, transient period is defined by the electrical time
constants of the excitation winding, and it could take up to 1000 ms. When both the
damping and the excitation windings enter the steady state, the fault current settles to
the steady-state value. In subtransient period, the short-circuit current could exceed
the rated current by and order of magnitude. The transient current is lower, while the
steady-state fault current gets considerably lower.

In ac grids, it is of uttermost importance to detect the location of the short-circuit
fault and to isolate the fault spot by opening the appropriate circuit breakers. It this
way, most of the grid gets isolated from the fault spot, and the majority of the loads
could be supplied without the power outages. In order to minimize the sage of the
voltage, caused by the short-circuit fault, protection mechanisms have to be rather
quick. At the same time, they have to identify the fault location precisely, in order to
isolate this spot by opening the closest circuit breakers. Many protection mecha-
nisms and fault-spot-location detection algorithms rely on the dynamic properties of
conventional synchronous generators. For this reason, an ever-growing number of
grid-side power converters change the fault current waveforms and jeopardize the
traditional protection mechanism.

In order to maintain the traditional ac grid controls and protections, the newly
emerging source-side inverters have to mimic the synchronous generator as close as
possible. There are basically two ways of performing this task, the current-control
way and the voltage-control way.

In grid-side inverters with an internal digital current controller, the output current
is compelled to track the current references. In parallel with other control tasks, it is
necessary to perform the real-time simulation of the synchronous generator. Namely,
it is necessary to run the mathematical model of the pretended synchronous machine
with both the excitation and the damper winding. Such model is supplied by the
measured grid-side voltages, and it outputs the stator current of the would-be
synchronous machine. At this point, it is sufficient to adopt the calculated currents
as the current references of the grid-side inverter, and the inverter will inject the same
ac currents as if it were the synchronous generator.

In grid-side inverters which do not have an internal current controller, the pulse
width modulation sets the voltages that are supplied to the grid through the LCL
filter. In very much the same way as with current-controlled inverters, it is necessary
to run the mathematical model of the pretended synchronous machine with both the
excitation and the damper winding. The model relies on the measured grid-side
voltages, and it calculates the internal variables of the simulated synchronous
machine, including the relevant flux linkages, currents, and electromotive forces.
Namely, the model calculates the transient response that would be obtained from the
synchronous machine if such machine were connected to the grid. From the real-time
model, it is also possible to calculate the voltage that would be supplied to the input
of the LCL filter from the simulated synchronous machine. At this point, the
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simulated voltage can be used as the modulation signal of the grid-side inverter. As a
consequence, the inverter will inject the same ac currents as if it were the synchro-
nous generator.

The implementation details of the voltage-mode method and the current-mode
method are currently in the phase of development, and they are not discussed in this
book. The hardware requirements for the proper implementation of the synchronous
machine emulator include an increased current rating of the power semiconductor
switches within the grid-side converter. Namely, the subtransient currents can
exceed the rated current by an order of magnitude. Therefore, it is necessary to use
considerably larger power switches, and this could be the problem in large-power
grid-side inverters. In addition to that, the hardware requirements also include a local
means for the energy storage, such as the one in Fig. 8.10.

8.2.5 Negative Impedance

Many electrical loads have an active front-end converter. Electrical drive shown in
Fig. 8.11 has the grid-side converter at the front-end, facing the mains. The motor-
side inverter supplies the motor and draws the energy from the dc-link. The dc-link
power depends on the motor speed Ωm and torque Tem. Neglecting the losses, the
dc-link power is equal to Ωm ∙ Tem. Thus, it is defined by the operating regime of the
motor, and it remains essentially independent on the changes that originate from the
grid. The dc-link power Ωm ∙ Tem has to be supplied from the grid-side converter,
shown in the left part of the figure. In cases where the motor brakes, the motor torque
Tem changes the sign, and the power Ωm ∙ Tem is negative. While braking, and
assuming that the losses are negligible, the motor-side inverter regenerates into the
dc-link, the grid-side converter draws the dc-power �Ωm ∙ Tem from the dc-link, and
it injects the same power into the grid. In the considered braking-operating mode, the
grid-side converter acts as a source which supplies the energy to the ac grid.

The grid-side converter wave shapes the line currents. Without the lack of
generality, it can be assumed that the electrical drive of Fig. 8.11 operates in
motoring mode, with sinusoidal line currents, and with the current amplitude and
phase which result in the power Ωm ∙ Tem drawn from the grid and injected into the

Fig. 8.11 Electrical drive with active front-end converter
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dc-link. It is of interest to reinstate that the power Ωm ∙ Tem does not depend on the
line voltages and that the drive inner current control loops ensure that the grid-side
converter operates with the motoring power Ωm ∙ Tem, notwithstanding the changes
that originate from the grid.

Whenever the line voltages increase, the grid-side converter currents would
decrease in amplitude in order to maintain the desired motoring power. The change
of the current amplitude comes from the internal controller which maintains the
dc-bus voltage. Namely, with an increase of the grid voltages, and assuming that the
line-current amplitude remains initially unchanged, the power of the grid-side
converter increases and exceeds the power consumed by the motor inverter. There-
fore, the dc-bus capacitor gets charged, and the dc-bus voltage increases. In response
to this increase, the internal controller which maintains the dc-bus voltage reduces
the amplitude of the line-current references, and the grid-side power settles back to
the steady-state value.

In a like manner, whenever the line voltages decrease, the line-current amplitude
increases. From the above considerations, it is concluded that the electronic control
of the converter structure of Fig. 8.11 contributes to negative equivalent
dynamic resistance, as observed from the viewpoint of the grid. Namely, any
positive change ΔU of the grid voltages causes a negative change ΔI of the line
currents and vice versa. In other words, the equivalent dynamic resistance of the
grid-side converter is negative, REQ ¼ ΔU/ΔI < 0.

The negative dynamic resistance is also observed in non-regenerative, single-
phase front-end converters such as the PFC rectifier shown in Fig. 8.12. The load is
represented as the resistance connected across the dc-bus, but in most cases, the
actual load is yet another switch mode power converter which draws the power from
CDC capacitor.

The line voltage uL(t) is used to calculate the reference for the line-current iL(t).
The current amplitude is adjusted in order to draw the desired power from the grid.
Corresponding waveforms are shown in the right part of the figure. The input power
is maintained constant by means of the electronic control. Thus, when the line
voltage increases, the amplitude of the line current decreases in order to keep the
power constant. Any positive ΔU of the grid voltage causes a negative ΔI of the line
currents, resulting in a negative equivalent dynamic resistance REQ ¼ ΔU/ΔI < 0.

Negative dynamic resistance reduces the stability margin of the system. In cases
where the grid has a large number of electronically controlled loads, their negative

Fig. 8.12 Power factor corrector (PFC) converter with sinusoidal input current
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dynamic resistance can bring the system to instability. In R-L networks, insertion of
negative resistances reduces the equivalent time constant τ ¼ L/R. With significant
impact of negative resistances, the constant τ assumes a negative value. In such
cases, the initial disturbance does not decay as indicated by exp(�t/τ), but increases
instead, which drives the system to instability. Unfortunately, the problem of
negative equivalent resistance in electronically controlled loads is not simple to
solve. If the power is fully determined by the load conditions, it does not get affected
by the line voltages. With electronic controls which maintain the power at the
desired value, the currents are inversely proportional to the voltages, and the
negative dynamic resistance is inevitable. In order to avoid the problem, it is
necessary to add the means for the local energy accumulation, similar to the one
shown in Fig. 8.10. With such buffer, it is possible to make the current proportional
to the voltage transients over the short intervals of time, thus avoiding the negative
resistance characteristics during transients. Even in this case, the steady-state values
of the current are still inversely proportional to the voltages, but this circumstance
does not affect the dynamic response.

8.3 DC-Bus Control and Droop Control

Static power converters used in conjunction with renewable power sources have
generic topology that is illustrated in Fig. 8.13. It is of interest to discuss the problem
of controlling the power conversion processes in the way that keeps the dc-bus
voltage uDC constant. At the same time, it is of interest to analyze parallel operation
and the load sharing between several adjacent grid-side converters.

Fig. 8.13 Grid-side and generator-side converter
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8.3.1 DC-Bus Control

In wind power sources, the power obtained from the generator is obtained in the
form of variable-frequency ac currents. The generator-side inverter converts the
power into the dc-bus power uDC ∙ iGE (Fig. 8.13), which tends to charge the
dc-bus capacitor CDC. The grid-side inverter draws the dc-bus power uDC ∙ iGR, it
performs the conversion of the dc voltage and current into line-frequency ac voltages
and currents, and it injects the power into the grid. In order to keep the dc-bus voltage
uDC unchanged, it is necessary to keep iGR ¼ iGE.

With solar plants, left part of the circuit in Fig. 8.13 remains the same, while the
current iGE comes from the dc/dc converters that process the dc power obtained from
the strings of solar panels.

Control of the converter system in Fig. 8.13 has to maintain the dc-bus voltage
constant in operation with a variable power input. There are two different ways to
implement the control:

(i) Control of the generator (or the solar panel) is designed to search the operating
point with the maximum power, and the current iGE comes as the consequence
of the maximum-power-point control. At the same time, the dc-bus voltage
controller observes the dc-bus voltage, detects the dc-bus voltage error, and
generates the current reference iq for the grid-side inverter so as to drive the
dc-bus voltage back to the reference value. The current iq of the grid-side
inverter determines the power injected into the ac grid. Thus, an increase in iq
will increase the current iGR, which will, in turn, bring the dc-bus back into the
balance iGR ¼ iGE.

(ii) The power delivered to the grid from the grid-side inverter is calculated from the
wind-generator-side variables (or, from the solar-panel-side variables). The
grid-side power is controlled by setting the current iq to the desired value. The
reference value of iq is calculated so as to bring the wind turbine (or solar panels)
to the operating regime which delivers the maximum power. The current iGR
comes as the consequence of iq. The changes in iGR introduce variations of the
dc-bus voltage uDC. The dc-bus voltage controller sets the current references for
the generator-side inverter (or, the solar-panel converter), and thus it alters the
current iGE in a way that brings the dc-bus back into the balance iGR ¼ iGE.

The advantage of the first method is the possibility to change the generator-side
converter currents and use them in the maximum-power-point search procedure
(MPPT). With MPPT, the maximum-power operating point of the wind turbine
(or, the solar panels) is found by the simple gradient search procedure which does
not require additional measurements nor it require advanced a priori knowledge. The
drawback of the first method are the fluctuations of the grid-side power. Namely, the
iq current of the grid-side converter and the grid-side power are the driving forces
that come from the dc-bus-voltage controller, and they are used to maintain the
dc-bus voltage uDC at the desired value. Being the output of the closed-loop dc-bus-
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voltage controller, the grid-side power and the current iq exhibit significant varia-
tions that could not be acceptable in some grids.

The advantage of the second approach is a rather slow and smooth change of the
iq current and the grid-side power. The drawback of this method is inability to
implement conventional MPPT control. Namely, the current iGE and the power of the
generator-side inverter (or, the solar panels) cannot be stepped as required within a
conventional MPPT procedure. Instead, they are set by the output of the dc-bus-
voltage controller, and they have to secure the dc-bus equilibrium iGE ¼ iGR. The
maximum point is obtained indirectly, by changing the power reference value for the
grid-side converter. In absence of the MPPT search procedure, this reference has to
be calculated on the bases of additional measurements and/or advanced a priori
knowledge on the wind turbine (or, the solar panels).

In cases where the system of Fig. 8.13 comprises the energy accumulation unit of
Fig. 8.10, there are more options to suite all the control and the performance goals, as
the equilibrium iGE ¼ iGR does not have to be maintained at all times.

8.3.2 Droop Control

In cases where several source-side converters operate in parallel, inject the ac power
into the common grid, and supply the same set of loads, it is often required that they
share the load proportionally to their rated power. When all the source-side con-
verters have the same rated power, it is expected that each of them supplies an equal
share of the total load.

Equal power sharing between parallel-connected synchronous generators is
obtained by means of the power and frequency control means, often classified as the
primary, secondary, and tertiary control. The basic and the most immediate control
action of a synchronous generator that experiences a sudden load step is the speed
control action of the governor. While the electrical load increases the electromagnetic
torque, which decreases the rotor speed, the governor determines the amount of the
mechanical power supplied to the generator, namely, the moving torque obtained from
the hydroturbine, steam turbine, or another prime mover. The frequency of electrical
currents of the stator winding is related to the rotor speed. Thus, when an increase of
the load reduces the rotor, there is contemporary reduction of the frequency. The task
of the governor is to control the rotor speed, and this includes detecting the speed sags
and increasing the power/torque obtained from the prime mover.

The structure of the speed controller affects the static power-frequency charac-
teristic of the generator, shown in Fig. 8.14. By using the conventional PI controller,
the presence of the integral action will contribute to the steady-state operation with
zero speed error. Namely, the steady-state rotor speed will remain equal to the
reference, and it will not change with the output power. In such case, the steady-
state characteristic in Fig. 8.14 will be a horizontal, constant-frequency line
( f ¼ const.), inadequate for the grid-connected generator. With proportional speed
controller which does not include an integral action, the static characteristic will have
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a finite slope ΔP/Δf, determined by the proportional gain of the controller, as shown
in Fig. 8.14. The steady-state characteristics f(P) include a gradual reduction of the
frequency/speed with an increase in the output power. Thus, the frequency droops
with an increase of the output power.

The three curves plotted in Fig. 8.14 correspond to the three synchronous
generators with proportional speed control and with a finite slope ΔP/Δf. Due to
imperfections in local settings and differences in the system parameters, the three
curves cannot be identical, and they include small differences. The dashed horizontal
line represents the constant-frequency operation that could be reached in the steady
state, when all the generators operate with the same frequency. The steady-state
powers P1, P2, and P3 of the three generators are obtained at the intersection of the
dashed, constant-frequency line and the corresponding f(P) curve. Notice in
Fig. 8.14 that the differences between P1, P2, and P3 are determined by the slope
ΔP/Δf, and they increase with the (static) proportional gain of the speed controller.
In cases with very large proportional gains, the differences can be very large as well.
In an extreme case, which corresponds to the use of speed controllers with the
steady-state speed error equal to zero, some of the parallel-connected generators will
run with no load, while others will be overloaded. In order to obtain an equal power
sharing of parallel-connected synchronous generators, the governor speed control-
lers include a significant frequency drop in cases where the output power increases.

The droop control, illustrated in Fig. 8.14, implies a significant drop in the A
typical slope of the f(P) curves in Fig. 8.14 is close to 4%. Namely, the power step
from zero to the rated power (100%) produces the frequency change of
0.04 ∙ 50 ¼ 2 Hz. That is, in cases without any other corrective measures, and
with the governor speed controller running at 50 Hz and zero-power, the rated load
power will produce the frequency drop from 50 Hz down to 48 Hz. Practical load
steps and sudden generator outages produce considerably smaller frequency
changes. The most usual frequency transients do not exceed 0.1 Hz. In order to
bring the line frequency back to the reference (50 Hz), there are secondary and
tertiary frequency/power control actions, which are not discussed in this book. The
governor speed controllers operate in the timeframe from several tens of

Fig. 8.14 Static characteristics of the governor-driven speed control

8.3 DC-Bus Control and Droop Control 235



milliseconds to several seconds. The speed control action is based on a certain power
margin available from the prime mover and the generator itself. If the prime mover
and the generator are running close to their maximum power rating, there is next to
nothing that the speed controller can do in order to maintain the speed.

In wind power plants and solar power plants, an attempt to use the power obtained
from the prime mover as a driving force of the frequency controller will result in the
wind turbine or solar-panel operation off the maximum power point, thus reducing
the harvested energy. The converter pairs, such as the one in Fig. 8.13, have the task
of maximizing the energy harvesting from the wind turbines and solar panels and
injecting the obtained power into the ac grid. Thus, the power injected into the grid
by any of these grid-side converters is not the matter of choice. Neglecting the losses,
it has to be equal to the maximum power that is available from the corresponding
renewable source at any given time. In cases where several renewable sources with
their grid-side converters operate in parallel and close to each other, the output power
supplied by each of them remains equal to the power obtained from the
corresponding wind turbine or solar panel. Thus, there is no need for any of these
parallel-connected grid-side converters to share the total power. Considering a wind
farm with ten parallel-connected, equally rated converter sets of Fig. 8.13, it is not
required nor it happens that each of them supplies 1/10 of the total power. Instead,
each converter set will supply the power obtained from its own wind turbine, and
those powers are rarely the same.

The operation of source-side power converters is different in ac microgrids. In an
attempt to provide reliable source of electrical energy to critical loads, to supply the
loads in areas where the main grid is not available, and to increase the reliability of
the power supply, microgrids and distributed generation are becoming more popular.
At the same time, national emergency operations and defense systems often require a
scalable ac grid with sufficient robustness to ride through some radical changes. The
equivalent inertia of all the generators connected to a typical microgrid is usually
low, in particular when the grid has to be portable. For this reason, the kinetic energy
kept in rotating masses is also low. Large power transients result in large frequency
changes, and such changes could provoke a loss of synchronism and instability.
Stability is jeopardized by an attempt to maintain the line-frequency constant even in
cases where the load changes are large. In such cases, it is of uttermost importance to
adjust the droop-control mechanism so that they could accommodate sudden and
large transients. A droop control, illustrated in Fig. 8.14, related the power transients
to the frequency change. The speed/frequency controllers with proportional gain
improve the system stability reducing the impact of sudden power imbalances,
providing in this way the necessary escape time for the system to prevent the loss
of synchronism.

A considerable number of sources in microgrids are the electronically controlled
sources with grid-side power converters. Many of them draw the power from
batteries, fuel cells, micro-turbines, and gas turbines, the prime energy sources that
can provide the power output that can be changed at will, thus providing the grounds
for the implementation of the droop control. Based upon the measurements of the
local power and frequency, it is possible to adjust the operating point of each grid-
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side converter according to the droop-control power-frequency rule, illustrated in
Fig. 8.14. By implementing the droop control, the frequency control in a microgrid is
not stiff, and a finite ΔP/Δf slope contributes to the system stability. A more
thorough analysis could prove that the frequency drop of the curves in Fig. 8.14
has to be larger in cases where the rotating masses are particularly low.

8.4 DC-Bias Detection and Suppression

Grid-side inverters comprise electronically controlled switching bridges which con-
vert the dc power, obtained from the dc-link into ac power, injected into the grid by
means of digitally controlled and wave-shaped ac currents. They also operate in
other directions, converting the ac power into dc power. The voltages are generated
by the pulse width modulation, and the current control relies on dedicated current
sensors. There is no intention to inject a dc current into the ac grids. Yet, due to
imperfection of sensors, actuators, and controllers, it is possible for the grid-side
inverter to introduce not only the ac currents into the grid but also a small, parasitic
amount of dc current, usually called the dc-bias.

Injection of dc currents jeopardizes the operation of line-frequency power trans-
formers. In addition to that, the presence of dc-bias can produce adverse and harmful
consequences in many electrical loads. With an increased number of grid-side power
converters, negative consequences of the dc-bias are emphasized evermore. Due to a
very low equivalent resistance of ac grids, even some very low values of the dc-bias
voltages can produce serious harmful effects in power transformers and put them out
of the service. For this reason, the dc-bias has to be measured with a very high
precision, providing at the same time the means for active compensation and
absorption of the bias. Namely, with the proper measurement of the bias, the
neighboring grid-side converters can provide the counter-injection that would com-
pensate the bias and bring the parasitic dc voltage to zero.

The grid codes for the grid-side power converters introduce the limit for the dc
injection to 1/200 (0.5%) of the device rated current. Currently, the relative share of
electronically controlled converters is not high. In a hypothetical case where all the
sources and loads are connected through electronically controlled interfaces, it could
be expected that the parasitic dc current in the secondary windings of distribution
transformers reaches 0.5% of each transformer rated current. Typical magnetizing
current of distribution transformers is well below 1%. Therefore, just 0.5% of the
dc-bias would drive the transformer into deep saturation, triggering the protections
and putting the transformer out of the service.

It is of interest to get an insight into acceptable dc-bias voltages in 0.4 kV ac grids.
The dc-bias component of the magnetizing current of distribution transformer
depends on the bias voltage and on the resistance of the transformer windings.
This resistance is usually below 0.5% of the ratio Unom/Inom. Assuming that both
the relative value of the winding resistance and the relative value of the magnetizing
current are 0.5% and that the dc-bias voltage on 0.4 kV side of the transformer is
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1 mV, it is possible to calculate the effects of the bias. With 1 mV being just 0.001/
400 ¼ 0.00025% of the ac voltages, the dc-bias current in the magnetizing branch
will reach 0.001/400/0.005/0.005 ¼ 10% of the rated magnetizing current. As a
consequence, the offset is introduced into B-H magnetizing curve of the core, and it
caused half-cycle saturation. This phenomenon affects the half cycles of the mag-
netizing current that are aided by the bias. These half cycles have considerably larger
peaks of the magnetizing current, with a consequential increase in the reactive
power, stray losses, and iron losses in the transformer.

The problem of dc-bias injection gets worse with perpetual increase of the share
of grid-side power converters and with the use of new, high-efficiency distribution
power transformers. Novel power transformers make use of advanced ferromagnetic
materials, and they have even lower values of the winding resistance and the
magnetizing current. Therefore, they are even more susceptible to the dc-bias. The
need to suppress the dc-bias far below 1 mV in 0.4 kV grids calls for the sensing
methods with elevated precision. It is necessary to detect very small dc offsets
superimposed on 105–106 times larger ac voltages, and this task cannot be achieved
with currently available sensing devices. The most promising methods for reading
the dc-bias rely in a small, saturable sensing reactor connected in parallel with the
biased ac voltage. When an ac-exited reactor obtains a dc-bias, the magnetizing
current of the reactor gets distorted. Distortion of the reactor current Im is be used to
detect the polarity and magnitude of the dc-bias. A rather simple and straightforward
approach includes the comparison of the positive and negative peak of the magne-
tizing current. With dc-bias, one of these peaks is going to prevail. The difference
between the peak values provides the sign and magnitude of the dc-bias, and this
signal can be used to detect and suppress the dc-bias in ac grids. An alternative
approach in calculating the dc-bias from distorted magnetizing current is to consider
the spectral content. The presence of the dc-bias in a saturable core gives rise to
low-order even harmonics. Their amplitude and phase provide an accurate informa-
tion on the dc-bias.

In this section, the analysis of the dc-bias sensing proves that the precision of the
sensor largely depends on the form of the sensing reactor. Further on, it is shown that
the even harmonics method provides considerably better results than the peak-
detection method. The section ends with the sample design of the dc-bias suppres-
sion controller. The considerations outlined in the section are supported by exper-
imental results, obtained with the sample grid-side power converter.

8.4.1 Sensitivity of Distribution Transformers to DC-Bias

The dc-bias introduced by grid-side power converters introduces the problems that
are mostly observed in distribution power transformers [1]. When the load-side and
source-side converters are connected to 0.4 kV grid, the dc-bias offsets the magne-
tizing current at the secondary winding of distribution transformers. Sensitivity of
the transformer to the parasitic dc-bias applied across the secondary winding has to
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be studied for oil-immersed transformers [2], cast-resin dry-type transformers [3],
and amorphous alloy core transformers [4]. The problems caused by the dc-bias
increase in cases where the dc-bias current reaches a significant fraction of the rated
magnetizing current. Therefore, an indicator of the problem severity can be
expressed in terms of the ratio of the bias current ImDC and the rated magnetizing
current Imnom. When the ratio ImDC/Imnom reaches 0.05 (5%), the core losses can
increase by 22% [5]. The parasitic dc-bias current ImDC is determined by the ratio
between the parasitic dc voltage across the secondary winding (UDC) and the
resistance of the secondary winding (R2). With ImDC/Imnom ¼ UDC/(R2Imnom), the
problems caused by the dc-bias increase when the winding resistance is low, and
they also increase when the transformer magnetizing current is low. The sensitivity
to the dc-bias thus depends on the winding resistance and the rated magnetizing
current of the transformer.

Relative values of the winding resistances and relative values of the rated
magnetizing currents are given in Fig. 8.15 for conventional oil-immersed distribu-
tion transformers up to Sn ¼ 2500 kVA. The base value for the winding resistance is
the ratio Znom ¼ Unom/Inom of the rated voltages and currents. The base value for the
excitation current is the rated current of the transformer. Both relative values
decrease with an increase in the rated power Sn of the transformer. For 2500 kVA
transformers, the rated magnetizing current is lower than 1% (Imnom < 0.01 p.u.),
while the relative winding resistance drops below 0.5% (R2 < 0.005 p.u.). In order to
obtain the information on the dc-bias sensitivity, the figure includes the ratio ImDC/
Imnom which is obtained assuming that the dc-bias voltage of UDC ¼ 1 mV is brought

Fig. 8.15 Relative values of the winding resistances and magnetizing currents for oil-immersed
distribution transformers up to 2500 kVA. The ratio between the parasitic dc current Imdc and the
rated magnetizing current Imnom is given for the assumed parasitic dc-bias of 1 mV across the
secondary winding
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across the secondary winding. The ratio ImDC/Imnom increases with the rated power
of the transformer (i.e., it increases with the transformer size). Thus, with an
oil-immersed transformer of 2500 kVA, and with the dc-bias voltage of 1 mV, the
parasitic dc current ImDC reaches 12% of the rated magnetizing current. According to
reports in [5], this amount of dc-bias results in a considerable increase in the core
losses and the reactive power.

In Fig. 8.16, similar results are plotted for the dry-type cast-resin distribution
transformers up to 3000 kVA. The winding resistances of dry-type transformers are
lower than the resistances plotted in Fig. 8.15. The same holds for relative values of
the rated magnetizing current. For the dry-type cast-resin distribution transformer of
3000 kVA, the parasitic dc-bias voltage of 1 mV introduces the parasitic dc-bias
current equal to 25% of the rated magnetizing current, thus doubling the value
obtained with oil-immersed transformers.

Distribution transformers with their cores made of amorphous ferromagnetic
materials [4] have lower iron losses and considerably lower excitation power.
With the amorphous alloy core transformer, the ratio ImDC/Imnom is 5 times higher
than with the conventional core dry-type transformer of the same rated power. The
transformer sensitivity to the dc-bias is increased by the same amount.

The results shown in Figs. 8.15 and 8.16 can be used to obtain a rough estimate of
the parasitic dc-bias voltage that would increase the core losses by 20%. These
calculations rely on the results published in [5]. In oil-immersed transformers rated
2500 kVA, it takes 420 μV of parasitic dc-bias voltage to obtain an increase in the
core losses of 20%. For dry-type cast-resin transformer of 3000 kVA, corresponding

Fig. 8.16 Relative values of the winding resistances and magnetizing currents for dry distribution
transformers up to 3000 kVA. The ratio between the parasitic dc current Imdc and the rated
magnetizing current Imnom is given for the assumed parasitic dc-bias of 1 mV across the secondary
winding
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amount of parasitic dc-bias is only 200 μV. The bias limit is even lower for the
transformers with amorphous alloy cores, where the measurement and suppression
of parasitic dc-bias has to reach precision of 100 μV.

8.4.2 Peak-Detection Methods

In most cases, detection of the parasitic dc-bias relies on parallel-connected saturable
reactor. The magnetizing current of the reactor gets affected by the dc-bias. The bias
introduces the difference between positive and negative peaks of the reactor current,
and it introduces even harmonics into the current waveform. The parallel sensing
reactor can be used in sensing circuits, where the main goal is to measure the amount
of dc-bias (Fig. 8.17). At the same time, the sensing reactors can be used as the
feedback device in dc-bias suppression systems (Fig. 8.18).

In Fig. 8.17, the sensing reactor has the main winding and the auxiliary, com-
pensation winding. The main winding is connected across the ac grid terminals. For
the proper operation of the peak-detection method, the ac voltage has to be filtered
by means of a low-pass LC filter which removes the noise and spurious spikes that

Fig. 8.17 Parallel reactor with compensation winding, peak-detection circuit, closed-loop zero-
bias controller, and an amplifier

Fig. 8.18 Parallel reactor
with grid-side converter
which injects the dc offset
UGSC to compensate the
parasitic dc-bias UDCG of
the grid and to obtain the
zero-bias operation of the
reactor with UR0 ¼ 0
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could impair detection of the peak values in the reactor current. The parasitic dc
current in the main winding is equal to ImDC ¼ UDC/ΣR, where ΣR is the sum of all
the series resistances. The offset ImDC affects the magnetizing current Im in the main
winding, and the distortion of the current provides the means for the dc-bias
detection. In block (1) of the figure, the peak-detection circuit calculates the differ-
ence between positive and negative peaks. On the bases of this feedback, the closed-
loop controller outputs the current reference iC

* for the compensation winding. The
current amplifier (2) injects the desired current iC into the compensation winding (3).
The current reference iC

* acts against the dc-bias ImDC. In steady state, the closed-
loop controller brings the reactor core in zero-bias conditions, where the ampere-
turns of the current ImDC correspond to the ampere-turns of the current iC. Thus, the
signal iC

* gets proportional to the dc-bias voltage UDC, and it can be used to output
the signal proportional to UDC. The circuit in Fig. 8.17 is used as the sensor which
provides the information on the dc-bias, but it does not provide any corrective
measure that would suppress the bias in the grid.

In Fig. 8.18, the reactor current signal is brought into the grid-side power
converter that is connected to the grid at the same connection point as the sensing
reactor. The controller that runs within the grid-side power converter processes the
reactor current and obtains the dc-bias feedback, and it calculates the desired offset
voltage UGSC that has to be generated at the output terminals of the grid-side
converter in order to compensate the grid bias UDCG and bring the dc-bias UR0

down to zero. In steady state, any grid-side power converter equipped with the circuit
of Fig. 8.18 would ensure that the dc-bias across the grid-connection point gets equal
to zero. Thus, instead of injecting the parasitic dc offset, the grid-side power
converters would absorb and compensate the bias that originates from the grid.

Peak-detection dc-bias sensors [6] use the difference ΔI between positive and
negative peaks of the reactor current Im. The peaks are obtained by sampling Im at
zero crossing instants of the applied voltage (Fig. 8.19). The difference IMAX-IMIN
is proportional to the dc-bias within the reactor core. The relevant samples are
acquired in each half period of the line voltage. The use of only one sample in
each half period makes the sensing method prone to the noise and offset in the signal
processing chain. In order to suppress the noise that originates from the grid, it is
necessary to introduce an LC low-pass filter between the noise source and the

Fig. 8.19 Magnetizing
current of the toroidal
sensing core exposed to the
dc-bias and to the ac
excitation
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reactor. An LFCF filter is included in Fig. 8.17. The sensor reported in [6] has the
reactor with RW ¼ 29 Ω and a choke LF with RLF ¼ 56 Ω. The equivalent resistance
is ΣR ¼ RW + RLF ¼ 85 Ω. With larger resistance, one and the same dc-bias UDC

produces lower dc currents ImDC, reducing in this way the sensitivity. Therefore, it is
desirable to use detection methods that are not sensitive to the offset and noise, since
they do not require any LC filtering, and their equivalent series resistance is
considerably lower.

The smallest detectable current ImDC which produces reliable information is
denoted by ImDC(min). Various noise and offset voltages result in the measurement
error ΔImDC. The ratio ImDC(min)/ΔImDC defines the signal-to-noise ratio. With peak-
detection methods, the parasitic dc current ImDC affects the flux in the core and
introduces distortion in the magnetizing current Im, creating the difference ΔI
between the peaks. The difference ΔI depends on the ratio Q ¼ ImDC/Imnom, that
is, it is easier to detect the offset ImDC in cases where the rated magnetizing current
Imnom is lower. The impact of Q on detectable ΔI is experimentally studied on a
sample reactor which has the rated magnetizing current Imnom and the cross section
SFe given in [7]. Assuming that the average value of the peak current is Ipeak, the
relative values of the peak difference can be expressed as ΔI/Ipeak. Corresponding
values are given in Table 8.1 for a range of ac voltages and ImDC currents. It is of
interest to estimate the minimum detectable ImDC(min) and the minimum operable
ratio Qmin. For the offset current ImDC equal to zero, and for UAC ¼ 220 V, the value
ΔI/Ipeak is equal to 0.0209. By linearizing the functionΔI/Ipeak¼ f(ImDC) at the given
operating point, one obtains the value of ImDC required to bring ΔI to zero, and this
value is ImDC0 ¼ �Imnom/200. The value ImDC0 represents the measurement error
ΔImDC. By taking Imnom/200 as the minimum detectable current ImDC(min), detection
threshold is Qmin ¼ 1/200. With the resistances given in [7], the voltage detection
threshold UDC(min) is 2.2 mV, which is close to ΔUDC ¼ 3 mV, reported in [7] for
UAC ¼ 220 V.

In operation with variable ac voltages, the peak-detection methods exhibit a
reduced precision due to their need to operate next to the knee of the B-H curve.
In [7], the errors ΔUDC are plotted for ac voltages that change from 170 V up to
260 V. The minimum values of the error are obtained for ac voltages in the middle of
the range. The error ΔUDC increases toward 170 V, as well as for the voltages that
approach the upper end of the range. The error reaches 15 mV for UAC ¼ 260 V. For
the given offset current ImDC, the values of ΔI/Ipeak in Table 8.1 reduce as UAC

Table 8.1 Relative peak difference ΔI/Ipeak measured with ImDC that ranges from 0 up to 0.125
Imnom. The core has Imnom ¼ 8 mA and SFE of 3 cm2. Ipeak corresponds to the peak value of Im(t)

UAC [V] 150 170 200 220 264

ImDC ¼ 0.125 Imnom 0.18 0.31 0.5 0.87 0.16

ImDC ¼ 0.04 Imnom 0.0096 0.067 0.1245 0.1988 0.0413

ImDC ¼ 0.02 Imnom �0.0004 0.033 0.0572 0.0991 0.0194

ImDC ¼ 0 �0.003 0.008 0.0105 0.0209 0.0114
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moves away from 220 V in either direction. Saturation at 264 V may alter the
waveform Im(t) and mask the signal ΔI. At 150 V, the operating point in B-H plane
returns to the linear region, where the difference ΔI is less pronounced. In the
subsequent sections, it will be shown that the even harmonics-based detection
method maintains a high precision over a wide range of ac voltages.

8.4.3 Optimum Form of the Core

The smallest detectable bias voltage UDC(min) depends on the total resistance ΣR of
the primary circuit and the minimum detectable bias current ImDC(min):

Umin
DC ¼ ΣRð Þ � I min

mDC ¼ ΣRð Þ � Imnom � Qmin ð8:34Þ
With peak-detection methods, the minimum ratio Qmin ¼ ImDC(min)/Imnom is close

to 1/200. Thus, precision of the dc-bias sensor depends on the product (ΣR)Imnom. In
order to increase precision, it is necessary to minimize the winding resistance and to
minimize the rated magnetizing current. Given the need to minimize the product
ΣR ∙ Imnom, the best results are obtained with toroidal-shaped cores. When designing
a low-cost dc-bias sensor, it is of interest to consider a standard, commercially
available core that uses most common iron laminations. Design consists in selecting
commercially available core, selecting the wire, and determining the number of
turns. Dimensions, weight, and electrical parameters of several commercially avail-
able toroidal transformers with 20VA < Sn < 500VA are listed in Table 8.2. The
primary winding of these transformers is made for 220 V, 50 Hz. The rated
magnetizing current Imnom and the primary resistance are given for all the samples.
The product of the primary resistance Rprim and the current Imnom is given in the
rightmost column, labeled as R3I.

The sensitivity is inversely proportional to R3I product (8.34). Therefore, from
Table 8.2, it is beneficial to use larger cores. The core sensitivity can be roughly
doubled by selecting the core with 10 times larger rated power. It takes roughly
10 time larger weight of the core to increase the sensitivity some 3 times. Given the

Table 8.2 Properties of
toroidal, single-phase, line-
frequency transformers with
POWER CORE H 105-30
iron sheets by thyssenkrupp
AG. RPRIM stands for the
primary resistance (220 V
side)

Sn
[VA]

SFE
[mm2]

Dext

[mm]
m
[kg]

Imnom

[mA]
Rprim

[Ω] R3I

30 250 60 0.43 1.42 70 99

50 300 70 0.63 2 31 62

80 300 80 0.85 3.5 24 84

150 400 100 1.5 4.5 11 49

200 600 100 1.75 6.7 8 53

300 800 100 2.5 8.2 4.1 33

400 750 120 4 10 3.2 32

500 1000 120 4.3 12 2.3 27
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same cross section SFE, better results are obtained with the core having a lower
diameter. Thus, some core forms have the potential of reaching better precision than
the others.

The main drawback of using an off-the-shelf toroidal transformer is a larger
resistance of the main winding. The resistance is larger due to the fact that roughly
50% of the available winding space is used for the secondary winding. It is also
possible to use an off-the-shelf device and rewind it, using most of the winding space
for the main winding, thus halving its resistance. The winding space dedicated to the
auxiliary, compensation winding can be rather small, due to a low number of turns
that carry a relatively small compensation current iC (Fig. 8.17).

Better results are obtained by providing the toroidal core of an optimum form and
making a dedicated winding. In further discussion, the impact of the core form on the
sensing precision is studied in order to find the optimum core form, which provides
the best precision for the given core size.

For the core with the winding resistance RW, for the rated magnetizing current
IRnom, and for the given ratio Q¼ ImDC(min)/IRnom, the value of UDC

min is obtained as
(RWIRnom)Q, as shown in (8.34). It has been shown (Table 8.2) that the precision
increases with the core size. Still, the overall size of the sensing reactors is limited
due to practical reasons. Therefore, it is necessary to find the optimum form of the
reactor core which provides the best precision for the given size of the core.

For toroidal core with external diameter De, internal diameter Di, and height W,
the core form can be expressed in terms of the form factors d¼Di/De and w¼W/De.
The core volume and weight are

V ¼ D2
e � D2

i


 � �W � π
4
,m ¼ V � 7650kg

m3
: ð8:35Þ

The volume V can be expressed in terms of the external diameter De and the form
factors d and w. The core with one and the same volume (and weight) can be
obtained with different factors d and w. The choice of the form factors affects the
parameters RW and IRnom and the product RWIRnom. In this way, the form of the core
has a direct impact on the overall sensing precision. For this reason, it is of interest.
Given the core volume, it is of interest to derive the form factors that minimize the
product RWIRnom. The current IRnom depends on the peak flux density Bmax and peak
strength Hmax of the magnetic field, on the number of turns NT, and on the core
geometry:

IRnom ¼ Hmax � π De þ Dið Þ
2

1
NT

ffiffiffi
2

p

2
ð8:36Þ

The winding resistance RW depends on NT, on the wire cross section SCu1, and on
the average length of one turn Lav (8.37), while the number of turns depends on the
core cross section SFe, on the ac voltage UAC, and also on the line-frequency ωAC

(8.38).
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RW ¼ NTLav
SCu1

1
σCu

, σCu ¼ 57 � 106 S
m
: ð8:37Þ

NT ¼ UAC

ffiffiffi
2

p

ωAC

1
SFeBmax

¼ UAC

ffiffiffi
2

p

ωACBmax

2
W � De � Dið Þ ð8:38Þ

The feasible cross section SCu1 of the copper wire is obtained by multiplying the
available winding areaWA by the copper fill factor αW and dividing the result by the
number of turns NT. The shuttle of the winding machine has to pass through the
round hole, namely, the internal diameter DiF of the finished reactor, including the
windings. The minimum value of DiF is β ∙ Di, where β is defined by specific
properties of the winder equipment, and it is usually close to 1/2. With DiF > β ∙ Di,
the largest winding thickness isWT ¼ (1�β) ∙ Di/2, while the available winding area
through the central opening of the toroidal core is WA ¼ (1�β 2) ∙ π ∙ Di

2/4.
Considering the copper fill factor of αW, the wire cross section is (8.39), and the
average length Lav of one turn is (8.40), and the winding resistance is in (8.41).

SCu1 ¼ αW 1� β2

 �

πD2
i = 4NTð Þ ð8:39Þ

Lav ¼ De þ 1� 2βð ÞDi þ 2W ð8:40Þ

RW ¼ 4N2
T De þ 1� 2βð ÞDi þ 2W½ �

αW 1� β2

 �

πD2
i

1
σCu

ð8:41Þ

Finally, the product RWIRnom can be expressed as a function of the form factors
d and w:

RWIRnom ¼ f x d;wð Þ ¼ k

D2
e

1þ dð Þ 1þ 1� 2βð Þd þ 2w½ �
d2w 1� dð Þ , ð8:42Þ

where

k ¼ 4UACHmaxð Þ= αWσCu 1� β2

 �

ωACBmax
� 


: ð8:43Þ
The expression (8.42) defines the RWIRnom product as the function fx(d,w). The

maximum sensing precision for the given core volume is obtained when the function
fx(d,w) reaches the minimum value. For this to achieve, it is necessary to find the
form factors which provide the smallest value of fx(d,w), that is, the largest value of
1/fx(d,w). This value can be obtained by a parametric search in d-w plane. The results
are plotted in Fig. 8.20, with 1/(RWIRnom) on vertical axis. The form factors d and
w are given on x and y axis. The maximum sensitivity is obtained for dopt ¼ 0.76 and
wopt ¼ 0.324. The results of Fig. 8.20 show that the proper selection of the form
factors can increase precision by nearly two times. The increase in precision is
confirmed by experimental results, obtained with the optimum-form core of
Fig. 8.21. The results are summarized in Table 8.3. Although the conventional-
form core of [8] has a larger mass and size, the optimum-form core offers consid-
erably better precision (65 μV versus 100 μV).
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Fig. 8.20 The core sensitivity 1/(RWIRnom) is calculated from (8.42) as a function of the form
factors, assuming that the core weight remains constant

Fig. 8.21 Sample sensing reactor made on an optimum-form iron core

Table 8.3 Comparison between the sensing reactor of [8] and an optimum-form reactor: The core
weight (mFE), the copper weight (mCu), the total weight (mtot), the sensing error (ΔUDC), magnetic
induction (Bm), and diameter ratio

Sensing reactor
mFe

[kg]
mCu

[kg]
mtot

[kg]
ΔUDC

[μV]
Bm

[T] De/Di

Reactor of [8] 0.408 0.506 0.914 < 100 1.5 1.75

Sample core of Fig. 8.21 0.305 0.420 0.725 < 65 1.505 1.48
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8.4.4 Detection Based on Even Harmonics

The current of the sensing reactor gets affected by the dc-bias. Distortion of the
reactor current provides an indication on the sign and magnitude of the dc-bias. The
current gets processed by the sensing algorithm to extract the dc-bias feedback
information. The peak-detection methods rely on time-domain samples of the
current. When operating with the rated ac voltage, the peak-detection methods
offer precision better than 3 mV [6, 7]. The method reported in [8] is based on
detection of even harmonics of the reactor current. The amplitude of even harmonics
increases with the dc-bias, while the phase of even harmonics indicates the sign of
the bias. The even harmonics-based method of [8] reaches precision better than
100 μV. Therefore, it is of interest to describe the signal processing chain and the
implementation of this method.

The even harmonics of the reactor current are created in an interaction of the
dc-bias and the nonlinearity of the ferromagnetic material. At the same time, certain
amount of even harmonics can originate from the grid. These harmonics can produce
the even harmonics of the reactor current that are not related to the bias. In order to
distinguish between the two, it is necessary to detect the phase of the even har-
monics. Namely, the even harmonics that originate from the interaction between the
dc-bias and the nonlinearity of ferromagnetic material have the specific phase with
respect to the first harmonic. For several low-order even harmonics that originate
from the bias, their phase [8] remains rather constant for a range of operating
conditions. Thus, contemporary presence of these harmonics provides a unique
and conclusive indication on the presence of the dc-bias.

It is of interest to compare the relevant phase shifts for two different sensing
cores. The even harmonics obtained with the reactor of [8] and harmonics obtained
with the optimum-form reactor (Fig. 8.21) are given in Table 8.4. The values φ2 ..
φ8 stand for the phase displacement of the given harmonic with respect to the first
harmonic. The last row in the table provides the difference between the phase shifts
obtained with the two cores. For both cores, the phase-shift φ2 remains close to zero,
within a rather narrow strip. The phase φ4 changes between the two cores by more
than 2 radians. If the signal processing chain tuned for one of the cores gets used for
the other core, the error of 2 radians impairs the operation of the zero-bias tracking
loop. Large phase differences are also found with the sixth and eighth harmonic in
the table.

The results of Table 8.4 prove that the phase shifts of the fourth, sixth, and eighth
harmonic depend on the specific core shape and core material. For this reason, the

Table 8.4 Phase shifts of the four even harmonics obtained with the sensing reactor of [8] and with
the optimum-form reactor

Core φ2 φ4 φ6 φ8

(1) sensing reactor of [8] �0.08 0.48 1.05 1.54

(2) optimum-form reactor 0.06 3.12 0.06 3.01

(2)-(1) 0.14 2.64 �0.99 1.47
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use of the considered harmonics for the feedback purposes requires an off-line
measurement of their phase shifts and subsequent calibration of the relevant param-
eters. For simplicity, it is of interest to use the sensing algorithm that relies on the
second harmonic only, avoiding in this way any off-line tuning and calibration.

Demodulation circuit is given in Fig. 8.22. Reactor current is brought to the PLL
circuit which extracts the phase φ1 of the fundamental component of the current (the
first harmonic), and it calculates the expected phase of the second harmonic φ2,
which corresponds to the second harmonic component produced by the dc-bias. This
phase is used by the demodulator to obtain the signal xIN. Raw demodulated signal
xIN is averaged in each period of the line voltage to obtain the output signal xOUT.
Therefore, the time interval of TSPL ¼ 20 ms is the sampling time of the closed-loop
dc-bias controller.

The sample reactor is tested within the circuit of Fig. 8.23. The variable ac voltage
is obtained from an autotransformer. The isolating transformer is used to isolate and
protect the measurements of any additional parasitic dc-bias that could come of the
ac grid. The dc-bias required for the test is obtained from a variable dc source
(UDCIN). In order to decouple the dc source from the ac voltages and currents, it is
connected across a very large series impedance. More details about the testing setup,
procedures, and results are provided in [9].

The reactor is tested for ac voltages between 160 V and 250 V and with dc-bias
currents that range from �40 μA up to þ40 μA. Corresponding dc voltages across

Fig. 8.22 Detection circuit which relies on the second harmonic – demodulator

Fig. 8.23 The circuit for testing the sensing reactor in conditions with variable ac voltage and with
variable dc-bias
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the sensing reactor are determined by the winding resistance, and they change from
�884 μV up to þ884 μV. The signal acquisition, oversampling, and filtering are
performed by the DMA-driven ADC peripheral of the DSP controller. Experimental
results with demodulated second harmonic xOUT(IDC) change in a linear manner [9]
with an average slope of

S2 ¼ ΔxOUT
ΔIDC

¼ 2:14
μA

μA
ð8:44Þ

Several curves xOUT(IDC) were obtain by repeating the sweep of the dc-bias
current between the limit values. All these quasi-linear curves xOUT(IDC) have their
zero crossing (the value of IDC that provide xOUT¼ 0) close to IDC¼ 0, in a� 3.5 μA
wide strip, as shown in Fig. 9 of [9]. When multiplied by the resistance RW of the
sensing reactor winding, corresponding voltage error is ΔU ¼ 78 μV. If the error is
calculated for each of the curves, and the average value ΔUav of the error is obtained
for a series of consecutive measurements, the value ΔUav gets even smaller.

In order to estimate the long-term steady-state errors, a number of consecutive
measurements of xOUT is taken in [9], all of them obtained while keeping the reactor
in zero-bias conditions (IDC ¼ 0). The sensing error expressed in terms of the dc-bias
current (ΔIDC) is obtained as xOUTav/S2, where xOUTav is the average value of all the
xOUT samples acquired within the intervals of 3 s. The results are included in
Table 8.5. In the first row, the values xOUT(av) represent the average signal xOUT.
The second row presents the residual error ΔIDC, while the voltage error ΔUDC is
shown in the third row. The voltage errors are considerably lower than 100 μV.
Compared to the peak value of the phase voltages, the voltage errors in Table 8.5 do
not exceed 0.125 parts per million.

8.4.5 Closed-Loop DC-Bias Suppression

High-precision dc-bias sensor can be used as the feedback device of an active dc-bias
suppression system that includes a grid-side power converter as an actuator. Such a
system is illustrated in Fig. 8.24 and discussed in detail in [9]. It is assumed that the
ac grid introduces a dc-bias voltage UDCG, which comes as a consequence of other
grid resources. The dc-bias brought in from the grid causes the dc component UR0 of
the voltageUR across the sensing reactor. As a consequence, there is a dc component

Table 8.5 Long-term average values of xOUT, obtained with IDC ¼ 0, and the calculated values of
the sensing error ΔUDC

UAC [V] 160 180 200 220 240 250

|xOUT(av)| [μA] 3.85 2.78 1.71 2.7 3.08 3.68

ΔIDC ¼ |xOUT|/S2 [μA] 1.8 1.3 0.8 1.26 1.44 1.72

ΔUDC ¼ RW ΔIDC [μV] 39.7 28.7 17.6 27.8 31.8 38
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of the reactor current (ImDC ¼ UR0/RW) which produces the second harmonic of the
reactor current.

Demodulator of Fig. 8.22 produces the signal xOUT, which serves as the dc-bias
feedback signal. It is assumed that the grid-side converter comprises the dc-bias
suppression controller, which calculates the corrective dc voltage Ui, suited to act
against the bias UR0 and adjusted so as to bring the reactor bias current ImDC to zero.
Corrective action of the grid-side inverter is performed by introducing some very
small changes into the width of the PWM pulses, generated by the switching action
of the power transistors.

The time constants LG/RG and LF/RF of Fig. 8.24 are lower than the time constant
LW/RW of the sensing reactor by several orders of magnitude. They are also
considerably lower than the sampling time TSPL ¼ 20 ms. Therefore, dynamic
phenomena related to LG and LF are neglected and excluded from the subsequent
analysis.

With RW>> RG and RW>> RF, the dc voltage across the reactor is virtually
unaffected by the reactor current:

UR0 � UDCG
RF

RF þ RG
þ Ui

RG

RF þ RG
ð8:45Þ

The parasitic voltage of the grid is denoted by UDCG. It is changing rather slowly,
and it remains almost constant within each sampling period TSPL. The voltage Ui is
the dc component of the output voltage supplied by the grid-connected power
converter. This voltage is decided by the dc-bias controller (Fig. 8.25). A new Ui

reference is calculated at each sampling instant nTSPL, and this reference is
maintained from nTSPL until the next sampling instant (n þ 1)TSPL. Within the
considered interval, the dc component of the reactor current iR0(t) changes in
accordance to

Fig. 8.24 Suppression of the bias by grid-connected power converter. The grid bias voltage UDCG

increases UR0 across the reactor. The power converter generates correction Ui which compensates
the bias and makes sure that UR0 ¼ 0
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inþ1
R0 ¼ i nR0 � e�

RWTSPL
LW þ 1� e�

RWTSPL
LW

� �Un
DCGRF þ Un

i RG

RW RF þ RGð Þ : ð8:46Þ

Introducing the parameters α, β, and γ (8.47), the difference equation (8.46)
assumes the form (8.48). The complex image iR0(z) is in (8.49), where WO (z) ¼ β
/(z � α) is the pulse transfer iR0(z)/Ui(z).

α ¼ e�
RWTSPL

LW , β ¼ RG 1� αð Þ
RW RF þ RGð Þ , γ ¼

RF

RG
, ð8:47Þ

inþ1
R0 ¼ i nR0 � αþ Un

i � β þ Un
DCG � β � γ: ð8:48Þ

iR0 zð Þ ¼ β

z� α
Ui zð Þ þ β

z� α
� γ � UDCG zð Þ: ð8:49Þ

The voltage Ui
n is calculated at instants t¼ nTSPL, and it is applied on the interval

[nTSPL .. (n þ 1)TSPL]. The steady-state value of the signal xOUT should be equal to
zero. Thus, the reference value for xOUT is zero. With the pulse transfer function of
the controller WREG(z), the pulse transfer function of the voltage Ui is

Ui zð Þ ¼ WREG zð Þ 0� xOUT zð Þ½ �: ð8:50Þ
The signal xOUT is proportional to the dc-bias current of the reactor iR0, xOUT �

S2iR0. The sample xOUT
n is calculated at instants t¼ nTSPL as an average value of the

signal xIN over the past sampling interval, and it depends on the average value of
iR0(t) on the same interval. The average value of iR0 on the interval [nTSPL .. (n þ 1)
TSPL] can be approximated by (iR0

n þ 1+ iR0
n)/2. In z domain,

xOUT zð Þ ¼ S2
zþ 1
2z

iR0 zð Þ ¼ WFB zð ÞiR0 zð Þ: ð8:51Þ

Fig. 8.25 Closed-loop dc-bias suppression that employs the sensing reactor as the feedback device
and the grid-side inverter as an actuator

252 8 Synchronization and Control



The block diagram of the closed-loop dc-bias suppression system is summarized
in Fig. 8.25. The steady-state value of the dc voltage across the sensing reactor
should remain zero in the presence of the dc-bias UDCG. This requires an integrator
within the control loop. Considering the PI controller with the gains KP and KI, and
introducing the relative gains p ¼ KP ∙ β ∙ S2/2 and i ¼ KI ∙ β ∙ S2/2, the closed-loop
transfer function WSS(z) ¼ iR0(z)/x

*
OUT(z) is

WSS zð Þ ¼ 2
S2

pþ ið Þz2 � pz

z3 þ z2 �1� αþ pþ ið Þ þ z αþ ið Þ � p
: ð8:52Þ

The step response of the dc voltage UR0 across the reactor is defined by the
function WDCG(z) ¼ UR0(z)/UDCG(z):

WDCG zð Þ ¼ γ � z � z� 1ð Þ � z� αð Þ � RG= RG þ RFð Þ
z3 þ z2 �1� αþ pþ ið Þ þ z αþ ið Þ � p

: ð8:53Þ

The closed-loop performance depends on the closed-loop poles, which are the
roots of the characteristic polynomial f(z) ¼ z3 + z2(�1 � α þ p + i) þ z(α þ i) � p.
The three poles are decided by the gains p and i. Design goal of the gain setting
procedure is to obtain a fast, well-damped response with a short settling time [9]. At
the same time, it is necessary to obtain sufficient robustness. The equivalent resis-
tance of the grid (RG) is variable, and it has significant impact on the closed-loop
response. Therefore, it is necessary to provide sufficient stability margin and to
maintain the response character in the presence of RG changes. This request can be
met by prescribing the minimum vector margin [9] of VMmin ¼ 2/3. The optimum
gains are found by searching the p-i plane for the pair ( p, i) which provides short
settling time and VM > VMmin. The gains that meet both requirements are
popt ¼ 0.18, iopt ¼ 0.026. With optimum gains and with TSPL ¼ 20 ms, the closed-
loop transfer function drops to �3 dB at the bandwidth frequency of fBW ¼ 6.65 Hz
[9]. The vector margin is VM ¼ 0.68, thus accommodating the grid resistance
changes by more than 3 times. The step response overshoot is 27%, and the rise
time is 60 ms.

The experimental setup of the active dc-bias suppression system is detailed in
[9]. The block diagram of the setup is given in Fig. 8.26. The three-phase mains are
connected through an isolation transformer which prevents the impact of the
unknown parasitic dc-bias from the actual grid. A variable-ratio three-phase trans-
former is used to change the ac voltage level. Well-known and controlled dc-bias is
introduced by closing the switch SW1. Two very large resistances (R11 and R12) are
used to inject small dc currents, obtained from the dc-bus of the grid-side power
converter. When the dc-bias is injected, the sensing reactors detect the parasitic dc
current from the corresponding even harmonic and its phase. The closed-loop
controller introduces the corrections by affecting the PWM pulses of the grid-side
converter and providing small dc voltage components between the output terminals
of the inverter. These corrections are suited to suppress the dc-bias within the core
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and to bring the core into zero-bias condition. In turn, that will suppress the dc-bias
between the grid-connection points.

Dynamic response is tested by closing and opening the switch SW1. Experimen-
tal traces of the signal xOUT and the voltage command Ui

* obtained from the system
in Fig. 8.26 are shown in Fig. 8.27. After 2 s, the dc-bias is introduced by closing the
switch SW1. The bias is removed after 8 s. The transient response has the settling
time in agreement with the pulse transfer function of (8.53), while the waveforms
comprise the noise and include the effects of the system nonlinearity, observed from
the differences between the two transients.

Due to imperfections, the circuit of Fig. 8.26 retains a small residual error. The
error of the dc-bias suppression system is tested in steady-state condition, with SW1

Fig. 8.26 Dc-bias detection and suppression in three-wire three-phase system using two sensing
reactors and two dc-bias controllers. The dc-bias is introduced by closing the switch SW1

Fig. 8.27 Experimental traces of the signal xOUT and the voltage command Ui
* obtained from the

system in Fig. 8.26. The dc-bias is introduced by closing the switch SW1
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opened and with no bias. The error is determined from the voltage Ui as
UR0 ¼ Ui ∙ RG/(RG + RF). The measurement of Ui is accomplished with appropriate
filtering and averaging. The results are plotted in Fig. 8.28. Residual errors in
Fig. 8.28 are lower than 65 μV. They are obtained with the sensing reactor core of
mFe ¼ 0.304 kg. Competitive solutions [8] have residual errors lower than 100 μV,
obtained with the reactor core of mFe ¼ 0.408 kg. Thus, the introduction of the
optimum core form improves the precision-to-weight ratio by 1.93 times. In closed-
loop operation, the dc-bias voltage across the grid-connection terminals is
suppressed below 65 μV, the level acceptable even with the most recent distribution
transformers.

Question (8.1) For the phase-locked loop of Fig. 8.6, with the closed-loop transfer
function of (8.6), determine the gains to obtain two real closed-loop poles at 2 Hz.

Answer (8.1) The closed-loop transfer function of the phase-locked loop is

WCL sð Þ ¼ φPLL sð Þ
φL sð Þ ¼ s � kPkPDkVCO þ kikPDkVCO

s2 þ s � kPkPDkVCO þ kikPDkVCO
�

In order to have two real poles p1 ¼ p2 ¼ ωp ¼ 4π [rad/s], the value of kikPDkVCO
has to be equal to ωp

2, while the value of kPkPDkVCO has to be equal to 2ωp.

Question (8.2) A large two-pole synchronous generator runs at no load, with
constant excitation current. With the power angle of π/2, the generator will deliver
the maximum power of 300 MW. The oscillations caused by the load step have the
frequency of 1.5 Hz. It is necessary to estimate the equivalent inertia J of the
generator.

Answer (8.2) From Sect. 8.2.1 and Figs. 8.7 and 8.8, the electromagnetic torque of
the generator (i.e., the braking torque) can be approximated by TG ¼ TMAX sin(δ),

Fig. 8.28 Residual error of dc-bias suppression system
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where δ is the power angle (angular advance of the rotor electromotive force with
respect to the stator voltage) while TMAX is the torque obtained with δ ¼ π/2. If the
generator runs at no load, the power angle is close to zero. Thus, the torque TG can be
approximated by TG ¼ TMAX ∙ δ. The maximum torque is obtained from the
maximum power and rated speed, TMAX ¼ 300[MW]/314.15[rad/s] ¼ 954,000 Nm.

Neglecting any other torque components at no load condition, the rotor speed
changes depend only on TG. At the same time, δ ¼ θm � φL, where θm is the rotor
angle while φL is the phase of the grid voltages. Thus,

J
dωm

dt
¼ J

d2θm
dt2

¼ J
d2δ
dt2

þ J
d2φL

dt2
¼ �TMAXδ:

Assuming that the line frequency is constant, the second derivative of φL is equal
to zero. By considering the previous differential equation and introducing the
Laplace transform, one obtains

J
d2δ
dt2

þ TMAXδ ¼ 0 ! Js2δ sð Þ þ TMAXδ sð Þ ¼ 0:

The roots of the equation

f sð Þ ¼ J � s2 þ TMAX ¼ 0

are given in

p1=2 ¼ �j �
ffiffiffiffiffiffiffiffiffiffiffiffi
TMAX

J

r
:

With |p1/2| ¼ 2π ∙ 1.5 ¼ 3π, J ¼ TMAX/(3π)
2 ¼ 10,740 kgm2.

Question (8.3) The wind power station has a wind turbine, electrical generator,
generator-side converter, dc-bus with the voltage EDC and bus capacitor CDC, and
grid-side inverter which takes the power PDC from the dc bus and injects the power
PAC� PDC into ac grid. The system is depicted in Fig. 8.13. The power EDC ∙ iGE that
comes from the generator depends on the wind speed, and it cannot be changed at
will. The power PDC¼ EDC ∙ iGR is determined by the PI controller suited to maintain
the bus voltage EDC constant. Determine the gains of the controller so as to obtain the
response characterized by the closed-loop poles with natural frequency ωn and with
damping factor of ξ.

Answer (8.3) The dc-bus voltage is increased by iGE and decreased by iGR:

CDC
dEDC

dt
¼ iGE � iGR ! EDC sð Þ ¼ 1

sCDC
iGE sð Þ � iGR sð Þ½ �:

The current iGE is determined by the wind speed, and it cannot be changed at will.
From the point of view of the dc-bus control, it is considered an external disturbance.
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The current iGR is equal to PDC/EDC ¼ PAC/EDC, and it is determined by the ac
currents injected into the grid from the grid-side power converter. Thus, the digital
current controller has the ability to adjust the ac currents so as to provide the desired
current iGR. At this point, it is necessary to obtain the reference value for iGR. The
problem statement considers the PI controller as the means of discriminating the
errors in the dc-bus voltage (ΔEDC ¼ E* � EDC) and calculates the desired current
iGR:

i∗GR � iGR ¼ KP þ KI

s

� �
ΔEDC:

In the above expression, it is assumed that the controls guarantee that the actual
current iGR gets equal to the reference. The characteristic polynomial of the system is
obtained from

1þ 1
sCDC

KP þ KI

s

� �
¼ 0, ! s2 þ s

KP

CDC
þ KI

CDC
¼ 0:

The gains can be obtained from ωn
2 ¼ KI/CDC and 2ξωn ¼ KP/CDC.
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