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Comments from intermediate feedback
! Overall positive feedback


! Points for improvement:

- Content of the midterm

- Load of the exercise sessions

- Going beyond formulas - more focus on intuitions

- Recordings


! Please keep providing weekly feedback!
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! Hand-crafted features: Capture some structural properties of the graph, followed 
by some statistics (signatures)


! Graph kernel methods: Design similarity functions in an embedding space


! Spectral features: Capture the graph properties through spectral graph theory, 
graph signal processing 


! Learned features: Learn graph features directly from data by designing models 
based on meaningful assumptions

- Unsupervised (shallow) embeddings: Learn features based on different ways 

of preserving information from the original graph (often without node attributes)

- Graph neural network features: Learn features from the data using a well-

designed family of neural networks (often with node attributes)

Graph-structured features/embeddings: 
A high level overview - reminder
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Model-driven

Data-driven
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Going beyond graph structure 
! Very often data comes with additional features


- Not only graphs, but attributes on the nodes of the graph

! Key question: What is the interplay between graph structure and 

node attributes?

4

Network Machine Learning - EE452

Dr Dorina Thanou 


Prof. Pascal Frossard

 Transportation networks 

 Weather networks 
 Social networks 
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 Biological networks 

Disease spreading networks 

 Electric grid networks 



Graph structured data
! In classical applications, data often lives on a regular domain


! Weighted graphs capture the geometric structure of complex, i.e., 
irregular, domains
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Processing graph structured data
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RN

+
0

-

How can we extract useful information by taking into account both 
structure (edges) and data (values/features on vertices)?

+



Representation of structured data
! Traditional approaches: Harmonic analysis on Euclidean domain 

(e.g., Fourier, wavelets), (deep) representation learning


! Irregular structures: how do we generalize such notions to graph 
settings?
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In this lecture…
! How can we extract information from graph structured data, using 

well-defined notions from signal processing? 
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Actionable 
knowledge

Y

Graph representations


X,G f(X,G)

e.g., node/graph classification,

signal inpainting/denoising



In this lecture…
! How can we extract information from graph structured data, using 

well-defined notions from signal processing? 
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Actionable 
knowledge

Y

Graph representations


X,G f(X,G)

Graph Signal Processing (GSP)

e.g., node/graph classification,

signal inpainting/denoising



Outline
! Graphs and signals on graphs


! Graph Fourier transform


! Filtering on graphs


! Spectral graph convolution 


! Applications

- Regularization on graphs

- Compression

- Knowledge discovery
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Graphs and signals on graphs
! Irregular domain: connected, undirected, weighted graph of      

nodes  


! Neighborhood of node : 


! Graph description:

<latexit sha1_base64="425PAMoRUmoZG1niVJqqDUufkSk=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHhswX5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8MJME/YgOJQ85o8ZKDd4vV9yqOwdZJV5OKpCj3i9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1IQ3fsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukdVH1rqpu47JSu83jKMIJnMI5eHANNbiHOjSBAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPz5uM7Q==</latexit>

i
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Degree matrix    : diagonal matrix with sum of weights of incident edges

Laplacian matrix   :                      ,

- Complete set of orthonormal eigenvectors 

- Real, non-negative eigenvalues


G = (V, E ,W )

D
L L = D �W

<latexit sha1_base64="IJg9IbhjYZLnIsn3ie23Xg8Nay4=">AAACAHicbVDLSsNAFL3xWesr6sKFm8EiuCqJKOpCKLhx0UWFvqCJZTKZtEMnD2YmQgnd+CtuXCji1s9w5984TbPQ1gMDZ865h5l7vIQzqSzr21haXlldWy9tlDe3tnd2zb39toxTQWiLxDwWXQ9LyllEW4opTruJoDj0OO14o9up33mkQrI4aqpxQt0QDyIWMIKVlvrmYR3dIIcMGXLqOuXj/PLQ7JsVq2rlQIvELkgFCjT65pfjxyQNaaQIx1L2bCtRboaFYoTTSdlJJU0wGeEB7Wka4ZBKN8sXmKATrfgoiIU+kUK5+juR4VDKcejpyRCroZz3puJ/Xi9VwZWbsShJFY3I7KEg5UjFaNoG8pmgRPGxJpgIpv+KyBALTJTurKxLsOdXXiTts6p9UbXuzyu166KOEhzBMZyCDZdQgztoQAsITOAZXuHNeDJejHfjYza6ZBSZA/gD4/MHc+qVBA==</latexit>

L = �⇤�T

<latexit sha1_base64="hg9rl6KHNimvWNfL9YXFg8HArYU=">AAACDXicbVBNS8MwGE7n15xfVY9eglPwMEo7FPUgDLx4kgnuA7pS0izbwtK0JKkwyv6AF/+KFw+KePXuzX9j2vWgmw+E98nzvC/J+wQxo1LZ9rdRWlpeWV0rr1c2Nre2d8zdvbaMEoFJC0csEt0AScIoJy1FFSPdWBAUBox0gvF15nceiJA04vdqEhMvRENOBxQjpSXfPOrhEYVX0M2q79RgXus1aFlWcbn1fLNqW3YOuEicglRBgaZvfvX6EU5CwhVmSErXsWPlpUgoihmZVnqJJDHCYzQkrqYchUR6ab7NFB5rpQ8HkdCHK5irvydSFEo5CQPdGSI1kvNeJv7nuYkaXHgp5XGiCMezhwYJgyqCWTSwTwXBik00QVhQ/VeIR0ggrHSAFR2CM7/yImnXLefMsu9Oq43LIo4yOACH4AQ44Bw0wA1oghbA4BE8g1fwZjwZL8a78TFrLRnFzD74A+PzB6z8mL8=</latexit>

� = [�1,�2, ...,�N ]

<latexit sha1_base64="VElqasBsuT/Z333w2BsaqdPFpK4=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokoepKCF0/Sgv2ANpTNdtKu3WzC7kYoob/AiwdFvPqTvPlv3LY5aOuDgcd7M8zMCxLBtXHdb2dldW19Y7OwVdze2d3bLx0cNnWcKoYNFotYtQOqUXCJDcONwHaikEaBwFYwup36rSdUmsfywYwT9CM6kDzkjBor1e97pbJbcWcgy8TLSRly1Hqlr24/ZmmE0jBBte54bmL8jCrDmcBJsZtqTCgb0QF2LJU0Qu1ns0Mn5NQqfRLGypY0ZKb+nshopPU4CmxnRM1QL3pT8T+vk5rw2s+4TFKDks0XhakgJibTr0mfK2RGjC2hTHF7K2FDqigzNpuiDcFbfHmZNM8r3mXFrV+Uqzd5HAU4hhM4Aw+uoAp3UIMGMEB4hld4cx6dF+fd+Zi3rjj5zBH8gfP5A6avjNI=</latexit>

N

<latexit sha1_base64="q83r5gOLqxocEfYMI6h66+pjOjc=">AAACJ3icbZBNS8NAEIY3ftb6FfXoZbEInkJSFRVUCl48SQX7AW0Im822XbrZhN2NUEL/jRf/ihdBRfToP3GbhlJbBxaeeWeG2Xn9mFGpbPvbWFhcWl5ZLawV1zc2t7bNnd26jBKBSQ1HLBJNH0nCKCc1RRUjzVgQFPqMNPz+zajeeCRC0og/qEFM3BB1Oe1QjJSWPPPahlewzfRAgDwHXk64rIlMsuMssyxrWkzvhp5Zsi07CzgPTg4lkEfVM9/aQYSTkHCFGZKy5dixclMkFMWMDIvtRJIY4T7qkpZGjkIi3TS7cwgPtRLATiT04wpm6vREikIpB6GvO0OkenK2NhL/q7US1Tl3U8rjRBGOx4s6CYMqgiPTYEAFwYoNNCAsqP4rxD0kEFba2qI2wZk9eR7qZcs5tez7k1LlIrejAPbBATgCDjgDFXALqqAGMHgCL+AdfBjPxqvxaXyNWxeMfGYP/Anj5xdeEaM4</latexit>

0 = �1 < �2  �3  ...  �N

<latexit sha1_base64="AJelEWteyinopH69IHJ5wTXkeFY=">AAACFHicbVDLSsNAFJ3UV62vqks3g0WoKCURRRGUggiupIJ9QBPCZDppp51MwsxEKCEf4cZfceNCEbcu3Pk3TtsgWj1w4XDOvdx7jxcxKpVpfhq5mdm5+YX8YmFpeWV1rbi+0ZBhLDCp45CFouUhSRjlpK6oYqQVCYICj5GmN7gY+c07IiQN+a0aRsQJUJdTn2KktOQW9+wAqR5GLLlOXXoG7aQPT2GZ7vd3bcrht3uZ2qlbLJkVcwz4l1gZKYEMNbf4YXdCHAeEK8yQlG3LjJSTIKEoZiQt2LEkEcID1CVtTTkKiHSS8VMp3NFKB/qh0MUVHKs/JxIUSDkMPN05OlJOeyPxP68dK//ESSiPYkU4nizyYwZVCEcJwQ4VBCs21ARhQfWtEPeQQFjpHAs6BGv65b+kcVCxjirmzWGpep7FkQdbYBuUgQWOQRVcgRqoAwzuwSN4Bi/Gg/FkvBpvk9ackc1sgl8w3r8ALjKdpA==</latexit>

Ni = {j : (i, j) 2 E}



Signal on the graph or graph signal
! A function                       that assigns real values to each vertex of 

the graph  

! It is defined on the vertices of the graph 


! Often represented as a vector              , where        is the signal 
value at node


! The ordering of the vector follows the ordering of the adjacency 
matrix    
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<latexit sha1_base64="WbZHF72KYVNR3gyZ0HvIAoa9YIY=">AAACCHicbVDLSsNAFL3xWesr6tKFg0VwVRJRFBdScONKqtgHNLFMppN26OTBzEQoIUs3/oobF4q49RPc+TdO2iy09cDAmXPu5d57vJgzqSzr25ibX1hcWi6tlFfX1jc2za3tpowSQWiDRDwSbQ9LyllIG4opTtuxoDjwOG15w8vcbz1QIVkU3qlRTN0A90PmM4KVlrrmnn+OnACrAcE8bWbIUdHk73npbXZ/3TUrVtUaA80SuyAVKFDvml9OLyJJQENFOJayY1uxclMsFCOcZmUnkTTGZIj7tKNpiAMq3XR8SIYOtNJDfiT0CxUaq787UhxIOQo8XZnvKKe9XPzP6yTKP3NTFsaJoiGZDPITjvS1eSqoxwQlio80wUQwvSsiAywwUTq7sg7Bnj55ljSPqvZJ1bo5rtQuijhKsAv7cAg2nEINrqAODSDwCM/wCm/Gk/FivBsfk9I5o+jZgT8wPn8AHGOZZA==</latexit>

f : V ! RN

G = (V, E ,W )

<latexit sha1_base64="8mhJ7sy7ZqWkOeAmjTAMFLn+E6c=">AAAB+3icbVDLSsNAFL2pr1pfsS7dDBbBVUlE0ZUU3LiSKvYBTSyT6aQdOpmEmYlYQn7FjQtF3Poj7vwbJ20XWj0wcDjnXu6ZEyScKe04X1ZpaXllda28XtnY3NresXerbRWnktAWiXksuwFWlDNBW5ppTruJpDgKOO0E48vC7zxQqVgs7vQkoX6Eh4KFjGBtpL5dDZHHBPIirEdBkN3m99d9u+bUnSnQX+LOSQ3maPbtT28QkzSiQhOOleq5TqL9DEvNCKd5xUsVTTAZ4yHtGSpwRJWfTbPn6NAoAxTG0jyh0VT9uZHhSKlJFJjJIqNa9ArxP6+X6vDcz5hIUk0FmR0KU450jIoi0IBJSjSfGIKJZCYrIiMsMdGmroopwV388l/SPq67p3Xn5qTWuJjXUYZ9OIAjcOEMGnAFTWgBgUd4ghd4tXLr2Xqz3mejJWu+swe/YH18A1Lpk/g=</latexit>

f 2 RN <latexit sha1_base64="mK1flQhDybXnp61ORyfSDFo1Sg8=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBahXkoiip6k4MVjBdMW2lA220m7dLMJuxuhlP4GLx4U8eoP8ua/cdvmoK0PBh7vzTAzL0wF18Z1v53C2vrG5lZxu7Szu7d/UD48auokUwx9lohEtUOqUXCJvuFGYDtVSONQYCsc3c381hMqzRP5aMYpBjEdSB5xRo2V/KjKz0mvXHFr7hxklXg5qUCORq/81e0nLItRGiao1h3PTU0wocpwJnBa6mYaU8pGdIAdSyWNUQeT+bFTcmaVPokSZUsaMld/T0xorPU4Dm1nTM1QL3sz8T+vk5noJphwmWYGJVssijJBTEJmn5M+V8iMGFtCmeL2VsKGVFFmbD4lG4K3/PIqaV7UvKua+3BZqd/mcRThBE6hCh5cQx3uoQE+MODwDK/w5kjnxXl3PhatBSefOYY/cD5/AKw8jew=</latexit>

f(i)
<latexit sha1_base64="425PAMoRUmoZG1niVJqqDUufkSk=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHhswX5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8MJME/YgOJQ85o8ZKDd4vV9yqOwdZJV5OKpCj3i9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1IQ3fsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukdVH1rqpu47JSu83jKMIJnMI5eHANNbiHOjSBAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPz5uM7Q==</latexit>

i



Graph Laplacian operator
! Combinatorial Laplacian: differential operator that computes the 

pairwise difference between signal values in the neighborhood 
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! It is helpful for defining global smoothness on the graph:

<latexit sha1_base64="11OUFJqAwmPkc2E5GxykUyHjwvs=">AAACJ3icbVDLSgMxFM3UV62vqks3wSK0oGVGFN1YCm5ciFSwrdAZhkyaaUOTzJBkhDLM37jxV9wIKqJL/8RM24WvCyGHc87l3nuCmFGlbfvDKszNLywuFZdLK6tr6xvlza2OihKJSRtHLJK3AVKEUUHammpGbmNJEA8Y6Qaj81zv3hGpaCRu9DgmHkcDQUOKkTaUX264AR1UL0OY/7WqqMEz6KqE+yl3qYAuR3qIEUuvMl9kXT8V+zzrhcZ3EFZ5zfPLFbtuTwr+Bc4MVMCsWn752e1HOOFEaMyQUj3HjrWXIqkpZiQruYkiMcIjNCA9AwXiRHnp5M4M7hmmD8NImic0nLDfO1LElRrzwDjzvdVvLSf/03qJDk+9lIo40UTg6aAwYVBHMA8N9qkkWLOxAQhLanaFeIgkwtpEWzIhOL9P/gs6h3XnuG5fH1WajVkcRbADdkEVOOAENMEFaIE2wOAePIIX8Go9WE/Wm/U+tRasWc82+FHW5xeLLKSG</latexit>�
Lf

�
(n) =

X

m2Nn

Wn,m[f(n)� f(m)]

<latexit sha1_base64="ftFQ7JY/ounn9kvQeAwv2yf823s=">AAACNXicbVDLSgMxFM34tr5GXboJFqEFLTOi6EYpuHFRpEIfQmccMmmmDU0yQ5IRyjA/5cb/cKULF4q49RdMHwtfBwKHc84l954wYVRpx3m2Zmbn5hcWl5YLK6tr6xv25lZLxanEpIljFsubECnCqCBNTTUjN4kkiIeMtMPBxchv3xGpaCwaepgQn6OeoBHFSBspsGvRbaMWwTPoqZQHmfCogB5Huo8Ry1p5PpH5D/kqD0TeNuF9nneikigfRCVe9m8PA7voVJwx4F/iTkkRTFEP7EevG+OUE6ExQ0p1XCfRfoakppiRvOCliiQID1CPdAwViBPlZ+Orc7hnlC6MYmme0HCsfp/IEFdqyEOTHG2ufnsj8T+vk+ro1M+oSFJNBJ58FKUM6hiOKoRdKgnWbGgIwpKaXSHuI4mwNkUXTAnu75P/ktZhxT2uONdHxer5tI4lsAN2QQm44ARUwSWogybA4B48gVfwZj1YL9a79TGJzljTmW3wA9bnF1r0q7s=</latexit>

fTLf =
X

n2V

X

m2Nn

Wn,m[f(n)� f(m)]2

<latexit sha1_base64="7v/VBot/x7sIB2BKDVkOyLfkABU=">AAAB+XicbVBNS8NAEJ3Ur1q/oh69LBbBU0mkRS9CwYsHDxX6BW0Mm+2mXbrZhN1NoYT+Ey8eFPHqP/Hmv3Hb5qCtDwYe780wMy9IOFPacb6twsbm1vZOcbe0t39weGQfn7RVnEpCWyTmsewGWFHOBG1ppjntJpLiKOC0E4zv5n5nQqVisWjqaUK9CA8FCxnB2ki+bYdPzQc/c2chukVOxa35dtmpOAugdeLmpAw5Gr791R/EJI2o0IRjpXquk2gvw1Izwums1E8VTTAZ4yHtGSpwRJWXLS6foQujDFAYS1NCo4X6eyLDkVLTKDCdEdYjterNxf+8XqrDGy9jIkk1FWS5KEw50jGax4AGTFKi+dQQTCQztyIywhITbcIqmRDc1ZfXSfvK5FVxHqvlejWPowhncA6X4MI11OEeGtACAhN4hld4szLrxXq3PpatBSufOYU/sD5/AOaYkdQ=</latexit>

fTL1f = 0.15
<latexit sha1_base64="nUy6QepDc/suS7YHQ3DW9ixr+Fg=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1gEVyEpFbsRCm5cuKjQF7QxTKaTdujkwcxEqKFf4saFIm79FHf+jdM2C209cOFwzr3ce4+fcCaVbX8bhY3Nre2d4m5pb//gsGweHXdknApC2yTmsej5WFLOItpWTHHaSwTFoc9p15/czP3uIxWSxVFLTRPqhngUsYARrLTkmeXgoXXnZdVZgK6RY9U9s2Jb9gJonTg5qUCOpmd+DYYxSUMaKcKxlH3HTpSbYaEY4XRWGqSSJphM8Ij2NY1wSKWbLQ6foXOtDFEQC12RQgv190SGQymnoa87Q6zGctWbi/95/VQFdTdjUZIqGpHloiDlSMVongIaMkGJ4lNNMBFM34rIGAtMlM6qpENwVl9eJ52q5Vxa9n2t0qjlcRThFM7gAhy4ggbcQhPaQCCFZ3iFN+PJeDHejY9la8HIZ07gD4zPH3p1kZ4=</latexit>

fTL2f = 1.8

Smooth signal Non-smooth signal 



The Fourier transform
! One of the most fundamental notions in signal processing/

analysis


! A mathematical transform that decomposes functions depending 
on space or time into functions depending on spatial or temporal 
frequency 
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How can we define the Graph Fourier transform for graph structured data? 



Recall that …
! The Laplacian matrix is the graph analogue to the Laplace 

operator on continuous functions!


! Example from previous lecture: Unweighted grid graph 
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<latexit sha1_base64="tTiRYHeuzVcAfM+OlnBU/54xeYs=">AAACZHichVHLSgMxFM2Mj9ZadWpxJUiwCC1KmSmK3QgFXbisYB/QaYdMmmlDMw+SjHQY+pPuXLrxO0wfUG0FLwTOPecebnLiRowKaZofmr6zu7efyR7kDvNHxydG4bQtwphj0sIhC3nXRYIwGpCWpJKRbsQJ8l1GOu7kca533ggXNAxeZRKRvo9GAfUoRlJRjpHagvrQHnoc4dSOEJcUMTioQW+2bqeD2gyWp455AxPHrMDr/wzJhuEBlu0nwiSCXmVNO0bJrJqLgtvAWoESWFXTMd7tYYhjnwQSMyREzzIj2U/nSzEjs5wdCxIhPEEj0lMwQD4R/XQR0gxeKWYIvZCrE0i4YH86UuQLkfiumvSRHItNbU7+pfVi6dX7KQ2iWJIALxd5MYMyhPPE4ZBygiVLFECYU3VXiMdIxSfVv+RUCNbmk7dBu1a17qrmy22pUV/FkQXn4BKUgQXuQQM8gyZoAQw+tYxmaAXtS8/rRf1sOaprK08R/Cr94hs7ULMB</latexit>

⇠ @2f

@x2
(x0, y0) +

@2f

@y2
(x0, y0) = (�f)(x0, y0)

<latexit sha1_base64="v2sqBhyTl/f2aMXj/E0zT3tvF7E=">AAACgXicjVFLSwMxEM6u7/qqevQyWJUW3ZKIoiCC4MWDBwWrwnZZsmm2BrMPkqxYiv4Of5c3/4yYbivUx8GBwPeYmSQzUS6FNhi/O+7E5NT0zOxcZX5hcWm5urJ6o7NCMd5imczUXUQ1lyLlLSOM5He54jSJJL+NHs4G/u0jV1pk6bXp5TxIaDcVsWDUWCmsvnpwEddFA+AEXmAb/Lj+FOIdsgu9EDfAg5IPWWCpP8a/XI98+e12ZRtgZzzLMvLPPiXzyLBPWK3hJi4DfgMyAjU0isuw+tbuZKxIeGqYpFr7BOcm6FNlBJP8udIuNM8pe6Bd7luY0oTroF9O8Bm2rNKBOFP2pAZKdbyiTxOte0lkMxNq7vVPbyD+5fmFiY+CvkjzwvCUDS+KCwkmg8E6oCMUZ0b2LKBMCftWYPdUUWbs0gZDID+//Bvc7DXJQRNf7ddOj0bjmEXraAPVEUGH6BSdo0vUQgx9OJuO5zTdCbfhYndvmOo6o5o19C3c409qS6/+</latexit>

�Lf(i) = [f(x0 + 1, y0)� f(x0, y0)]� [f(x0, y0)� f(x0 � 1, y0)]

+ [f(x0, y0 + 1)� f(x0, y0)]� [f(x0, y0)� f(x0, y0 � 1)]



A notion of frequency on the graph
! The Laplacian     admits the following eigendecomposition:
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L�` = �`�`L

one-dimensional Laplace operator: 
d2

dx2

eigenfunctions: ej�x

Classical FT

f(x) =
1

2�

Z
f̂(⇥)ej�xd⇥

graph Laplacian: 

eigenvectors:�`

Graph FT: f̂(⇥) = h��, fi =
NX

i=1

�⇤
� (i)f(i)f̂(�) =

Z
(ej�x)⇤f(x)dx

L

FT: Fourier Transform

<latexit sha1_base64="kchc9kBVW1++go+gMlpDTuRPvBI=">AAACJ3icbVDLSgMxFM3UV62vqks3wSK0mzIjirqoFNy4kgr2AZ1aMpk7ndDMgyQjlGH+xo2/4kZQEV36J6aPhbYeCBzOOTe5OU7MmVSm+WXklpZXVtfy64WNza3tneLuXktGiaDQpBGPRMchEjgLoamY4tCJBZDA4dB2hldjv/0AQrIovFOjGHoBGYTMY5QoLfWLl/bkjlSAm3llVsE1bMsk6Kc2cF7DVnZ/g22fqNTLymOpYlOfTd1Mx/vFklk1J8CLxJqREpqh0S++2m5EkwBCRTmRsmuZseqlRChGOWQFO5EQEzokA+hqGpIAZC+d7JjhI6242IuEPqHCE/X3REoCKUeBo5MBUb6c98bif143Ud55L2VhnCgI6fQhL+FYRXhcGnaZAKr4SBNCBdO7YuoTQajS1RZ0Cdb8lxdJ67hqnVbN25NS/WJWRx4doENURhY6Q3V0jRqoiSh6RM/oDb0bT8aL8WF8TqM5Yzazj/7A+P4BIm+lcw==</latexit>

f(i) =
NX

`=1

f̂(`)�`(i)

<latexit sha1_base64="WbZHF72KYVNR3gyZ0HvIAoa9YIY=">AAACCHicbVDLSsNAFL3xWesr6tKFg0VwVRJRFBdScONKqtgHNLFMppN26OTBzEQoIUs3/oobF4q49RPc+TdO2iy09cDAmXPu5d57vJgzqSzr25ibX1hcWi6tlFfX1jc2za3tpowSQWiDRDwSbQ9LyllIG4opTtuxoDjwOG15w8vcbz1QIVkU3qlRTN0A90PmM4KVlrrmnn+OnACrAcE8bWbIUdHk73npbXZ/3TUrVtUaA80SuyAVKFDvml9OLyJJQENFOJayY1uxclMsFCOcZmUnkTTGZIj7tKNpiAMq3XR8SIYOtNJDfiT0CxUaq787UhxIOQo8XZnvKKe9XPzP6yTKP3NTFsaJoiGZDPITjvS1eSqoxwQlio80wUQwvSsiAywwUTq7sg7Bnj55ljSPqvZJ1bo5rtQuijhKsAv7cAg2nEINrqAODSDwCM/wCm/Gk/FivBsfk9I5o+jZgT8wPn8AHGOZZA==</latexit>

f : V ! RN



Graph Fourier transform
! The eigenvectors of the Laplacian provide a harmonic analysis of 

graph signals


! By exploiting the orthonormality of the eigenvectors, we obtain: 
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Graph Fourier Transform:  

Inverse Graph Fourier Transform: 

Low frequency High frequency
<latexit sha1_base64="UyMt1kIDfednV6e+m2EqWEVOs0Y=">AAACBnicbZDLSsNAFIZPvNZ6i7oUYbAIrkpSFN0IBTcuXFToDZoYJpNJO3RyYWYilNCVG1/FjQtF3PoM7nwbp20W2vrDwMd/zpmZ8/spZ1JZ1rextLyyurZe2ihvbm3v7Jp7+22ZZILQFkl4Iro+lpSzmLYUU5x2U0Fx5HPa8YfXk3rngQrJkripRil1I9yPWcgIVtryzCOHDJhn3zfRLZohukIO1xcE2LM9s2JVranQItgFVKBQwzO/nCAhWURjRTiWsmdbqXJzLBQjnI7LTiZpiskQ92lPY4wjKt18usYYnWgnQGEi9IkVmrq/J3IcSTmKfN0ZYTWQ87WJ+V+tl6nw0s1ZnGaKxmT2UJhxpBI0yQQFTFCi+EgDJoLpvyIywAITpZMr6xDs+ZUXoV2r2udV6+6sUq8VcZTgEI7hFGy4gDrcQANaQOARnuEV3own48V4Nz5mrUtGMXMAf2R8/gBGk5cJ</latexit>

�T
1 L�1 = �1

<latexit sha1_base64="3uWUciNkS0ip5ttWp6td18UxV18=">AAACBnicbZDLSgMxFIbPeK31NupShGARXJWZouhGKLhxIaVCb9AZh0wm04ZmLiQZoQxdufFV3LhQxK3P4M63Mb0stPWHwMd/zklyfj/lTCrL+jaWlldW19YLG8XNre2dXXNvvyWTTBDaJAlPRMfHknIW06ZiitNOKiiOfE7b/uB6XG8/UCFZEjfUMKVuhHsxCxnBSlueeeSQPvNq9w10i6aIrpDD9QUB9mqeWbLK1kRoEewZlGCmumd+OUFCsojGinAsZde2UuXmWChGOB0VnUzSFJMB7tGuxhhHVLr5ZI0ROtFOgMJE6BMrNHF/T+Q4knIY+bozwqov52tj879aN1PhpZuzOM0Ujcn0oTDjSCVonAkKmKBE8aEGTATTf0WkjwUmSidX1CHY8ysvQqtSts/L1t1ZqVqZxVGAQziGU7DhAqpwA3VoAoFHeIZXeDOejBfj3fiYti4Zs5kD+CPj8wfOZpdg</latexit>

�T
NL�N = �N

…

<latexit sha1_base64="UQREGEyquHTLTJM+uFUuWUiSzII=">AAACRHicbVBNS8MwGE79dn5NPXoJDmGCjFYU9SAIXjyJgpvCMsvbNHVhaVqTVBilP86LP8Cbv8CLB0W8ium2g18vBB6ej+TNE6SCa+O6T87Y+MTk1PTMbGVufmFxqbq80tJJpihr0kQk6ioAzQSXrGm4EewqVQziQLDLoHdc6pd3TGmeyAvTT1knhhvJI07BWMqvtqO63MSHmOgs9nPChDjEXnF9ikkXTB4VdSLsZSH4pbRJaJcPXYWNbWFym0GISZQoEAJLwiUmMZguBZG3Cr9acxvuYPBf4I1ADY3mzK8+kjChWcykoQK0bntuajo5KMOpYEWFZJqlQHtww9oWSoiZ7uSDEgq8YZkQ21XskQYP2O+JHGKt+3FgneWK+rdWkv9p7cxE+52cyzQzTNLhQ1EmsElw2SgOuWLUiL4FQBW3u2LaBQXU2N4rtgTv95f/gtZ2w9ttuOc7taODUR0zaA2tozry0B46QifoDDURRffoGb2iN+fBeXHenY+hdcwZZVbRj3E+vwCujLDB</latexit>

f(n) =
NX

`=1

f̂(�`)�`(n), 8n 2 V

<latexit sha1_base64="8kXz/DMAEFiUmP4r8SL3HeU4VPM=">AAACBHicbVC7SgNBFL3rM8bXqmWawSBYhd2gaCMEbCwsIuQF2XWZnZ1Nhsw+mJkVwpLCxl+xsVDE1o+w82+cJFto4oGBwzn3cOceP+VMKsv6NlZW19Y3Nktb5e2d3b198+CwI5NMENomCU9Ez8eSchbTtmKK014qKI58Trv+6Hrqdx+okCyJW2qcUjfCg5iFjGClJc+sOGTIvPp963ZO0BVyuI4H2Kt7ZtWqWTOgZWIXpAoFmp755QQJySIaK8KxlH3bSpWbY6EY4XRSdjJJU0xGeED7msY4otLNZ0dM0IlWAhQmQr9YoZn6O5HjSMpx5OvJCKuhXPSm4n9eP1PhpZuzOM0Ujcl8UZhxpBI0bQQFTFCi+FgTTATTf0VkiAUmSvdW1iXYiycvk069Zp/XrLuzaqNe1FGCChzDKdhwAQ24gSa0gcAjPMMrvBlPxovxbnzMR1eMInMEf2B8/gCVEZa4</latexit>

�T
2 L�2 = �2

<latexit sha1_base64="RVnN3hzM0yO8fdGaH0Fx45EyKY0=">AAACTnicbVHPS9xAFJ5sbV23v9Z67GVwKaywhEQsKqgseOlpseCqsFnDy+TFHZxM4sxEWEL+Qi+lN/8MLx6U0k7WHFrtg4Hvfe/7eDPfRLng2njerdN6tfT6zXJ7pfP23fsPH7urn050ViiGY5aJTJ1FoFFwiWPDjcCzXCGkkcDT6PKwnp9eo9I8k8dmnuM0hQvJE87AWCrsYjADUyZVPxDWFEMYoBAbdJ/uJQMasBkPy5qpDiwV6CINS7lP/ep8RJO+3KgF58eNxPbWclVATOveGvzB5sB13cEo7PY811sUfQn8BvRIU0dh92cQZ6xIURomQOuJ7+VmWoIynAmsOkGhMQd2CRc4sVBCinpaLuKo6BfLxDTJlD3S0AX7t6OEVOt5GlllCmamn89q8n+zSWGSnWnJZV4YlOxpUVIIajJaZ0tjrpAZMbcAmOL2rpTNQAEz9gc6NgT/+ZNfgpNN1//qet+3esPdJo42+UzWSZ/4ZJsMyTdyRMaEkRtyRx7Io/PDuXd+Ob+fpC2n8ayRf6rV/gPJhrBq</latexit>

f̂(�`) =< f,�` >=
NX

n=1

f(n)�T
` (n), ` = 1, 2, ..., N



A special case: The path graph 

! The eigenvalues of the graph Laplacian of the unweighted path 
graph are given by


! The corresponding eigenvectors are
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Basis vectors of Discrete Cosine Transform used in JPEG for example   

<latexit sha1_base64="kKJnwrbgFntNiOrpBOKqoEpIIOc=">AAACOXicbVBNSyNBFOzxY9Xo7kY9enkYFhSyw0xYUQ+C4MWTRDAqpEN409OjjT09Y3ePEIb8LS/+C2+CFw+KePUP2Blz8GMLGoqqevR7FeVSGBsEd97E5NT0j5nZudr8ws9fv+uLS8cmKzTjHZbJTJ9GaLgUinessJKf5ppjGkl+El3sjfyTK66NyNSRHeS8l+KZEolgaJ3Ur7epdOEY+yXlUg5hB1rwF1qUZWaNJhpZSXMBlVceDNebQC8LjIEmmUYpKwOoUBA2W03f95sH/Xoj8IMK8J2EY9IgY7T79VsaZ6xIubJMojHdMMhtr0RtBZN8WKOF4TmyCzzjXUcVptz0yuryIfxxSgxuGfeUhUr9OFFiaswgjVwyRXtuvnoj8X9et7DJVq8UKi8sV+z9o6SQYDMY1Qix0JxZOXAEmRZuV2Dn6PqyruyaKyH8evJ3ctzyww0/OPzX2N0e1zFLVsgqWSMh2SS7ZJ+0SYcwck3uySN58m68B+/Ze3mPTnjjmWXyCd7rG0YEqhE=</latexit>

�` = 2� 2 cos(
⇡`

N
), 8` 2 1, 2, ..., N

<latexit sha1_base64="A+Qiu3rD9uzC3i6WVB7HXKK2ok8=">AAACUnicbVJNS8MwGM7m15xfU49egkPoYJZ2OvQyGHjxJArODZYy0ix1YWlak1QYpb9REC/+EC8e1HTrwa8XAk+e53nJmyfxY86UdpzXUnlpeWV1rbJe3djc2t6p7e7dqSiRhPZIxCM58LGinAna00xzOoglxaHPad+fXuR6/5FKxSJxq2cx9UJ8L1jACNaGGtUYIhM2ShHlPLNEowORepA6RYHEJG1l6VWWQUQiZS0YFDOYe6Eljh273cgNjSZEDwkeQxREEhut2OW2Dmw1T5q2bTevRrW6Yzvzgn+BW4A6KOp6VHtG44gkIRWacKzU0HVi7aVYakY4zaooUTTGZIrv6dBAgUOqvHQeSQaPDDOGZiCzhIZz9ntHikOlZqFvnCHWE/Vby8n/tGGig3MvZSJONBVkcVCQcKgjmOcLx0xSovnMAEwkM7NCMsEmO21eoWpCcH9f+S+4a9lu23ZuTuvd0yKOCjgAh8ACLjgDXXAJrkEPEPAE3sAH+Cy9lN7L5pcsrOVS0bMPflR58wvpJbEi</latexit>

�`(n) =

r
2

N
cos(

⇡`(n� 0.5)

N
), 8 ` = 2, 3, ..., N

<latexit sha1_base64="s20r7MI9leeXmuL0dFIcZNxxBAE=">AAACLHicbVDLSsNAFJ34rPVVdelmsAgVQkhKRTdCoRtXpYJ9QFPKZDpph04m6cxEKCEf5MZfEcSFRdz6HU7bLLT1wMC559zL3Hu8iFGpbHtmbGxube/s5vby+weHR8eFk9OWDGOBSROHLBQdD0nCKCdNRRUjnUgQFHiMtL1xbe63n4iQNOSPahqRXoCGnPoUI6WlfqHm4hHtJ05a4lfwDrq+QFhXiSsnQiX1NDWhO4nRQDuhQIxlFde9jlk2Lcsy6/1C0bbsBeA6cTJSBBka/cKbOwhxHBCuMENSdh07Ur0ECUUxI2nejSWJEB6jIelqylFAZC9ZHJvCS60MoN5GP67gQv09kaBAymng6c4AqZFc9ebif143Vv5tL6E8ihXhePmRHzOoQjhPDg6oIFixqSYIC6p3hXiEdF5K55vXITirJ6+TVtlyri37oVKsVrI4cuAcXIAScMANqIJ70ABNgMEzeAUfYGa8GO/Gp/G1bN0wspkz8AfG9w/LkaVY</latexit>

�1(n) =
1p
N

, 8 n = 1, 2, ..., N



A special case: The ring graph

! The eigenvalues of the graph Laplacian of the unweighted ring 
graph are given by


! Since the Laplacian is a circulant matrix, the corresponding 
eigenvectors are
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<latexit sha1_base64="iv9ImymH42eY4hR+u9R1/KWPJPk=">AAACcnicbVHLatwwFJXd5tFpm05asmkhVTMUUpgYe2hJsygEuukqJDCPgOUZZM21R4n8iCQHBuMPyO9l16/oph9Q2eOSNOkFwdG59+hIR2EuuNKu+9OynzxdW9/YfNZ5/uLl1qvu9uuxygrJYMQykcnzkCoQPIWR5lrAeS6BJqGASXj5ve5PrkEqnqVDvcwhSGic8ogzqg01694QtuCzkoAQFf6GSSQpK72qJOpK6vKkqkjIY+x7fUyyBGI6XY3ebQerveM4/b/U/smB96mha3EwHZrpq4LOW42xAXNM4zQgOccXVW006/Zcx20KPwZeC3qordNZ95bMM1YkkGomqFK+5+Y6KKnUnAmoOqRQkFN2SWPwDUxpAioom8gq/NEwcxxl0qxU44a9ryhpotQyCc1kQvVCPezV5P96fqGjr0HJ07zQkLKVUVQIrDNc54/nXALTYmkAZZKbu2K2oCYLbX6pY0LwHj75MRgPHO+L45597h0ftXFsondoD+0jDx2iY/QDnaIRYuiXtWPtWu+t3/Zb+4PdZmdbreYN+qfs/h93Ebw8</latexit>

�` =
1p
N

⇥
1,!`,!2`, ...,!(N�1)`

⇤T
, ! = e

2⇡j
N

Discrete Fourier Transform (DFT)  

<latexit sha1_base64="dO1t2XElMJbc3sp4cmigaLdxUM8=">AAACOnicbVBNa9tAFFwlaeu4H3GbYy6PmIILrpBESttDwdBLTiGB+gO8xjytVsmS1UrZXRWM8O/qJb8itxx6ySGl5Jof0LXiQ2J3YGGYmce+N3EhhbFBcO1tbG49e/6isd18+er1m53W23cDk5ea8T7LZa5HMRouheJ9K6zko0JzzGLJh/H594U//Mm1Ebn6YWcFn2R4qkQqGFonTVsnVLpwgtOKcinn8A0i+AgRZbnp0FQjqyJaCKjN6mj+oQv0osQEaJprlLI2gAoFYTfq+r7fPZq22oEf1IB1Ei5JmyxxPG1d0SRnZcaVZRKNGYdBYScVaiuY5PMmLQ0vkJ3jKR87qjDjZlLVp8/hvVMScMu4pyzU6uOJCjNjZlnskhnaM7PqLcT/eePSpl8mlVBFabliDx+lpQSbw6JHSITmzMqZI8i0cLsCO0NXmHVtN10J4erJ62QQ+eEnPzg5aPe+LutokD2yTzokJJ9JjxySY9InjPwiv8kt+eNdejfeX+/uIbrhLWd2yRN49/8Ay9KqTQ==</latexit>

�` = 2� 2 cos(
2⇡`

N
), 8` 2 1, 2, ..., N



Some other examples
! The regular grid graph


! Barabasi-Albert scale-free network 
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<latexit sha1_base64="pJ49kChR4Ic5QQyv39rA1ZJ2has=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoseAF48RzAOSJcxOZpMxszPLTK8QQv7BiwdFvPo/3vwbJ8keNLGgoajqprsrSqWw6PvfXmFtfWNzq7hd2tnd2z8oHx41rc4M4w2mpTbtiFouheINFCh5OzWcJpHkrWh0O/NbT9xYodUDjlMeJnSgRCwYRSc1u2woekGvXPGr/hxklQQ5qUCOeq/81e1rliVcIZPU2k7gpxhOqEHBJJ+WupnlKWUjOuAdRxVNuA0n82un5MwpfRJr40ohmau/JyY0sXacRK4zoTi0y95M/M/rZBjfhBOh0gy5YotFcSYJajJ7nfSF4Qzl2BHKjHC3EjakhjJ0AZVcCMHyy6ukeVENrqr+/WWl5udxFOEETuEcAriGGtxBHRrA4BGe4RXePO29eO/ex6K14OUzx/AH3ucPI0aOyA==</latexit>�1
<latexit sha1_base64="ksv8vEgACaQSAAaFQNzFtuNgZQE=">AAAB7XicbVDLSgNBEOz1GeMr6tHLYBA8hd2g6DHgxWME84BkCbOT3mTM7MwyMyuEkH/w4kERr/6PN//GSbIHTSxoKKq66e6KUsGN9f1vb219Y3Nru7BT3N3bPzgsHR03jco0wwZTQul2RA0KLrFhuRXYTjXSJBLYika3M7/1hNpwJR/sOMUwoQPJY86odVKzy4a8V+2Vyn7Fn4OskiAnZchR75W+un3FsgSlZYIa0wn81IYTqi1nAqfFbmYwpWxEB9hxVNIETTiZXzsl507pk1hpV9KSufp7YkITY8ZJ5DoTaodm2ZuJ/3mdzMY34YTLNLMo2WJRnAliFZm9TvpcI7Ni7AhlmrtbCRtSTZl1ARVdCMHyy6ukWa0EVxX//rJc8/M4CnAKZ3ABAVxDDe6gDg1g8AjP8ApvnvJevHfvY9G65uUzJ/AH3ucPJMqOyQ==</latexit>�2

<latexit sha1_base64="P1xTRaWDJK7b5Zr5IpHrUTYF9jg=">AAAB7XicbVDLSgNBEOz1GeMr6tHLYBA8hV0f6DHgxWME84BkCbOT3mTM7MwyMyuEkH/w4kERr/6PN//GSbIHTSxoKKq66e6KUsGN9f1vb2V1bX1js7BV3N7Z3dsvHRw2jMo0wzpTQulWRA0KLrFuuRXYSjXSJBLYjIa3U7/5hNpwJR/sKMUwoX3JY86odVKjwwa8e9Etlf2KPwNZJkFOypCj1i19dXqKZQlKywQ1ph34qQ3HVFvOBE6KncxgStmQ9rHtqKQJmnA8u3ZCTp3SI7HSrqQlM/X3xJgmxoySyHUm1A7MojcV//PamY1vwjGXaWZRsvmiOBPEKjJ9nfS4RmbFyBHKNHe3EjagmjLrAiq6EILFl5dJ47wSXFX8+8ty1c/jKMAxnMAZBHANVbiDGtSBwSM8wyu8ecp78d69j3nripfPHMEfeJ8/Jk6Oyg==</latexit>�3
<latexit sha1_base64="cr/5zRJGpoBMI7bzcwNQcRnSKV0=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoseAF48RzAOSJcxOepMxszPLzKwQQv7BiwdFvPo/3vwbJ8keNLGgoajqprsrSgU31ve/vcLa+sbmVnG7tLO7t39QPjxqGpVphg2mhNLtiBoUXGLDciuwnWqkSSSwFY1uZ37rCbXhSj7YcYphQgeSx5xR66Rmlw1577JXrvhVfw6ySoKcVCBHvVf+6vYVyxKUlglqTCfwUxtOqLacCZyWupnBlLIRHWDHUUkTNOFkfu2UnDmlT2KlXUlL5urviQlNjBknketMqB2aZW8m/ud1MhvfhBMu08yiZItFcSaIVWT2OulzjcyKsSOUae5uJWxINWXWBVRyIQTLL6+S5kU1uKr695eVmp/HUYQTOIVzCOAaanAHdWgAg0d4hld485T34r17H4vWgpfPHMMfeJ8/J9KOyw==</latexit>�4

<latexit sha1_base64="1NUvSQOUJIKKd4gfHhuNp57BKYk=">AAAB7XicbVDLSgNBEOz1GeMr6tHLYBA8hV0x6DHgxWME84BkCbOTTjJmdmaZmRXCkn/w4kERr/6PN//GSbIHTSxoKKq66e6KEsGN9f1vb219Y3Nru7BT3N3bPzgsHR03jUo1wwZTQul2RA0KLrFhuRXYTjTSOBLYisa3M7/1hNpwJR/sJMEwpkPJB5xR66Rml414r9orlf2KPwdZJUFOypCj3it9dfuKpTFKywQ1phP4iQ0zqi1nAqfFbmowoWxMh9hxVNIYTZjNr52Sc6f0yUBpV9KSufp7IqOxMZM4cp0xtSOz7M3E/7xOagc3YcZlklqUbLFokApiFZm9TvpcI7Ni4ghlmrtbCRtRTZl1ARVdCMHyy6ukeVkJqhX//qpc8/M4CnAKZ3ABAVxDDe6gDg1g8AjP8ApvnvJevHfvY9G65uUzJ/AH3ucPKVaOzA==</latexit>�5

<latexit sha1_base64="pJ49kChR4Ic5QQyv39rA1ZJ2has=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoseAF48RzAOSJcxOZpMxszPLTK8QQv7BiwdFvPo/3vwbJ8keNLGgoajqprsrSqWw6PvfXmFtfWNzq7hd2tnd2z8oHx41rc4M4w2mpTbtiFouheINFCh5OzWcJpHkrWh0O/NbT9xYodUDjlMeJnSgRCwYRSc1u2woekGvXPGr/hxklQQ5qUCOeq/81e1rliVcIZPU2k7gpxhOqEHBJJ+WupnlKWUjOuAdRxVNuA0n82un5MwpfRJr40ohmau/JyY0sXacRK4zoTi0y95M/M/rZBjfhBOh0gy5YotFcSYJajJ7nfSF4Qzl2BHKjHC3EjakhjJ0AZVcCMHyy6ukeVENrqr+/WWl5udxFOEETuEcAriGGtxBHRrA4BGe4RXePO29eO/ex6K14OUzx/AH3ucPI0aOyA==</latexit>�1
<latexit sha1_base64="ksv8vEgACaQSAAaFQNzFtuNgZQE=">AAAB7XicbVDLSgNBEOz1GeMr6tHLYBA8hd2g6DHgxWME84BkCbOT3mTM7MwyMyuEkH/w4kERr/6PN//GSbIHTSxoKKq66e6KUsGN9f1vb219Y3Nru7BT3N3bPzgsHR03jco0wwZTQul2RA0KLrFhuRXYTjXSJBLYika3M7/1hNpwJR/sOMUwoQPJY86odVKzy4a8V+2Vyn7Fn4OskiAnZchR75W+un3FsgSlZYIa0wn81IYTqi1nAqfFbmYwpWxEB9hxVNIETTiZXzsl507pk1hpV9KSufp7YkITY8ZJ5DoTaodm2ZuJ/3mdzMY34YTLNLMo2WJRnAliFZm9TvpcI7Ni7AhlmrtbCRtSTZl1ARVdCMHyy6ukWa0EVxX//rJc8/M4CnAKZ3ABAVxDDe6gDg1g8AjP8ApvnvJevHfvY9G65uUzJ/AH3ucPJMqOyQ==</latexit>�2

<latexit sha1_base64="P1xTRaWDJK7b5Zr5IpHrUTYF9jg=">AAAB7XicbVDLSgNBEOz1GeMr6tHLYBA8hV0f6DHgxWME84BkCbOT3mTM7MwyMyuEkH/w4kERr/6PN//GSbIHTSxoKKq66e6KUsGN9f1vb2V1bX1js7BV3N7Z3dsvHRw2jMo0wzpTQulWRA0KLrFuuRXYSjXSJBLYjIa3U7/5hNpwJR/sKMUwoX3JY86odVKjwwa8e9Etlf2KPwNZJkFOypCj1i19dXqKZQlKywQ1ph34qQ3HVFvOBE6KncxgStmQ9rHtqKQJmnA8u3ZCTp3SI7HSrqQlM/X3xJgmxoySyHUm1A7MojcV//PamY1vwjGXaWZRsvmiOBPEKjJ9nfS4RmbFyBHKNHe3EjagmjLrAiq6EILFl5dJ47wSXFX8+8ty1c/jKMAxnMAZBHANVbiDGtSBwSM8wyu8ecp78d69j3nripfPHMEfeJ8/Jk6Oyg==</latexit>�3
<latexit sha1_base64="cr/5zRJGpoBMI7bzcwNQcRnSKV0=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoseAF48RzAOSJcxOepMxszPLzKwQQv7BiwdFvPo/3vwbJ8keNLGgoajqprsrSgU31ve/vcLa+sbmVnG7tLO7t39QPjxqGpVphg2mhNLtiBoUXGLDciuwnWqkSSSwFY1uZ37rCbXhSj7YcYphQgeSx5xR66Rmlw1577JXrvhVfw6ySoKcVCBHvVf+6vYVyxKUlglqTCfwUxtOqLacCZyWupnBlLIRHWDHUUkTNOFkfu2UnDmlT2KlXUlL5urviQlNjBknketMqB2aZW8m/ud1MhvfhBMu08yiZItFcSaIVWT2OulzjcyKsSOUae5uJWxINWXWBVRyIQTLL6+S5kU1uKr695eVmp/HUYQTOIVzCOAaanAHdWgAg0d4hld485T34r17H4vWgpfPHMMfeJ8/J9KOyw==</latexit>�4

<latexit sha1_base64="1NUvSQOUJIKKd4gfHhuNp57BKYk=">AAAB7XicbVDLSgNBEOz1GeMr6tHLYBA8hV0x6DHgxWME84BkCbOTTjJmdmaZmRXCkn/w4kERr/6PN//GSbIHTSxoKKq66e6KEsGN9f1vb219Y3Nru7BT3N3bPzgsHR03jUo1wwZTQul2RA0KLrFhuRXYTjTSOBLYisa3M7/1hNpwJR/sJMEwpkPJB5xR66Rml414r9orlf2KPwdZJUFOypCj3it9dfuKpTFKywQ1phP4iQ0zqi1nAqfFbmowoWxMh9hxVNIYTZjNr52Sc6f0yUBpV9KSufp7IqOxMZM4cp0xtSOz7M3E/7xOagc3YcZlklqUbLFokApiFZm9TvpcI7Ni4ghlmrtbCRtRTZl1ARVdCMHyy6ukeVkJqhX//qpc8/M4CnAKZ3ABAVxDDe6gDg1g8AjP8ApvnvJevHfvY9G65uUzJ/AH3ucPKVaOzA==</latexit>�5

<latexit sha1_base64="rdEhB+o4wY0RtB3YLNFRn2H0gb4=">AAAB7XicbVDJSgNBEK1xjXGLevTSGARPw4y4HQNePEYwCyRD6On0JG16Gbp7hDDkH7x4UMSr/+PNv7GTzEETHxQ83quiql6ccmZsEHx7K6tr6xubpa3y9s7u3n7l4LBpVKYJbRDFlW7H2FDOJG1YZjltp5piEXPaike3U7/1RLVhSj7YcUojgQeSJYxg66RmlwxZ76pXqQZ+MANaJmFBqlCg3qt8dfuKZIJKSzg2phMGqY1yrC0jnE7K3czQFJMRHtCOoxILaqJ8du0EnTqljxKlXUmLZurviRwLY8Yidp0C26FZ9Kbif14ns8lNlDOZZpZKMl+UZBxZhaavoz7TlFg+dgQTzdytiAyxxsS6gMouhHDx5WXSPPfDSz+4v6jW/CKOEhzDCZxBCNdQgzuoQwMIPMIzvMKbp7wX7937mLeueMXMEfyB9/kDKkCOyw==</latexit>�6



A dual representation of the graph 
signal
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<latexit sha1_base64="UQREGEyquHTLTJM+uFUuWUiSzII=">AAACRHicbVBNS8MwGE79dn5NPXoJDmGCjFYU9SAIXjyJgpvCMsvbNHVhaVqTVBilP86LP8Cbv8CLB0W8ium2g18vBB6ej+TNE6SCa+O6T87Y+MTk1PTMbGVufmFxqbq80tJJpihr0kQk6ioAzQSXrGm4EewqVQziQLDLoHdc6pd3TGmeyAvTT1knhhvJI07BWMqvtqO63MSHmOgs9nPChDjEXnF9ikkXTB4VdSLsZSH4pbRJaJcPXYWNbWFym0GISZQoEAJLwiUmMZguBZG3Cr9acxvuYPBf4I1ADY3mzK8+kjChWcykoQK0bntuajo5KMOpYEWFZJqlQHtww9oWSoiZ7uSDEgq8YZkQ21XskQYP2O+JHGKt+3FgneWK+rdWkv9p7cxE+52cyzQzTNLhQ1EmsElw2SgOuWLUiL4FQBW3u2LaBQXU2N4rtgTv95f/gtZ2w9ttuOc7taODUR0zaA2tozry0B46QifoDDURRffoGb2iN+fBeXHenY+hdcwZZVbRj3E+vwCujLDB</latexit>

f(n) =
NX

`=1

f̂(�`)�`(n), 8n 2 V

<latexit sha1_base64="RVnN3hzM0yO8fdGaH0Fx45EyKY0=">AAACTnicbVHPS9xAFJ5sbV23v9Z67GVwKaywhEQsKqgseOlpseCqsFnDy+TFHZxM4sxEWEL+Qi+lN/8MLx6U0k7WHFrtg4Hvfe/7eDPfRLng2njerdN6tfT6zXJ7pfP23fsPH7urn050ViiGY5aJTJ1FoFFwiWPDjcCzXCGkkcDT6PKwnp9eo9I8k8dmnuM0hQvJE87AWCrsYjADUyZVPxDWFEMYoBAbdJ/uJQMasBkPy5qpDiwV6CINS7lP/ep8RJO+3KgF58eNxPbWclVATOveGvzB5sB13cEo7PY811sUfQn8BvRIU0dh92cQZ6xIURomQOuJ7+VmWoIynAmsOkGhMQd2CRc4sVBCinpaLuKo6BfLxDTJlD3S0AX7t6OEVOt5GlllCmamn89q8n+zSWGSnWnJZV4YlOxpUVIIajJaZ0tjrpAZMbcAmOL2rpTNQAEz9gc6NgT/+ZNfgpNN1//qet+3esPdJo42+UzWSZ/4ZJsMyTdyRMaEkRtyRx7Io/PDuXd+Ob+fpC2n8ayRf6rV/gPJhrBq</latexit>

f̂(�`) =< f,�` >=
NX

n=1

f(n)�T
` (n), ` = 1, 2, ..., N

Reminder: 



Dual representation continued 

! The spectral domain representation tells us a lot about the variation of 
the signal in the vertex domain 
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Classical frequency filtering
! It is given by amplifying or attenuating the contributions of some 

Fourier bases

- The FT is defined as


- Filtering a signal    with a transfer function        is defined as follows 
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<latexit sha1_base64="6iesq3OBkdG7Td5Ze9IXmPAqcmo=">AAACD3icbZDLSsNAFIYn9VbrLerSzWBR6qYkoqi7ghuXFewF2lAmk5N06OTCzEQpoW/gxldx40IRt27d+TZO21C09YeBn++cw5nzuwlnUlnWt1FYWl5ZXSuulzY2t7Z3zN29poxTQaFBYx6LtkskcBZBQzHFoZ0IIKHLoeUOrsf11j0IyeLoTg0TcEISRMxnlCiNeuZx94F50CcqC0aVbhxCQE5myJ+hnlm2qtZEeNHYuSmjXPWe+dX1YpqGECnKiZQd20qUkxGhGOUwKnVTCQmhAxJAR9uIhCCdbHLPCB9p4mE/FvpFCk/o74mMhFIOQ1d3hkT15XxtDP+rdVLlXzoZi5JUQUSni/yUYxXjcTjYYwKo4kNtCBVM/xXTPhGEKh1hSYdgz5+8aJqnVfu8at2elWtXeRxFdIAOUQXZ6ALV0A2qowai6BE9o1f0ZjwZL8a78TFtLRj5zD76I+PzB1jVnM8=</latexit>

bg(!) bf(!)

<latexit sha1_base64="HNqG1F7I/3aAg/hn8c3o8rby3Ew=">AAACW3icbVFLSwMxEM6ur7q+quLJS7AIrUjZFUU9CIIXjwpWhW4ts9nZNpp9mGS1Zemf9KQH/4qYPgRfA4Fvvm9mMvkSZIIr7bpvlj01PTM7V5p3FhaXllfKq2vXKs0lwwZLRSpvA1AoeIINzbXA20wixIHAm+DhbKjfPKFUPE2udD/DVgydhEecgTZUuyz9Zx5iF3QRDap+GmMHavSE+jzRtIp3xf2Yo71B7W4nqvZqNOztOv5jDiF1RvlX9X+D6I8J4Ri1yxW37o6C/gXeBFTIJC7a5Rc/TFkeY6KZAKWanpvpVgFScyZw4Pi5wgzYA3SwaWACMapWMfJmQLcNE9IoleaYLUfs944CYqX6cWAqY9Bd9Vsbkv9pzVxHR62CJ1muMWHji6JcUJ3SodE05BKZFn0DgEludqWsCxKYNt/hGBO830/+C6736t5B3b3cr5weT+wokU2yRarEI4fklJyTC9IgjLySD2vOKlnv9pTt2IvjUtua9KyTH2FvfAKAeLJb</latexit>

bf(!) =
Z

(ej!x)⇤f(x)dx, f(x) =

Z
bf(!)ej!xd!

FT IFT

ĝ(·)

ĝ(!)
<latexit sha1_base64="FhhCpqpSCXHxjBwthz99ufX64LY=">AAAB/HicbVBNS8NAEN34WetXtEcvi0Wol5KIot4KXjxWsB/QhLLZTtqlm03Y3Sgh1L/ixYMiXv0h3vw3btsctPXBwOO9GWbmBQlnSjvOt7Wyura+sVnaKm/v7O7t2weHbRWnkkKLxjyW3YAo4ExASzPNoZtIIFHAoROMb6Z+5wGkYrG411kCfkSGgoWMEm2kvl3xHtkARkTn4aTmxREMyWnfrjp1Zwa8TNyCVFGBZt/+8gYxTSMQmnKiVM91Eu3nRGpGOUzKXqogIXRMhtAzVJAIlJ/Pjp/gE6MMcBhLU0Ljmfp7IieRUlkUmM6I6JFa9Kbif14v1eGVnzORpBoEnS8KU451jKdJ4AGTQDXPDCFUMnMrpiMiCdUmr7IJwV18eZm0z+ruRd25O682ros4SugIHaMactElaqBb1EQtRFGGntErerOerBfr3fqYt65YxUwF/YH1+QOkdZS6</latexit>

bf(!)
<latexit sha1_base64="oXgKNaDylKhNZRNm+hxUy+3aMr8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfju5nffkKleSwfzCRBP6JDyUPOqLFSI+yXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasIbP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6V1W3cVmp3eZxFOEETuEcPLiGGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MHyY6M5Q==</latexit>

f

<latexit sha1_base64="oXgKNaDylKhNZRNm+hxUy+3aMr8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfju5nffkKleSwfzCRBP6JDyUPOqLFSI+yXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasIbP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6V1W3cVmp3eZxFOEETuEcPLiGGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MHyY6M5Q==</latexit>

f

<latexit sha1_base64="d3+2NKLzcVL+UZ1Ix0SnRsJEWAs=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBZBPJREFPVW8OKxov2ANpTNdtIu3WzC7kYooT/BiwdFvPqLvPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsrq2vlHcLG1t7+zulfcPmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3U791hMqzWP5aMYJ+hEdSB5yRo2VHgZnYa9ccavuDGSZeDmpQI56r/zV7ccsjVAaJqjWHc9NjJ9RZTgTOCl1U40JZSM6wI6lkkao/Wx26oScWKVPwljZkobM1N8TGY20HkeB7YyoGepFbyr+53VSE177GZdJalCy+aIwFcTEZPo36XOFzIixJZQpbm8lbEgVZcamU7IheIsvL5PmedW7rLr3F5XaTR5HEY7gGE7BgyuowR3UoQEMBvAMr/DmCOfFeXc+5q0FJ585hD9wPn8A8CONig==</latexit>

g ⇤ f



Classical frequency filtering
! It is given by amplifying or attenuating the contributions of some 

Fourier bases

- The FT is defined as


- Filtering a signal    with a transfer function        is defined as follows 
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<latexit sha1_base64="6iesq3OBkdG7Td5Ze9IXmPAqcmo=">AAACD3icbZDLSsNAFIYn9VbrLerSzWBR6qYkoqi7ghuXFewF2lAmk5N06OTCzEQpoW/gxldx40IRt27d+TZO21C09YeBn++cw5nzuwlnUlnWt1FYWl5ZXSuulzY2t7Z3zN29poxTQaFBYx6LtkskcBZBQzHFoZ0IIKHLoeUOrsf11j0IyeLoTg0TcEISRMxnlCiNeuZx94F50CcqC0aVbhxCQE5myJ+hnlm2qtZEeNHYuSmjXPWe+dX1YpqGECnKiZQd20qUkxGhGOUwKnVTCQmhAxJAR9uIhCCdbHLPCB9p4mE/FvpFCk/o74mMhFIOQ1d3hkT15XxtDP+rdVLlXzoZi5JUQUSni/yUYxXjcTjYYwKo4kNtCBVM/xXTPhGEKh1hSYdgz5+8aJqnVfu8at2elWtXeRxFdIAOUQXZ6ALV0A2qowai6BE9o1f0ZjwZL8a78TFtLRj5zD76I+PzB1jVnM8=</latexit>

bg(!) bf(!)

<latexit sha1_base64="HNqG1F7I/3aAg/hn8c3o8rby3Ew=">AAACW3icbVFLSwMxEM6ur7q+quLJS7AIrUjZFUU9CIIXjwpWhW4ts9nZNpp9mGS1Zemf9KQH/4qYPgRfA4Fvvm9mMvkSZIIr7bpvlj01PTM7V5p3FhaXllfKq2vXKs0lwwZLRSpvA1AoeIINzbXA20wixIHAm+DhbKjfPKFUPE2udD/DVgydhEecgTZUuyz9Zx5iF3QRDap+GmMHavSE+jzRtIp3xf2Yo71B7W4nqvZqNOztOv5jDiF1RvlX9X+D6I8J4Ri1yxW37o6C/gXeBFTIJC7a5Rc/TFkeY6KZAKWanpvpVgFScyZw4Pi5wgzYA3SwaWACMapWMfJmQLcNE9IoleaYLUfs944CYqX6cWAqY9Bd9Vsbkv9pzVxHR62CJ1muMWHji6JcUJ3SodE05BKZFn0DgEludqWsCxKYNt/hGBO830/+C6736t5B3b3cr5weT+wokU2yRarEI4fklJyTC9IgjLySD2vOKlnv9pTt2IvjUtua9KyTH2FvfAKAeLJb</latexit>

bf(!) =
Z

(ej!x)⇤f(x)dx, f(x) =

Z
bf(!)ej!xd!

FT IFT

ĝ(·)

ĝ(!)
<latexit sha1_base64="FhhCpqpSCXHxjBwthz99ufX64LY=">AAAB/HicbVBNS8NAEN34WetXtEcvi0Wol5KIot4KXjxWsB/QhLLZTtqlm03Y3Sgh1L/ixYMiXv0h3vw3btsctPXBwOO9GWbmBQlnSjvOt7Wyura+sVnaKm/v7O7t2weHbRWnkkKLxjyW3YAo4ExASzPNoZtIIFHAoROMb6Z+5wGkYrG411kCfkSGgoWMEm2kvl3xHtkARkTn4aTmxREMyWnfrjp1Zwa8TNyCVFGBZt/+8gYxTSMQmnKiVM91Eu3nRGpGOUzKXqogIXRMhtAzVJAIlJ/Pjp/gE6MMcBhLU0Ljmfp7IieRUlkUmM6I6JFa9Kbif14v1eGVnzORpBoEnS8KU451jKdJ4AGTQDXPDCFUMnMrpiMiCdUmr7IJwV18eZm0z+ruRd25O682ros4SugIHaMactElaqBb1EQtRFGGntErerOerBfr3fqYt65YxUwF/YH1+QOkdZS6</latexit>

bf(!)
<latexit sha1_base64="oXgKNaDylKhNZRNm+hxUy+3aMr8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfju5nffkKleSwfzCRBP6JDyUPOqLFSI+yXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasIbP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6V1W3cVmp3eZxFOEETuEcPLiGGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MHyY6M5Q==</latexit>

f

<latexit sha1_base64="oXgKNaDylKhNZRNm+hxUy+3aMr8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfju5nffkKleSwfzCRBP6JDyUPOqLFSI+yXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasIbP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6V1W3cVmp3eZxFOEETuEcPLiGGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MHyY6M5Q==</latexit>

f
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�ĝ(⇤)�T f

` ` `

Shuman et al., “The emerging field of signal processing on graphs”, IEEE Signal Process. Mag., 2013

<latexit sha1_base64="oXgKNaDylKhNZRNm+hxUy+3aMr8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfju5nffkKleSwfzCRBP6JDyUPOqLFSI+yXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasIbP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6V1W3cVmp3eZxFOEETuEcPLiGGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MHyY6M5Q==</latexit>

f ĝ(·)



Illustrative example
! Apply a low filter to a graph signal


- Keep only the first GFT coefficients 


! Recover the filtered signal in the vertex domain

- The filtered signal is smoother on the graph  
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<latexit sha1_base64="Ewh2hFucFFyvasRao4iTsftYvr8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoseCF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipGQ7KFbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGtn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1W966rbrFXqtTyOIpzBOVyCBzdQh3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/gfP4AyA2M4A==</latexit>

f
<latexit sha1_base64="MmI+Ga1P8YqHadRgfDuvuUehMqc=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoseCF48V+gVtLJvtpl262YTdiVBCf4QXD4p49fd489+4bXPQ1gcDj/dmmJkXJFIYdN1vp7CxubW9U9wt7e0fHB6Vj0/aJk414y0Wy1h3A2q4FIq3UKDk3URzGgWSd4LJ3dzvPHFtRKyaOE24H9GREqFgFK3U6bOxeGyGg3LFrboLkHXi5aQCORqD8ld/GLM04gqZpMb0PDdBP6MaBZN8VuqnhieUTeiI9yxVNOLGzxbnzsiFVYYkjLUthWSh/p7IaGTMNApsZ0RxbFa9ufif10sxvPUzoZIUuWLLRWEqCcZk/jsZCs0ZyqkllGlhbyVsTDVlaBMq2RC81ZfXSfuq6l1X3YdapV7L4yjCGZzDJXhwA3W4hwa0gMEEnuEV3pzEeXHenY9la8HJZ07hD5zPHxnYj14=</latexit>

�T f
<latexit sha1_base64="YYLrSSZJ5+EdkxpwGhggBStmAhw=">AAACAHicbVC7SgNBFJ31GeNr1cLCZjAIsQm7EtEyYGNhESEvyK7h7uxsdsjsg5lZISxp/BUbC0Vs/Qw7/8ZJsoUmHhg4nHMPd+7xUs6ksqxvY2V1bX1js7RV3t7Z3ds3Dw47MskEoW2S8ET0PJCUs5i2FVOc9lJBIfI47Xqjm6nffaRCsiRuqXFK3QiGMQsYAaWlgXnshKDy4aTq3OmQD+cOCdlDKxiYFatmzYCXiV2QCirQHJhfjp+QLKKxIhyk7NtWqtwchGKE00nZySRNgYxgSPuaxhBR6eazAyb4TCs+DhKhX6zwTP2dyCGSchx5ejICFcpFbyr+5/UzFVy7OYvTTNGYzBcFGccqwdM2sM8EJYqPNQEimP4rJiEIIEp3VtYl2IsnL5PORc2+rFn39UqjXtRRQifoFFWRja5QA92iJmojgiboGb2iN+PJeDHejY/56IpRZI7QHxifPyuklhU=</latexit>

ĝ(⇤)�T f
<latexit sha1_base64="E4wAfx+BIJgwQoZrc/VZ3/fU5JU=">AAACEHicbVC7SgNBFJ31GeMramkzGMTYhF2JaCMEbCwsIuQF2TXMzs5mh8w+mLkrhCWfYOOv2FgoYmtp5984m6TQxAMXDufcO3PvcRPBFZjmt7G0vLK6tl7YKG5ube/slvb22ypOJWUtGotYdl2imOARawEHwbqJZCR0Beu4w+vc7zwwqXgcNWGUMCckg4j7nBLQUr90YgMXHsv8Mb7CNg24HRDIBuOKfasf8chprt03/X6pbFbNCfAisWakjGZo9EtfthfTNGQRUEGU6llmAk5GJHAq2Lhop4olhA7JgPU0jUjIlJNNDhrjY6142I+lrgjwRP09kZFQqVHo6s6QQKDmvVz8z+ul4F86GY+SFFhEpx/5qcAQ4zwd7HHJKIiRJoRKrnfFNCCSUNAZFnUI1vzJi6R9VrXOq+ZdrVyvzeIooEN0hCrIQheojm5QA7UQRY/oGb2iN+PJeDHejY9p65IxmzlAf2B8/gARm5yO</latexit>

f̃ = �ĝ(⇤)�T f



Other graph transforms
! Other graph transforms and dictionaries can be designed by 

filtering the eigenvalues of the graph Laplacian


! Example: By defining shifted and dilated bandpass filters, we 
obtain a generalisation of wavelets on the graph


✓
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Hammond et al., “Wavelets on graphs via spectral graph theory”, ACHA, 2009



Convolution on graphs
! A mathematical operator that computes the “amount of overlap" 

between two functions


! Convolution in the time domain is equivalent to multiplication in 
the frequency domain


! More in the following lectures   
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Classical convolution Convolution on graphs

(f ⇤ g)(t) =
Z 1

�1
f(t� ⌧)g(⌧)d⌧

<latexit sha1_base64="0Xae7JZADo9R2ECPOV9F6F6XH/4=">AAACK3icbVDLSsNAFJ34rPVVdenmYhHShSURQTeC6MZlBdsKTS2T6aQOTiZh5kYoof/jxl9xoQsfuPU/nLZZ+LownMM593LnnjCVwqDnvTkzs3PzC4ulpfLyyuraemVjs2WSTDPeZIlM9FVIDZdC8SYKlPwq1ZzGoeTt8PZs7LfvuDYiUZc4THk3pgMlIsEoWqlXOXUjCKhBGEDNxRrAMUAgFPbyPQsRDkfXeUEgcnEvQJrVYOBOsT+GXqXq1b1JwV/iF6RKimr0Kk9BP2FZzBUySY3p+F6K3ZxqFEzyUTnIDE8pu6UD3rFU0Zibbj65dQS7VulDlGj7FMJE/T6R09iYYRzazpjijfntjcX/vE6G0VE3FyrNkCs2XRRlEjCBcXDQF5ozlENLKNPC/hXYDdWUoY23bEPwf5/8l7T2675X9y8OqienRRwlsk12iEt8ckhOyDlpkCZh5J48khfy6jw4z8678zFtnXGKmS3yo5zPLxI9pTY=</latexit><latexit sha1_base64="0Xae7JZADo9R2ECPOV9F6F6XH/4=">AAACK3icbVDLSsNAFJ34rPVVdenmYhHShSURQTeC6MZlBdsKTS2T6aQOTiZh5kYoof/jxl9xoQsfuPU/nLZZ+LownMM593LnnjCVwqDnvTkzs3PzC4ulpfLyyuraemVjs2WSTDPeZIlM9FVIDZdC8SYKlPwq1ZzGoeTt8PZs7LfvuDYiUZc4THk3pgMlIsEoWqlXOXUjCKhBGEDNxRrAMUAgFPbyPQsRDkfXeUEgcnEvQJrVYOBOsT+GXqXq1b1JwV/iF6RKimr0Kk9BP2FZzBUySY3p+F6K3ZxqFEzyUTnIDE8pu6UD3rFU0Zibbj65dQS7VulDlGj7FMJE/T6R09iYYRzazpjijfntjcX/vE6G0VE3FyrNkCs2XRRlEjCBcXDQF5ozlENLKNPC/hXYDdWUoY23bEPwf5/8l7T2675X9y8OqienRRwlsk12iEt8ckhOyDlpkCZh5J48khfy6jw4z8678zFtnXGKmS3yo5zPLxI9pTY=</latexit><latexit sha1_base64="0Xae7JZADo9R2ECPOV9F6F6XH/4=">AAACK3icbVDLSsNAFJ34rPVVdenmYhHShSURQTeC6MZlBdsKTS2T6aQOTiZh5kYoof/jxl9xoQsfuPU/nLZZ+LownMM593LnnjCVwqDnvTkzs3PzC4ulpfLyyuraemVjs2WSTDPeZIlM9FVIDZdC8SYKlPwq1ZzGoeTt8PZs7LfvuDYiUZc4THk3pgMlIsEoWqlXOXUjCKhBGEDNxRrAMUAgFPbyPQsRDkfXeUEgcnEvQJrVYOBOsT+GXqXq1b1JwV/iF6RKimr0Kk9BP2FZzBUySY3p+F6K3ZxqFEzyUTnIDE8pu6UD3rFU0Zibbj65dQS7VulDlGj7FMJE/T6R09iYYRzazpjijfntjcX/vE6G0VE3FyrNkCs2XRRlEjCBcXDQF5ozlENLKNPC/hXYDdWUoY23bEPwf5/8l7T2675X9y8OqienRRwlsk12iEt8ckhOyDlpkCZh5J48khfy6jw4z8678zFtnXGKmS3yo5zPLxI9pTY=</latexit><latexit sha1_base64="0Xae7JZADo9R2ECPOV9F6F6XH/4=">AAACK3icbVDLSsNAFJ34rPVVdenmYhHShSURQTeC6MZlBdsKTS2T6aQOTiZh5kYoof/jxl9xoQsfuPU/nLZZ+LownMM593LnnjCVwqDnvTkzs3PzC4ulpfLyyuraemVjs2WSTDPeZIlM9FVIDZdC8SYKlPwq1ZzGoeTt8PZs7LfvuDYiUZc4THk3pgMlIsEoWqlXOXUjCKhBGEDNxRrAMUAgFPbyPQsRDkfXeUEgcnEvQJrVYOBOsT+GXqXq1b1JwV/iF6RKimr0Kk9BP2FZzBUySY3p+F6K3ZxqFEzyUTnIDE8pu6UD3rFU0Zibbj65dQS7VulDlGj7FMJE/T6R09iYYRzazpjijfntjcX/vE6G0VE3FyrNkCs2XRRlEjCBcXDQF5ozlENLKNPC/hXYDdWUoY23bEPwf5/8l7T2675X9y8OqienRRwlsk12iEt8ckhOyDlpkCZh5J48khfy6jw4z8678zFtnXGKmS3yo5zPLxI9pTY=</latexit>

\(f ⇤ g)(!) = f̂(!) · ĝ(!)
<latexit sha1_base64="f7LR5RZ3DaLylvVliULdlblDZ4k=">AAACMHicbZBNSxxBEIZ7TPzI+pE1OXppsgjrZZkRIV4E0UM8bsBdhZ1lqempmW3smR66a5Rl2J/kxZ+ilwhKyDW/Ir0fxM+ChpfnraK63qhQ0pLv33sLHz4uLi2vfKqtrq1vfK5vfulaXRqBHaGVNucRWFQyxw5JUnheGIQsUngWXRxP/LNLNFbq/JRGBfYzSHOZSAHk0KD+I7ySMQ6BqmbCQ7DEU74zboY6wxR2OD/gPJy4yRMLRaxpRtP/dFBv+C1/WvytCOaiwebVHtRvw1iLMsOchAJre4FfUL8CQ1IoHNfC0mIB4gJS7DmZQ4a2X00PHvNtR2KeaONeTnxKn09UkFk7yiLXmQEN7WtvAt/zeiUl+/1K5kVJmIvZoqRUnDSfpMdjaVCQGjkBwkj3Vy6GYECQy7jmQghen/xWdHdbgd8Kfu41Do/mcaywLfaNNVnAvrNDdsLarMMEu2Z37IE9ejfeL++392fWuuDNZ76yF+X9/Qc0lqfh</latexit><latexit sha1_base64="f7LR5RZ3DaLylvVliULdlblDZ4k=">AAACMHicbZBNSxxBEIZ7TPzI+pE1OXppsgjrZZkRIV4E0UM8bsBdhZ1lqempmW3smR66a5Rl2J/kxZ+ilwhKyDW/Ir0fxM+ChpfnraK63qhQ0pLv33sLHz4uLi2vfKqtrq1vfK5vfulaXRqBHaGVNucRWFQyxw5JUnheGIQsUngWXRxP/LNLNFbq/JRGBfYzSHOZSAHk0KD+I7ySMQ6BqmbCQ7DEU74zboY6wxR2OD/gPJy4yRMLRaxpRtP/dFBv+C1/WvytCOaiwebVHtRvw1iLMsOchAJre4FfUL8CQ1IoHNfC0mIB4gJS7DmZQ4a2X00PHvNtR2KeaONeTnxKn09UkFk7yiLXmQEN7WtvAt/zeiUl+/1K5kVJmIvZoqRUnDSfpMdjaVCQGjkBwkj3Vy6GYECQy7jmQghen/xWdHdbgd8Kfu41Do/mcaywLfaNNVnAvrNDdsLarMMEu2Z37IE9ejfeL++392fWuuDNZ76yF+X9/Qc0lqfh</latexit><latexit sha1_base64="f7LR5RZ3DaLylvVliULdlblDZ4k=">AAACMHicbZBNSxxBEIZ7TPzI+pE1OXppsgjrZZkRIV4E0UM8bsBdhZ1lqempmW3smR66a5Rl2J/kxZ+ilwhKyDW/Ir0fxM+ChpfnraK63qhQ0pLv33sLHz4uLi2vfKqtrq1vfK5vfulaXRqBHaGVNucRWFQyxw5JUnheGIQsUngWXRxP/LNLNFbq/JRGBfYzSHOZSAHk0KD+I7ySMQ6BqmbCQ7DEU74zboY6wxR2OD/gPJy4yRMLRaxpRtP/dFBv+C1/WvytCOaiwebVHtRvw1iLMsOchAJre4FfUL8CQ1IoHNfC0mIB4gJS7DmZQ4a2X00PHvNtR2KeaONeTnxKn09UkFk7yiLXmQEN7WtvAt/zeiUl+/1K5kVJmIvZoqRUnDSfpMdjaVCQGjkBwkj3Vy6GYECQy7jmQghen/xWdHdbgd8Kfu41Do/mcaywLfaNNVnAvrNDdsLarMMEu2Z37IE9ejfeL++392fWuuDNZ76yF+X9/Qc0lqfh</latexit><latexit sha1_base64="f7LR5RZ3DaLylvVliULdlblDZ4k=">AAACMHicbZBNSxxBEIZ7TPzI+pE1OXppsgjrZZkRIV4E0UM8bsBdhZ1lqempmW3smR66a5Rl2J/kxZ+ilwhKyDW/Ir0fxM+ChpfnraK63qhQ0pLv33sLHz4uLi2vfKqtrq1vfK5vfulaXRqBHaGVNucRWFQyxw5JUnheGIQsUngWXRxP/LNLNFbq/JRGBfYzSHOZSAHk0KD+I7ySMQ6BqmbCQ7DEU74zboY6wxR2OD/gPJy4yRMLRaxpRtP/dFBv+C1/WvytCOaiwebVHtRvw1iLMsOchAJre4FfUL8CQ1IoHNfC0mIB4gJS7DmZQ4a2X00PHvNtR2KeaONeTnxKn09UkFk7yiLXmQEN7WtvAt/zeiUl+/1K5kVJmIvZoqRUnDSfpMdjaVCQGjkBwkj3Vy6GYECQy7jmQghen/xWdHdbgd8Kfu41Do/mcaywLfaNNVnAvrNDdsLarMMEu2Z37IE9ejfeL++392fWuuDNZ76yF+X9/Qc0lqfh</latexit>

\(f ⇤ g)(�) =
�
(�T f) � ĝ

�
(�)

<latexit sha1_base64="KtFcd8BDaZMyj8thgzqoX3GS37g=">AAACOHicbVDLShxBFK32FTO+RrPM5pJB6NkM3SLoJiC6cacBR4WpcbhdXd1TWP2g6nbC0MxnuclnZCduXBhCtvkCa8ZB4uNAweGce6rqnqjUylIQ3Hpz8wuLSx+WPzZWVtfWN5qbW+e2qIyQXVHowlxGaKVWueySIi0vSyMxi7S8iK6PJv7Fd2msKvIzGpWyn2Gaq0QJJCcNmif8h4rlEKn2E+BoCVJoj32u3RUxtuEr8EilPvhcDNXVGSRt4EIZAXySScdTuw3PgUGzFXSCKeAtCWekxWY4HTR/8bgQVSZzEhqt7YVBSf0aDSmh5bjBKytLFNeYyp6jOWbS9uvp4mPYdkoMSWHcyQmm6v+JGjNrR1nkJjOkoX3tTcT3vF5FyX6/VnlZkczF00NJpYEKmLQIsTJSkB45gsIo91cQQzQoyHXdcCWEr1d+S853OmHQCb/ttg4OZ3Uss8/sC/NZyPbYATtmp6zLBLthd+yB/fZ+evfeH+/v0+icN8t8Yi/g/XsEi1yp0Q==</latexit><latexit sha1_base64="KtFcd8BDaZMyj8thgzqoX3GS37g=">AAACOHicbVDLShxBFK32FTO+RrPM5pJB6NkM3SLoJiC6cacBR4WpcbhdXd1TWP2g6nbC0MxnuclnZCduXBhCtvkCa8ZB4uNAweGce6rqnqjUylIQ3Hpz8wuLSx+WPzZWVtfWN5qbW+e2qIyQXVHowlxGaKVWueySIi0vSyMxi7S8iK6PJv7Fd2msKvIzGpWyn2Gaq0QJJCcNmif8h4rlEKn2E+BoCVJoj32u3RUxtuEr8EilPvhcDNXVGSRt4EIZAXySScdTuw3PgUGzFXSCKeAtCWekxWY4HTR/8bgQVSZzEhqt7YVBSf0aDSmh5bjBKytLFNeYyp6jOWbS9uvp4mPYdkoMSWHcyQmm6v+JGjNrR1nkJjOkoX3tTcT3vF5FyX6/VnlZkczF00NJpYEKmLQIsTJSkB45gsIo91cQQzQoyHXdcCWEr1d+S853OmHQCb/ttg4OZ3Uss8/sC/NZyPbYATtmp6zLBLthd+yB/fZ+evfeH+/v0+icN8t8Yi/g/XsEi1yp0Q==</latexit><latexit sha1_base64="KtFcd8BDaZMyj8thgzqoX3GS37g=">AAACOHicbVDLShxBFK32FTO+RrPM5pJB6NkM3SLoJiC6cacBR4WpcbhdXd1TWP2g6nbC0MxnuclnZCduXBhCtvkCa8ZB4uNAweGce6rqnqjUylIQ3Hpz8wuLSx+WPzZWVtfWN5qbW+e2qIyQXVHowlxGaKVWueySIi0vSyMxi7S8iK6PJv7Fd2msKvIzGpWyn2Gaq0QJJCcNmif8h4rlEKn2E+BoCVJoj32u3RUxtuEr8EilPvhcDNXVGSRt4EIZAXySScdTuw3PgUGzFXSCKeAtCWekxWY4HTR/8bgQVSZzEhqt7YVBSf0aDSmh5bjBKytLFNeYyp6jOWbS9uvp4mPYdkoMSWHcyQmm6v+JGjNrR1nkJjOkoX3tTcT3vF5FyX6/VnlZkczF00NJpYEKmLQIsTJSkB45gsIo91cQQzQoyHXdcCWEr1d+S853OmHQCb/ttg4OZ3Uss8/sC/NZyPbYATtmp6zLBLthd+yB/fZ+evfeH+/v0+icN8t8Yi/g/XsEi1yp0Q==</latexit><latexit sha1_base64="KtFcd8BDaZMyj8thgzqoX3GS37g=">AAACOHicbVDLShxBFK32FTO+RrPM5pJB6NkM3SLoJiC6cacBR4WpcbhdXd1TWP2g6nbC0MxnuclnZCduXBhCtvkCa8ZB4uNAweGce6rqnqjUylIQ3Hpz8wuLSx+WPzZWVtfWN5qbW+e2qIyQXVHowlxGaKVWueySIi0vSyMxi7S8iK6PJv7Fd2msKvIzGpWyn2Gaq0QJJCcNmif8h4rlEKn2E+BoCVJoj32u3RUxtuEr8EilPvhcDNXVGSRt4EIZAXySScdTuw3PgUGzFXSCKeAtCWekxWY4HTR/8bgQVSZzEhqt7YVBSf0aDSmh5bjBKytLFNeYyp6jOWbS9uvp4mPYdkoMSWHcyQmm6v+JGjNrR1nkJjOkoX3tTcT3vF5FyX6/VnlZkczF00NJpYEKmLQIsTJSkB45gsIo91cQQzQoyHXdcCWEr1d+S853OmHQCb/ttg4OZ3Uss8/sC/NZyPbYATtmp6zLBLthd+yB/fZ+evfeH+/v0+icN8t8Yi/g/XsEi1yp0Q==</latexit>

f ⇤ g = �ĝ(⇤)�T f = ĝ(L)f
<latexit sha1_base64="XUQ0G9pyTEGdXk3B2Vo6RsbdmBU=">AAACJHicbVDLSgMxFM3Ud31VXboJFqFuyowICiIU3bhwUaEv6NRyJ820oZkHyR2hDP0YN/6KGxc+cOHGbzFtZ6HVA4GTc+69yT1eLIVG2/60cguLS8srq2v59Y3Nre3Czm5DR4livM4iGamWB5pLEfI6CpS8FSsOgSd50xteTfzmPVdaRGENRzHvBNAPhS8YoJG6hXOfuqCR9im9oC4bCOoOANP+uOTemCk9OJqqdzXqTwoy7+bIXGm3ULTL9hT0L3EyUiQZqt3Cm9uLWBLwEJkErduOHWMnBYWCST7Ou4nmMbAh9Hnb0BACrjvpdMkxPTRKj/qRMidEOlV/dqQQaD0KPFMZAA70vDcR//PaCfpnnVSEcYI8ZLOH/ERSjOgkMdoTijOUI0OAKWH+StkAFDA0ueZNCM78yn9J47js2GXn9qRYucziWCX75ICUiENOSYVckyqpE0YeyBN5Ia/Wo/VsvVsfs9KclfXskV+wvr4BgVKhnQ==</latexit><latexit sha1_base64="XUQ0G9pyTEGdXk3B2Vo6RsbdmBU=">AAACJHicbVDLSgMxFM3Ud31VXboJFqFuyowICiIU3bhwUaEv6NRyJ820oZkHyR2hDP0YN/6KGxc+cOHGbzFtZ6HVA4GTc+69yT1eLIVG2/60cguLS8srq2v59Y3Nre3Czm5DR4livM4iGamWB5pLEfI6CpS8FSsOgSd50xteTfzmPVdaRGENRzHvBNAPhS8YoJG6hXOfuqCR9im9oC4bCOoOANP+uOTemCk9OJqqdzXqTwoy7+bIXGm3ULTL9hT0L3EyUiQZqt3Cm9uLWBLwEJkErduOHWMnBYWCST7Ou4nmMbAh9Hnb0BACrjvpdMkxPTRKj/qRMidEOlV/dqQQaD0KPFMZAA70vDcR//PaCfpnnVSEcYI8ZLOH/ERSjOgkMdoTijOUI0OAKWH+StkAFDA0ueZNCM78yn9J47js2GXn9qRYucziWCX75ICUiENOSYVckyqpE0YeyBN5Ia/Wo/VsvVsfs9KclfXskV+wvr4BgVKhnQ==</latexit><latexit sha1_base64="XUQ0G9pyTEGdXk3B2Vo6RsbdmBU=">AAACJHicbVDLSgMxFM3Ud31VXboJFqFuyowICiIU3bhwUaEv6NRyJ820oZkHyR2hDP0YN/6KGxc+cOHGbzFtZ6HVA4GTc+69yT1eLIVG2/60cguLS8srq2v59Y3Nre3Czm5DR4livM4iGamWB5pLEfI6CpS8FSsOgSd50xteTfzmPVdaRGENRzHvBNAPhS8YoJG6hXOfuqCR9im9oC4bCOoOANP+uOTemCk9OJqqdzXqTwoy7+bIXGm3ULTL9hT0L3EyUiQZqt3Cm9uLWBLwEJkErduOHWMnBYWCST7Ou4nmMbAh9Hnb0BACrjvpdMkxPTRKj/qRMidEOlV/dqQQaD0KPFMZAA70vDcR//PaCfpnnVSEcYI8ZLOH/ERSjOgkMdoTijOUI0OAKWH+StkAFDA0ueZNCM78yn9J47js2GXn9qRYucziWCX75ICUiENOSYVckyqpE0YeyBN5Ia/Wo/VsvVsfs9KclfXskV+wvr4BgVKhnQ==</latexit><latexit sha1_base64="XUQ0G9pyTEGdXk3B2Vo6RsbdmBU=">AAACJHicbVDLSgMxFM3Ud31VXboJFqFuyowICiIU3bhwUaEv6NRyJ820oZkHyR2hDP0YN/6KGxc+cOHGbzFtZ6HVA4GTc+69yT1eLIVG2/60cguLS8srq2v59Y3Nre3Czm5DR4livM4iGamWB5pLEfI6CpS8FSsOgSd50xteTfzmPVdaRGENRzHvBNAPhS8YoJG6hXOfuqCR9im9oC4bCOoOANP+uOTemCk9OJqqdzXqTwoy7+bIXGm3ULTL9hT0L3EyUiQZqt3Cm9uLWBLwEJkErduOHWMnBYWCST7Ou4nmMbAh9Hnb0BACrjvpdMkxPTRKj/qRMidEOlV/dqQQaD0KPFMZAA70vDcR//PaCfpnnVSEcYI8ZLOH/ERSjOgkMdoTijOUI0OAKWH+StkAFDA0ueZNCM78yn9J47js2GXn9qRYucziWCX75ICUiENOSYVckyqpE0YeyBN5Ia/Wo/VsvVsfs9KclfXskV+wvr4BgVKhnQ==</latexit>

Time domain

Frequency domain Frequency/spectral domain

Vertex domain



Outline
! Graphs and signals on graphs


! Graph Fourier transform


! Filtering on graphs


! Spectral graph convolution 


! Applications

- Regularization on graphs

- Compression

- Knowledge discovery
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Some typical processing tasks 
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Compression/Visualization

Denoising 

Original Noisy Denoised

Semi-supervised learning 

Analysis/Knowledge discovery



Inverse problems on graphs

! The latent graph signal    generates observed graph signal output    :  


! The goal of the inverse problem is to find a mapping such that:   


! An inverse problem is inherently underdetermined; Usually regularized by 
imposing some prior knowledge about that data
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Example: Denoising 

Original Noisy Denoised

Example: Semi-supervised learning 

<latexit sha1_base64="nrKa3SL1gNq/RO/e6gkad+/f4WY=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHhswX5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8MJME/YgOJQ85o8ZKjbBfrrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQlv/IzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LqXVXdxmWldpvHUYQTOIVz8OAaanAPdWgCA4RneIU359F5cd6dj0VrwclnjuEPnM8fyw+M6g==</latexit>

f
<latexit sha1_base64="6nCSdu5qgE8POdn2YIZDuQuA0CY=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHhswX5AG8pmO2nXbjZhdyOE0l/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8MFmCfkSHkoecUWOlRtYvV9yqOwdZJV5OKpCj3i9/9QYxSyOUhgmqdddzE+NPqDKcCZyWeqnGhLIxHWLXUkkj1P5kfuiUnFllQMJY2ZKGzNXfExMaaZ1Fge2MqBnpZW8m/ud1UxPe+BMuk9SgZItFYSqIicnsazLgCpkRmSWUKW5vJWxEFWXGZlOyIXjLL6+S1kXVu6q6jctK7TaPowgncArn4ME11OAe6tAEBgjP8ApvzqPz4rw7H4vWgpPPHMMfOJ8/59uM/Q==</latexit>y

<latexit sha1_base64="s9FhSSfNx6ZB7VC1VZjP675zqWs=">AAAB7nicbVDLSsNAFL2pr1pfVZduBovgqiSi6EoKblxWsA9oQ5lMb9qhk0mYmQgh9CPcuFDErd/jzr9x2mahrQcGDufcy9xzgkRwbVz32ymtrW9sbpW3Kzu7e/sH1cOjto5TxbDFYhGrbkA1Ci6xZbgR2E0U0igQ2AkmdzO/84RK81g+mixBP6IjyUPOqLFSJyR9E5NsUK25dXcOskq8gtSgQHNQ/eoPY5ZGKA0TVOue5ybGz6kynAmcVvqpxoSyCR1hz1JJI9R+Pj93Ss6sMiRhrOyThszV3xs5jbTOosBORtSM9bI3E//zeqkJb/ycyyQ1KNniozAVxEacZSdDrpAZkVlCmeL2VsLGVFFmbEMVW4K3HHmVtC/q3lXdfbisNW6LOspwAqdwDh5cQwPuoQktYDCBZ3iFNydxXpx352MxWnKKnWP4A+fzB6tvjx4=</latexit>

f ! y

<latexit sha1_base64="L7xPxW/Zdop8ZxOXTRx2YvrZ3sU=">AAAB7nicbVDLSsNAFL2pr1pfVZduBovgqiSi6EoKblxWsA9oQ5lMb9qhk0mYmQgh9CPcuFDErd/jzr9x2mahrQcGDufcy9xzgkRwbVz32ymtrW9sbpW3Kzu7e/sH1cOjto5TxbDFYhGrbkA1Ci6xZbgR2E0U0igQ2AkmdzO/84RK81g+mixBP6IjyUPOqLFSJyN9E5NwUK25dXcOskq8gtSgQHNQ/eoPY5ZGKA0TVOue5ybGz6kynAmcVvqpxoSyCR1hz1JJI9R+Pj93Ss6sMiRhrOyThszV3xs5jbTOosBORtSM9bI3E//zeqkJb/ycyyQ1KNniozAVxEacZSdDrpAZkVlCmeL2VsLGVFFmbEMVW4K3HHmVtC/q3lXdfbisNW6LOspwAqdwDh5cQwPuoQktYDCBZ3iFNydxXpx352MxWnKKnWP4A+fzB6vhjx4=</latexit>

y ! f



Regularization on graphs
! Example: Linear inverse problems on graphs


! Fitting term: Can we recover a graph signal     given some 
observations    and operator     ?  


! Regularization term: What properties do we expect    to have on 
the graph? 
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Fitting term Regularization term

<latexit sha1_base64="nrKa3SL1gNq/RO/e6gkad+/f4WY=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHhswX5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8MJME/YgOJQ85o8ZKjbBfrrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQlv/IzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LqXVXdxmWldpvHUYQTOIVz8OAaanAPdWgCA4RneIU359F5cd6dj0VrwclnjuEPnM8fyw+M6g==</latexit>

f

<latexit sha1_base64="6LY+rxBzHrNK73vUa/23sfnneJU=">AAACMnicbVDBahRBEO1JjMZNoqs5eilcApEky8yiGA+BBQ+ag7CKmwR2NktPT82mSXfP0F0TWCbzTbn4JYIHPSjBaz4ivZs9xMSChlfvvaK6XlIo6SgMfwYLiw+WHj5aftxYWV178rT57PmBy0srsC9yldujhDtU0mCfJCk8KixynSg8TE7fT/XDM7RO5uYrTQocaj42MpOCk6dGzf2YpEqxymrYg7g0qfci+baKNacTqytux1qauob4fAI78CmLz0ed4w5sQTzmWnP4spltw4dXo2YrbIezgvsgmoMWm1dv1Pwep7koNRoSijs3iMKChn4fSaGwbsSlw4KLUz7GgYeGa3TDanZyDRueSSHLrX+GYMbenqi4dm6iE++c3uHualPyf9qgpGx3WElTlIRG3CzKSgWUwzQ/SKVFQWriARdW+r+COOGWC/LJNXwI0d2T74ODTjt60w4/v251383jWGYv2Eu2ySL2lnXZR9ZjfSbYBfvBfrM/wbfgV3AZ/L2xLgTzmXX2TwVX1zFgqVA=</latexit>

f̃ = argmin
f

ky �Mfk22 + �R(f,G)

<latexit sha1_base64="Q9SIvGzDIgrT1yYK1VY4G02wFis=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokoepKCFy9CC/YD2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0PBh7vzTAzL0gE18Z1v52V1bX1jc3CVnF7Z3dvv3Rw2NRxqhg2WCxi1Q6oRsElNgw3AtuJQhoFAlvB6Hbqt55QaR7LBzNO0I/oQPKQM2qsVL/vlcpuxZ2BLBMvJ2XIUeuVvrr9mKURSsME1brjuYnxM6oMZwInxW6qMaFsRAfYsVTSCLWfzQ6dkFOr9EkYK1vSkJn6eyKjkdbjKLCdETVDvehNxf+8TmrCaz/jMkkNSjZfFKaCmJhMvyZ9rpAZMbaEMsXtrYQNqaLM2GyKNgRv8eVl0jyveJcVt35Rrt7kcRTgGE7gDDy4gircQQ0awADhGV7hzXl0Xpx352PeuuLkM0fwB87nD6UrjNE=</latexit>

M
<latexit sha1_base64="6nCSdu5qgE8POdn2YIZDuQuA0CY=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHhswX5AG8pmO2nXbjZhdyOE0l/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8MFmCfkSHkoecUWOlRtYvV9yqOwdZJV5OKpCj3i9/9QYxSyOUhgmqdddzE+NPqDKcCZyWeqnGhLIxHWLXUkkj1P5kfuiUnFllQMJY2ZKGzNXfExMaaZ1Fge2MqBnpZW8m/ud1UxPe+BMuk9SgZItFYSqIicnsazLgCpkRmSWUKW5vJWxEFWXGZlOyIXjLL6+S1kXVu6q6jctK7TaPowgncArn4ME11OAe6tAEBgjP8ApvzqPz4rw7H4vWgpPPHMMfOJ8/59uM/Q==</latexit>y

<latexit sha1_base64="nrKa3SL1gNq/RO/e6gkad+/f4WY=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHhswX5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8MJME/YgOJQ85o8ZKjbBfrrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQlv/IzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LqXVXdxmWldpvHUYQTOIVz8OAaanAPdWgCA4RneIU359F5cd6dj0VrwclnjuEPnM8fyw+M6g==</latexit>

f



! In many applications, we expect signals to be smooth on the 
graph


! We recall that:


- The smaller this quantity, the smoother the signal on that graph

- It is zero iff the signal is constant on the graph 

The graph smoothness prior 
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<latexit sha1_base64="ftFQ7JY/ounn9kvQeAwv2yf823s=">AAACNXicbVDLSgMxFM34tr5GXboJFqEFLTOi6EYpuHFRpEIfQmccMmmmDU0yQ5IRyjA/5cb/cKULF4q49RdMHwtfBwKHc84l954wYVRpx3m2Zmbn5hcWl5YLK6tr6xv25lZLxanEpIljFsubECnCqCBNTTUjN4kkiIeMtMPBxchv3xGpaCwaepgQn6OeoBHFSBspsGvRbaMWwTPoqZQHmfCogB5Huo8Ry1p5PpH5D/kqD0TeNuF9nneikigfRCVe9m8PA7voVJwx4F/iTkkRTFEP7EevG+OUE6ExQ0p1XCfRfoakppiRvOCliiQID1CPdAwViBPlZ+Orc7hnlC6MYmme0HCsfp/IEFdqyEOTHG2ufnsj8T+vk+ro1M+oSFJNBJ58FKUM6hiOKoRdKgnWbGgIwpKaXSHuI4mwNkUXTAnu75P/ktZhxT2uONdHxer5tI4lsAN2QQm44ARUwSWogybA4B48gVfwZj1YL9a79TGJzljTmW3wA9bnF1r0q7s=</latexit>

fTLf =
X

n2V

X

m2Nn

Wn,m[f(n)� f(m)]2

<latexit sha1_base64="tfBkX6DHQTqIVemzoG7X6eO2364=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1gEVyEpFbsRCm5cuKjQF7QxTKaTdujkwcxEqKFf4saFIm79FHf+jdM2C209cC+Hc+5l7hw/4Uwq2/42ChubW9s7xd3S3v7BYdk8Ou7IOBWEtknMY9HzsaScRbStmOK0lwiKQ5/Trj+5mfvdRyoki6OWmibUDfEoYgEjWGnJM8uBV31o3emOrpFj1T2zYlv2AmidODmpQI6mZ34NhjFJQxopwrGUfcdOlJthoRjhdFYapJImmEzwiPY1jXBIpZstDp+hc60MURALXZFCC/X3RoZDKaehrydDrMZy1ZuL/3n9VAV1N2NRkioakeVDQcqRitE8BTRkghLFp5pgIpi+FZExFpgonVVJh+CsfnmddKqWc2nZ97VKo5bHUYRTOIMLcOAKGnALTWgDgRSe4RXejCfjxXg3PpajBSPfOYE/MD5/ANsGkTc=</latexit>

fT
2 Lf2 = 1.8

<latexit sha1_base64="xxIiQqpj+zkLKoHHuA4MEBb0iXw=">AAAB+XicbVDLSsNAFL2pr1pfUZduBovgqiTSohuh4MaFiwp9QRvDZDpph04mYWZSKKF/4saFIm79E3f+jdM2C209cC+Hc+5l7pwg4Uxpx/m2ChubW9s7xd3S3v7B4ZF9fNJWcSoJbZGYx7IbYEU5E7Slmea0m0iKo4DTTjC+m/udCZWKxaKppwn1IjwULGQEayP5th367lPzwXR0i5yKW/PtslNxFkDrxM1JGXI0fPurP4hJGlGhCcdK9Vwn0V6GpWaE01mpnyqaYDLGQ9ozVOCIKi9bXD5DF0YZoDCWpoRGC/X3RoYjpaZRYCYjrEdq1ZuL/3m9VIc3XsZEkmoqyPKhMOVIx2geAxowSYnmU0MwkczcisgIS0y0CatkQnBXv7xO2lcmr4rzWC3Xq3kcRTiDc7gEF66hDvfQgBYQmMAzvMKblVkv1rv1sRwtWPnOKfyB9fkDRUKRbA==</latexit>

fT
1 Lf1 = 0.15



Application: Graph signal denoising 
! We observe a noisy graph signal 

! The observation matrix is 


! We wish to recover    by enforcing that it is smooth with respect to  
the graph


! Also known as graph Tikhonov regularization  
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<latexit sha1_base64="+gUe5VdepVT4gQQ2qCwHFPFjOCA=">AAACJHicbVDLSgMxFM34rPVVdekmWARFKTOiKIhScONKKlgrdEq5k2ZqaJIZk4xQhn6MG3/FjQsfuHDjt5ipI2j1QODknHu5954g5kwb1313xsYnJqemCzPF2bn5hcXS0vKljhJFaJ1EPFJXAWjKmaR1wwynV7GiIAJOG0HvJPMbt1RpFskL049pS0BXspARMFZqlw77+AiHeMunsWY8ktvYv0mgg7//2NdMYF+AuSbA07PBhrudaV0Bm+1S2a24Q+C/xMtJGeWotUsvficiiaDSEA5aNz03Nq0UlGGE00HRTzSNgfSgS5uWShBUt9LhkQO8bpUODiNlnzR4qP7sSEFo3ReBrcy21aNeJv7nNRMTHrRSJuPEUEm+BoUJxybCWWK4wxQlhvctAaKY3RWTa1BAjM21aEPwRk/+Sy53Kt5exT3fLVeP8zgKaBWtoQ3koX1URaeohuqIoDv0gJ7Qs3PvPDqvzttX6ZiT96ygX3A+PgFCBKNa</latexit>

y = f + ✏, ✏ ⇠ N (0,�)

<latexit sha1_base64="y+Hqhay2tFIhqhKtTyam5xYvKw8=">AAACYXicbVFNSwMxEM2u36utqx69BIviqexKRS+C4MWLoGBtoSklm522odnskmRLy9I/6c2LF/+I2br4PTDw5r2ZTPISZYJrEwQvjruyura+sbnlbe/U6rv+3v6TTnPFoM1SkapuRDUILqFtuBHQzRTQJBLQiSY3pd6ZgtI8lY9mnkE/oSPJh5xRY6mBP7vDV5hEMOKyiBJqFJ8tvBCf4MAmYXFqdFkQgr0lZaUvFhPikWlV2fa4gpYOfh5RTnoEZPy5ZOA3gmawDPwXhBVooCruB/4ziVOWJyANE1TrXhhkpl9QZTgTsPBIriGjbEJH0LNQ0gR0v1g6tMDHlonxMFU2pcFL9vtEQROt50lkO+39xvq3VpL/ab3cDC/7BZdZbkCyj0XDXGCT4tJuHHMFzIi5BZQpbu+K2Zgqyoz9FM+aEP5+8l/wdNYMz5vBQ6tx3ars2ESH6AidohBdoGt0i+5RGzH06qw6NafuvLlbru/uf7S6TjVzgH6Ee/gOt+Gseg==</latexit>

M =

2

6664

1 0 · · · 0
0 1 · · · 0
...

. . .
0 0 · · · 1

3

7775

<latexit sha1_base64="nrKa3SL1gNq/RO/e6gkad+/f4WY=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHhswX5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8MJME/YgOJQ85o8ZKjbBfrrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQlv/IzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LqXVXdxmWldpvHUYQTOIVz8OAaanAPdWgCA4RneIU359F5cd6dj0VrwclnjuEPnM8fyw+M6g==</latexit>

f

<latexit sha1_base64="ozPYNQ7EcpYYxCWIfvEDC6nJmno=">AAACL3icbVBNSyNBEO3RVbPxK7rHvTQGYWExzARFPQgBYfGwBwVjhEwMPT01sUl3z9BdI4TJ/CMv/pVclsVl2ev+i+18HNaPgoZX772iul6USWHR9396S8sfVlbXKh+r6xubW9u1nd0bm+aGQ5unMjW3EbMghYY2CpRwmxlgKpLQiYbnU73zAMaKVF/jKIOeYgMtEsEZOqpf+xaikDEUSUnPaJjr2HkBXVuEiuG9UQUzAyV0WdJwnNADOgrH/eZdk36l4YApxWhyd/096dfqfsOfFX0LggWok0Vd9muTME55rkAjl8zabuBn2HPLUHAJZTXMLWSMD9kAug5qpsD2itm9Jd13TEyT1Linkc7Y/ycKpqwdqcg5p0fY19qUfE/r5pic9AqhsxxB8/miJJcUUzoNj8bCAEc5coBxI9xfKb9nhnF0sVVdCMHrk9+Cm2YjOGr4V4f11ukijgr5TPbIFxKQY9IiF+SStAknj2RCnskv78n74f32/sytS95i5hN5Ud7ff0YHqRM=</latexit>

f̃ = argmin
f

kf � yk22 + �fTLf



Application: Image denoising 
! Construct a graph that encodes pixel similarity

! Denoise the image by assuming smoothness on the graph 
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A filtering viewpoint
! Graph regularization can be interpreted as filtering on the graph
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+
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+

First order gradient  

Eigendecomposition of the Laplacian

<latexit sha1_base64="vrX++QyTeMdI9dyRQKjwicuO5go=">AAAB+3icbVDLSsNAFL3xWesr1qWbwSLUTUlEURdCQRcuXFSwD2hDmUyn7dDJJMxMxBLyK25cKOLWH3Hn3zhps9DWAwOHc+7lnjl+xJnSjvNtLS2vrK6tFzaKm1vbO7v2XqmpwlgS2iAhD2Xbx4pyJmhDM81pO5IUBz6nLX98nfmtRyoVC8WDnkTUC/BQsAEjWBupZ5e6AdYjgnlyk6IrNKzcHffsslN1pkCLxM1JGXLUe/ZXtx+SOKBCE46V6rhOpL0ES80Ip2mxGysaYTLGQ9oxVOCAKi+ZZk/RkVH6aBBK84RGU/X3RoIDpSaBbyazpGrey8T/vE6sBxdewkQUayrI7NAg5kiHKCsC9ZmkRPOJIZhIZrIiMsISE23qKpoS3PkvL5LmSdU9qzr3p+XaZV5HAQ7gECrgwjnU4Bbq0AACT/AMr/BmpdaL9W59zEaXrHxnH/7A+vwBWZ6TTQ==</latexit>

D = g(L)
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+

Remove noise by lowpass filtering 
in the graph spectral domain! 

<latexit sha1_base64="ozPYNQ7EcpYYxCWIfvEDC6nJmno=">AAACL3icbVBNSyNBEO3RVbPxK7rHvTQGYWExzARFPQgBYfGwBwVjhEwMPT01sUl3z9BdI4TJ/CMv/pVclsVl2ev+i+18HNaPgoZX772iul6USWHR9396S8sfVlbXKh+r6xubW9u1nd0bm+aGQ5unMjW3EbMghYY2CpRwmxlgKpLQiYbnU73zAMaKVF/jKIOeYgMtEsEZOqpf+xaikDEUSUnPaJjr2HkBXVuEiuG9UQUzAyV0WdJwnNADOgrH/eZdk36l4YApxWhyd/096dfqfsOfFX0LggWok0Vd9muTME55rkAjl8zabuBn2HPLUHAJZTXMLWSMD9kAug5qpsD2itm9Jd13TEyT1Linkc7Y/ycKpqwdqcg5p0fY19qUfE/r5pic9AqhsxxB8/miJJcUUzoNj8bCAEc5coBxI9xfKb9nhnF0sVVdCMHrk9+Cm2YjOGr4V4f11ukijgr5TPbIFxKQY9IiF+SStAknj2RCnskv78n74f32/sytS95i5hN5Ud7ff0YHqRM=</latexit>

f̃ = argmin
f

kf � yk22 + �fTLf

<latexit sha1_base64="UXVB6bpsM6Ax5DdDtA18CgY/VvY=">AAACB3icbVDLSsNAFJ3UV62vqEtBBotQEUsiiroQCm4UXFSwD2himUwn7dCZJMxMhBCyc+OvuHGhiFt/wZ1/47TNQq0HLhzOuZd77/EiRqWyrC+jMDM7N79QXCwtLa+srpnrG00ZxgKTBg5ZKNoekoTRgDQUVYy0I0EQ9xhpecOLkd+6J0LSMLhVSURcjvoB9SlGSktdc9tRlPVI6mfwHFau9p0+4hzB67279MDOkq5ZtqrWGHCa2Dkpgxz1rvnp9EIccxIozJCUHduKlJsioShmJCs5sSQRwkPUJx1NA8SJdNPxHxnc1UoP+qHQFSg4Vn9OpIhLmXBPd3KkBvKvNxL/8zqx8k/dlAZRrEiAJ4v8mEEVwlEosEcFwYolmiAsqL4V4gESCCsdXUmHYP99eZo0D6v2cdW6OSrXzvI4imAL7IAKsMEJqIFLUAcNgMEDeAIv4NV4NJ6NN+N90low8plN8AvGxzehlJfY</latexit>

f̃ = (I + �L)�1y

<latexit sha1_base64="sL48d+7fTRz5vNhXx9C2GbMOkBM=">AAACF3icbVDLSgMxFM3UV62vqks3wSJUxDIjiroQBDcKLhTsAzptuZPJtKHJzJBkhDLMX7jxV9y4UMSt7vwb09qFth64cDjn3uTe48WcKW3bX1ZuZnZufiG/WFhaXlldK65v1FSUSEKrJOKRbHigKGchrWqmOW3EkoLwOK17/YuhX7+nUrEovNODmLYEdEMWMALaSJ1ixdWM+zQNMnyGXdJj5as9twtCAHavzTM+7LbTfScbWu27QadYsiv2CHiaOGNSQmPcdIqfrh+RRNBQEw5KNR071q0UpGaE06zgJorGQPrQpU1DQxBUtdLRXRneMYqPg0iaCjUeqb8nUhBKDYRnOgXonpr0huJ/XjPRwUkrZWGcaBqSn4+ChGMd4WFI2GeSEs0HhgCRzOyKSQ8kEG2iLJgQnMmTp0ntoOIcVezbw9L56TiOPNpC26iMHHSMztElukFVRNADekIv6NV6tJ6tN+v9pzVnjWc20R9YH98ZxZ6b</latexit>

f̃ = �(I + �⇤)�1�T y



Other graph filters 
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Application: Semi-supervised learning
! Find missing labels by using information from both labelled and 

unlabelled data


! Treat labels as a signal on the graph 


! Similar nodes on high density regions of the graph should have 
similar labels 
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f̃ = argmin
f

kf � yk22 + �
X

n,m

Wn,mk 1

Dnn
fn � 1

Dmm
fmk22

Zhou et al., “Learning with Local and Global Consistency”, NIPS, 2003



Other regularizers 

! Discrete p-Dirichlet form:


! Total variation (TV):

- Promote piecewise smooth signals: 


! Sparsity in the graph Fourier basis: 

- Promote a graph signal with only a few non-zero GFT coefficients 
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Rp(f,G) =
1

p

X

n2V
krnfkp2 =

1

p

X

n2V

h X

m2Nn

Wn,m[f(n)� f(m)]2
i p

2
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p = 1
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f̃ = argmin
f

ky �Mfk22 + �R(f,G)
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R(f,G) = kfk1, M = �



Difference between Tikhonov and TV
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https://pygsp.readthedocs.io/en/stable/tutorials/optimization.html

Ground-truth signal Noisy signal 

Denoised signal - Tikhonov Denoised signal - TV



Application: Compression
! Desirable: Capture a large part of the signal with a few 

coefficients 


! Typically performed by projecting the data in a domain/transform 
where the signal is compressible or sparse 
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Original image Reconstructed image Most significant coefficients 
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+



Application: Image compression
! The graph Fourier transform has been used to compress smooth 

signals on the graph

- Intuition: Main energy is concentrated in the first GFT coefficients 


! Example: image compression

- Construct a graph that encodes pixel similarity

- The graph Fourier transform has been used as an alternative to classical 

transforms 
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Application: 3D point clouds 
compression
! Graphs provide a way to represent point clouds 


! The graph Fourier transform has been used to capture large parts of the 
cooler attributes with a few coefficients 
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Zhang et al., “Point cloud attribute compression with graph transforms”, ICIP, 2014



Knowledge discovery: Neuroscience
! Graph based transforms have been successful in domain specific knowledge 

discovery


! In neuroscience, GSP tools have been used to improve our understanding of 
the biological mechanisms underlying human cognition and brain disorders 


! Analysis in the spectral domain reveals the variation of signals on the 
anatomical network 
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[Fig. from Huang’18]



Graph spectral analysis for understanding 
cognitive flexibility 
! Cognitive flexibility describes the human ability to switch between 

modes of mental function

! Integrating brain network structure, function, and cognitive 

measures is key 

! GFT allows to decompose each BOLD signal into two 

components 

- Aligned: Component of the signal that is aligned with the anatomical network

- Liberal: Component of the signal that does not align with the anatomical network
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Medaglia et al., “Functional Alignment with Anatomical Networks is Associated with Cognitive Flexibility”, Nat. 
Hum. Behav., 2018



BOLD signal alignment across the brain
! Functional alignment with anatomical networks facilitates 

cognitive flexibility (lower switch costs)

- Liberal signals are concentrated in subcortical regions and cingulate cortices

- Aligned signals are concentrated in subcortical, default mode, fronto-parietal, 

and cingulo-opercular systems 
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BOLD signals White matter 

network

Decomposition of the signals into aligned 
and liberal using GFT 



Summary
! Graphs are natural tools to capture the data domain


! Going beyond graph structure implies understanding the interplay 
between that domain and the data:

- Jointly consider domain (i.e., graph) and data (i.e., graph signals) that live in that domain


! Some key concepts can be directly generalized from regular grids to 
graphs

- Tranforms on graph

- Filtering on graph

- Convolution on graph (more in the following lectures…)


! Many applications including network analysis, denoising, compression
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References
! The Emerging Field of Signal Processing on Graphs, Shuman et 

al., 2013


! Graph Signal Processing, Ortega et al., 2018


! Toolbox: https://pygsp.readthedocs.io/en/stable/index.html
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