
Learning unsupervised 
embeddings on graphs 

Dr Dorina Thanou

18.03.2025


Network Machine Learning - EE452

Dr Dorina Thanou 


Prof. Pascal Frossard



Recap: Traditional ML pipeline on 
graphs
! Intuition: The effectiveness of ML techniques on graphs relies on 

a good representation (feature set) of data
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Actionable 
knowledge

Y

Graph-
based 

features


e.g., node/graph classification,

signal inpainting/denoising

ML model


Feature engineering 
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Recap: Traditional ML pipeline on 
graphs
! Feature engineering is a way of extracting meaningful information from graphs
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Feature engineering 
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Performance


Data

(graphs)




Recap: Hand-crafted features on 
graphs

! Hand-crafted features are a way to extract 
discriminative information from graph data by 
exploiting prior/domain knowledge 


! The type of features depends on the final task:

- Node level: generate features for each individual node


• Node degree, centrality, clustering coefficients, graphlets


- Graph level: generate features for the whole graph

• Bag of nodes, graphlet kernels, WL kernels


- Link level: generate features that measure a common 
neighborhood between two nodes

• Local/global neighborhood overlap
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Limitations of hand-crafted features
! Their discriminative power is limited by the effectiveness of the 

priors: they cannot capture graph patterns different than their 
design prior


! Hand-crafted features exhibit poor generalization performance 
across different datasets/graphs


! Real-world network phenomena are usually highly complicated: 
they require complex and unknown combinations of well-known 
features
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How can we use data to obtain more flexible graph features? 



Outline
! Graph representation learning 


! Unsupervised graph embedding algorithms


! Illustrative applications 
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Outline
! Graph representation learning 


! Unsupervised graph embedding algorithms


! Illustrative applications 
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Graph representation learning 
! Intuition: Optimize the feature extraction part by adapting it to 

the specific instances of the graphs/data
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Actionable 
knowledge

e.g., node/graph classification,

signal inpainting/denoising

ML model


Feature Learning  

Y
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Learned 
graph 

features




Graph representation learning 
! Intuition: Optimize the feature extraction part by adapting it to 

the specific instances of the graphs/data
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Actionable 
knowledge

e.g., node/graph classification,

signal inpainting/denoising

ML model


Feature Learning  

Y
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Learned components

Learned 
graph 

features




Graph representation learning: basic 
pipeline 
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Learned 
model


Feature learning

Train data


Test data


Performance


Data

(graphs)


Graph-based feature 
learning


! Feature learning is a way of extracting data-adaptive graph representations



Learning features on graphs
! Learned features convert the graph data in a (low dimensional) 

latent space (i.e., embedding space) where hidden/discriminative 
information about data is revealed
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Original space Embedding space 
Node embedding Edge embedding Subgraph embedding Graph embedding 

How can we learn the embedding space? 



Supervised graph representation 
learning 
! Learn low-dimensional embeddings for a specific downstream 

task, e.g., node or graph classification
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ML task

e.g., node/graph classification,

signal inpainting/denoising

ML model

Learned 

graph 
features




Supervised graph representation 
learning 
! Learn low-dimensional embeddings for a specific downstream 

task, e.g., node or graph classification
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ML task

e.g., node/graph classification,

signal inpainting/denoising

ML model


Joint learning 

Learned 
graph 

features




Unsupervised graph representation 
learning 
! Learn low-dimensional embeddings that are not optimized for a 

specific downstream task

- They are optimized with respect to some notion of “closeness” in the graph

- The notion of “closeness” defines the design of the embedding algorithm
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Unsupervised graph representation 
learning 
! Learn low-dimensional embeddings that are not optimized for a 

specific downstream task

- They are optimized with respect to some notion of “closeness” in the graph

- The notion of “closeness” defines the design of the embedding algorithm
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Step 1: Generate embeddings Step 2: Validate embeddings



Learning unsupervised embeddings on 
graphs: A (partial) taxonomy
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Unsupervised embeddings 
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Shallow 
embeddings Autoencoders

Deep embeddings 
(graph neural 

networks)
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Laplacian 
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Locally Linear 
Embeddings

Matrix 
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based

Graph 
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Learning unsupervised embeddings on 
graphs: A (partial) taxonomy
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Unsupervised embeddings 
on graphs 

Shallow 
embeddings Autoencoders

Skip-gram

Laplacian 
eigenmaps


Isomap


Locally Linear 
Embeddings

Matrix 
factorisation

Distance-
based

Graph 
Factorization


HOPE


GraRep

DeepWalk


Node2vec


LINE

SDNE


DNGR


DVNE

More in the following lectures.

Deep embeddings 
(graph neural 

networks)

Today’s lecture!



Outline
! Graph representation learning 


! Unsupervised graph embedding algorithms

- Shallow embeddings

- Autoencoders


! Illustrative applications 
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Embeddings on graphs: Definition 
! Given an input graph                      , and a predefined 

dimensionality of the embedding                , the goal is to convert     
(or a subgraph, or a node) into a      dimensional space in which 
graph properties are preserved 


! Graph properties can be quantified using proximity measures on 
the graph (e.g.,       hop neighborhood)  
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G = (V, E ,W )
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G Embedding vector/Representations

Learning algorithm



Illustrative example: Node embeddings
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v1
v2

Original network Embedding space

What is the similarity in the graph that should be preserved in the 
embedding space? 

<latexit sha1_base64="dSikSKg8IxAl1gwDKIP7IsbZRuA=">AAAB8nicbVDLSsNAFL3xWeur6tLNYBFclaQouiy40GUF+4A2lMl00g6dTMLMjVBCP8ONC0Xc+jXu/BsnbRbaemDgcM69zLknSKQw6Lrfztr6xubWdmmnvLu3f3BYOTpumzjVjLdYLGPdDajhUijeQoGSdxPNaRRI3gkmt7nfeeLaiFg94jThfkRHSoSCUbRSrx9RHDMqs7vZoFJ1a+4cZJV4BalCgeag8tUfxiyNuEImqTE9z03Qz6hGwSSflfup4QllEzriPUsVjbjxs3nkGTm3ypCEsbZPIZmrvzcyGhkzjQI7mUc0y14u/uf1Ugxv/EyoJEWu2OKjMJUEY5LfT4ZCc4ZyagllWtishI2ppgxtS2Vbgrd88ipp12veVc19uKw26kUdJTiFM7gAD66hAffQhBYwiOEZXuHNQefFeXc+FqNrTrFzAn/gfP4Ade6RUQ==</latexit>

G
<latexit sha1_base64="MLMnix8waPoVAx+HNGtMzZuSx24=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoseCF48t2FZpQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMTqPqAaBZfYMtwIvE8U0igQ2AnGNzO/84RK81jemUmCfkSHkoecUWOl5kO/XHGr7hxklXg5qUCORr/81RvELI1QGiao1l3PTYyfUWU4Ezgt9VKNCWVjOsSupZJGqP1sfuiUnFllQMJY2ZKGzNXfExmNtJ5Ege2MqBnpZW8m/ud1UxNe+xmXSWpQssWiMBXExGT2NRlwhcyIiSWUKW5vJWxEFWXGZlOyIXjLL6+Sdq3qXVbd5kWlXsvjKMIJnMI5eHAFdbiFBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPs7+M0Q==</latexit>

Y

<latexit sha1_base64="fGbYHa2n849FnJVa29eSMNdVEJs=">AAACInicbVBLSwMxGMzWV62vqkcvwSK0UMpuUdSLFDzosYJ90S5LNs22odndkGSLZdnf4sW/4sWDop4Ef4xpuwdt/SBkmJmPZMbljEplml9GZmV1bX0ju5nb2t7Z3cvvHzRlGAlMGjhkoWi7SBJGA9JQVDHS5oIg32Wk5Y6up3prTISkYXCvJpzYPhoE1KMYKU05+UtJfSfu+UgNMWLxTZIUx45VhmOnWoI9xLkIH+DM00mKHSe2kjLUVzUpOfmCWTFnA5eBlYICSKfu5D96/RBHPgkUZkjKrmVyZcdIKIoZSXK9SBKO8AgNSFfDAPlE2vEsYgJPNNOHXij0CRScsb83YuRLOfFd7ZxmkYvalPxP60bKu7BjGvBIkQDPH/IiBlUIp33BPhUEKzbRAGFB9V8hHiKBsNKt5nQJ1mLkZdCsVqyzinl3WqhdpXVkwRE4BkVggXNQA7egDhoAg0fwDF7Bm/FkvBjvxufcmjHSnUPwZ4zvH+JoozM=</latexit>

simG(v1, v2) ⇡ simY (Y1, Y2)

! Prior 1: Neighbors on the graph should have similar embeddings 
(homophily)



Illustrative example: Node embeddings
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v1
v2

Original network Embedding space

What is the similarity in the graph that should be preserved in the 
embedding space? 

<latexit sha1_base64="dSikSKg8IxAl1gwDKIP7IsbZRuA=">AAAB8nicbVDLSsNAFL3xWeur6tLNYBFclaQouiy40GUF+4A2lMl00g6dTMLMjVBCP8ONC0Xc+jXu/BsnbRbaemDgcM69zLknSKQw6Lrfztr6xubWdmmnvLu3f3BYOTpumzjVjLdYLGPdDajhUijeQoGSdxPNaRRI3gkmt7nfeeLaiFg94jThfkRHSoSCUbRSrx9RHDMqs7vZoFJ1a+4cZJV4BalCgeag8tUfxiyNuEImqTE9z03Qz6hGwSSflfup4QllEzriPUsVjbjxs3nkGTm3ypCEsbZPIZmrvzcyGhkzjQI7mUc0y14u/uf1Ugxv/EyoJEWu2OKjMJUEY5LfT4ZCc4ZyagllWtishI2ppgxtS2Vbgrd88ipp12veVc19uKw26kUdJTiFM7gAD66hAffQhBYwiOEZXuHNQefFeXc+FqNrTrFzAn/gfP4Ade6RUQ==</latexit>

G
<latexit sha1_base64="MLMnix8waPoVAx+HNGtMzZuSx24=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoseCF48t2FZpQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMTqPqAaBZfYMtwIvE8U0igQ2AnGNzO/84RK81jemUmCfkSHkoecUWOl5kO/XHGr7hxklXg5qUCORr/81RvELI1QGiao1l3PTYyfUWU4Ezgt9VKNCWVjOsSupZJGqP1sfuiUnFllQMJY2ZKGzNXfExmNtJ5Ege2MqBnpZW8m/ud1UxNe+xmXSWpQssWiMBXExGT2NRlwhcyIiSWUKW5vJWxEFWXGZlOyIXjLL6+Sdq3qXVbd5kWlXsvjKMIJnMI5eHAFdbiFBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPs7+M0Q==</latexit>

Y

! Prior 2: Nodes on the graph with the same structural role (e.g., 
hubs) should have similar embeddings (structural equivalence)

<latexit sha1_base64="6jCZdp5aGymiEz+bzFBgY//msJA=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKez6QE8S8OIxonlAsoTZyWwyZHZ2mekNhCWf4MWDIl79Im/+jZNkDxotaCiquunuChIpDLrul1NYWV1b3yhulra2d3b3yvsHTROnmvEGi2Ws2wE1XArFGyhQ8naiOY0CyVvB6Hbmt8ZcGxGrR5wk3I/oQIlQMIpWehj3znvlilt15yB/iZeTCuSo98qf3X7M0ogrZJIa0/HcBP2MahRM8mmpmxqeUDaiA96xVNGIGz+bnzolJ1bpkzDWthSSufpzIqORMZMosJ0RxaFZ9mbif14nxfDaz4RKUuSKLRaFqSQYk9nfpC80ZygnllCmhb2VsCHVlKFNp2RD8JZf/kuaZ1XvsureX1RqN3kcRTiCYzgFD66gBndQhwYwGMATvMCrI51n5815X7QWnHzmEH7B+fgGC8qNoA==</latexit>v3

<latexit sha1_base64="BPM/fobOWkNmhT+6lCEr6LC7JkA=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHisaD+gDWWznbRLN5uwuymU0J/gxYMiXv1F3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHTR2nimGDxSJW7YBqFFxiw3AjsJ0opFEgsBWM7mZ+a4xK81g+mUmCfkQHkoecUWOlx3HvsleuuFV3DrJKvJxUIEe9V/7q9mOWRigNE1Trjucmxs+oMpwJnJa6qcaEshEdYMdSSSPUfjY/dUrOrNInYaxsSUPm6u+JjEZaT6LAdkbUDPWyNxP/8zqpCW/8jMskNSjZYlGYCmJiMvub9LlCZsTEEsoUt7cSNqSKMmPTKdkQvOWXV0nzoupdVd2Hy0rtNo+jCCdwCufgwTXU4B7q0AAGA3iGV3hzhPPivDsfi9aCk88cwx84nz8NTo2h</latexit>v4

<latexit sha1_base64="wpgbDgJ+3kzDtx4TK01WyMqUoW8=">AAACHHicbVDLSsNAFJ34rPUVdelmsAgVpCS2ogsXBRe6rGBfNCFMppN26OTBzKRYQj7Ejb/ixoUiblwI/o2TNgttPTBwOOdc7tzjRowKaRjf2tLyyuraemGjuLm1vbOr7+23RBhzTJo4ZCHvuEgQRgPSlFQy0ok4Qb7LSNsdXWd+e0y4oGFwLycRsX00CKhHMZJKcvSqoL6TWD6SQ4xYcpOm5bFTPYVjp3YCLRRFPHyAWaZb7mZ6V+mOXjIqxhRwkZg5KYEcDUf/tPohjn0SSMyQED3TiKSdIC4pZiQtWrEgEcIjNCA9RQPkE2En0+NSeKyUPvRCrl4g4VT9PZEgX4iJ76pkdoWY9zLxP68XS+/STmgQxZIEeLbIixmUIcyagn3KCZZsogjCnKq/QjxEHGGp+iyqEsz5kxdJ66xinleMu1qpfpXXUQCH4AiUgQkuQB3cggZoAgwewTN4BW/ak/aivWsfs+iSls8cgD/Qvn4ALRWgFQ==</latexit>

simG(v3, v4) ⇡ simY (Y3, Y4)



Which graph property should be 
preserved? 
! The choice depends on the application, and the questions we ask 

about the network


! Widely used examples are the following:


- 1-hop neighborhood structure 

- high-order neighborhood structure 

- community structures 

- …


! Node embeddings algorithms differ on how to capture the graph 
structure to be preserved in the embedding 
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Encoder-decoder framework 
! Encoder: maps nodes    to an embedding matrix


! Similarity function                : specifies the similarity between 
nodes that should be preserved in the original graph 


! Decoder: maps embeddings     to a similarity score in the 
embedding space


! Learning objective: Design encoder-decoder such that:
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<latexit sha1_base64="Zn17oPqT/X9Ih9yWMOsHQa+JkqM=">AAACEXicbVC7TsMwFHXKq5RXgJHFokLqVCUIBBOqxMJYEH2gJlSO47ZWHSeyHaQqzS+w8CssDCDEysbG3+CkGaDlSJaOz7lX997jRYxKZVnfRmlpeWV1rbxe2djc2t4xd/faMowFJi0cslB0PSQJo5y0FFWMdCNBUOAx0vHGl5nfeSBC0pDfqklE3AANOR1QjJSW+mbtDjqUQydAauR5yU16n0zzD0YsaadTR9GASOinfbNq1a0ccJHYBamCAs2++eX4IY4DwhVmSMqebUXKTZBQFDOSVpxYkgjhMRqSnqYc6Tlukl+UwiOt+HAQCv24grn6uyNBgZSTwNOV2bJy3svE/7xerAbnbkJ5FCvC8WzQIGZQhTCLB/pUEKzYRBOEBdW7QjxCAmGlQ6zoEOz5kxdJ+7hun9at65Nq46KIowwOwCGoARucgQa4Ak3QAhg8gmfwCt6MJ+PFeDc+ZqUlo+jZB39gfP4ARuCd7w==</latexit>

Y 2 R|V|⇥d<latexit sha1_base64="NRBGt29zKVqGmrm9C+ZJ8t8tGY8=">AAAB8nicbVDLSsNAFL2pr1pfVZdugkVwVRJRdCUFNy4r2Ae0oUymk3boZCbM3Agl9DPcuFDErV/jzr9x0mahrQcGDufcy5x7wkRwg5737ZTW1jc2t8rblZ3dvf2D6uFR26hUU9aiSijdDYlhgkvWQo6CdRPNSBwK1gknd7nfeWLacCUfcZqwICYjySNOCVqp148JjikRWXs2qNa8ujeHu0r8gtSgQHNQ/eoPFU1jJpEKYkzP9xIMMqKRU8FmlX5qWELohIxYz1JJYmaCbB555p5ZZehGStsn0Z2rvzcyEhszjUM7mUc0y14u/uf1UoxugozLJEUm6eKjKBUuKje/3x1yzSiKqSWEam6zunRMNKFoW6rYEvzlk1dJ+6LuX9W9h8ta47aoowwncArn4MM1NOAemtACCgqe4RXeHHRenHfnYzFacoqdY/gD5/MHkFWRbA==</latexit>

V

<latexit sha1_base64="3CF0ZjOPmAwU3G8CL7Ta+7sL/ds=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHisYj+kDWWznbRLN5uwuxFK6D/w4kERr/4jb/4bt20O2vpg4PHeDDPzgkRwbVz32ymsrK6tbxQ3S1vbO7t75f2Dpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGN1O/9YRK81g+mHGCfkQHkoecUWOl+0fSK1fcqjsDWSZeTiqQo94rf3X7MUsjlIYJqnXHcxPjZ1QZzgROSt1UY0LZiA6wY6mkEWo/m106ISdW6ZMwVrakITP190RGI63HUWA7I2qGetGbiv95ndSEV37GZZIalGy+KEwFMTGZvk36XCEzYmwJZYrbWwkbUkWZseGUbAje4svLpHlW9S6q7t15pXadx1GEIziGU/DgEmpwC3VoAIMQnuEV3pyR8+K8Ox/z1oKTzxzCHzifPw0njQc=</latexit>

Y

<latexit sha1_base64="gdTUWzq2Ar6Rw9MSn6YI59s45Ik=">AAACB3icbVDLSsNAFJ3UV62vqEtBgkWoICURRVdScKHLCvYBTQiTybQdOpMJMxOhhOzc+CtuXCji1l9w5984SbPQ6oEZDufcy733BDElUtn2l1FZWFxaXqmu1tbWNza3zO2druSJQLiDOOWiH0CJKYlwRxFFcT8WGLKA4l4wucr93j0WkvDoTk1j7DE4isiQIKi05Jv7kjA/dRlUYwRpep1lDReFXB0X/5Fv1u2mXcD6S5yS1EGJtm9+uiFHCcORQhRKOXDsWHkpFIogirOam0gcQzSBIzzQNIIMSy8t7sisQ62E1pAL/SJlFerPjhQyKacs0JX5wnLey8X/vEGihhdeSqI4UThCs0HDhFqKW3koVkgERopONYFIEL2rhcZQQKR0dDUdgjN/8l/SPWk6Z0379rTeuizjqII9cAAawAHnoAVuQBt0AAIP4Am8gFfj0Xg23oz3WWnFKHt2wS8YH98m9Zl1</latexit>

simG(·, ·)

<latexit sha1_base64="OPwlFCCjUdMeCY1RkdZWM0tG2x4=">AAAB/XicbVDLSsNAFJ34rPUVHzs3wSJUkJKIoispuHFZwT6kDWEymbRD5xFmJkINxV9x40IRt/6HO//GaZqFth64l8M59zJ3TphQorTrflsLi0vLK6ultfL6xubWtr2z21IilQg3kaBCdkKoMCUcNzXRFHcSiSELKW6Hw+uJ337AUhHB7/QowT6DfU5igqA2UmDvK8KC7H5c7aFI6JO8Hwd2xa25OZx54hWkAgo0AvurFwmUMsw1olCprucm2s+g1ARRPC73UoUTiIawj7uGcsiw8rP8+rFzZJTIiYU0xbWTq783MsiUGrHQTDKoB2rWm4j/ed1Ux5d+RniSaszR9KE4pY4WziQKJyISI01HhkAkibnVQQMoIdImsLIJwZv98jxpnda885p7e1apXxVxlMABOARV4IELUAc3oAGaAIFH8AxewZv1ZL1Y79bHdHTBKnb2wB9Ynz8TLpT1</latexit>

simY (·, ·)

<latexit sha1_base64="fGbYHa2n849FnJVa29eSMNdVEJs=">AAACInicbVBLSwMxGMzWV62vqkcvwSK0UMpuUdSLFDzosYJ90S5LNs22odndkGSLZdnf4sW/4sWDop4Ef4xpuwdt/SBkmJmPZMbljEplml9GZmV1bX0ju5nb2t7Z3cvvHzRlGAlMGjhkoWi7SBJGA9JQVDHS5oIg32Wk5Y6up3prTISkYXCvJpzYPhoE1KMYKU05+UtJfSfu+UgNMWLxTZIUx45VhmOnWoI9xLkIH+DM00mKHSe2kjLUVzUpOfmCWTFnA5eBlYICSKfu5D96/RBHPgkUZkjKrmVyZcdIKIoZSXK9SBKO8AgNSFfDAPlE2vEsYgJPNNOHXij0CRScsb83YuRLOfFd7ZxmkYvalPxP60bKu7BjGvBIkQDPH/IiBlUIp33BPhUEKzbRAGFB9V8hHiKBsNKt5nQJ1mLkZdCsVqyzinl3WqhdpXVkwRE4BkVggXNQA7egDhoAg0fwDF7Bm/FkvBjvxufcmjHSnUPwZ4zvH+JoozM=</latexit>

simG(v1, v2) ⇡ simY (Y1, Y2)



Optimizing an encoder-decoder model
! Define a loss function                         that measures that 

discrepancy between the similarity values in the embedding space 
(decoder), and the similarity between nodes in the original graph 


! Learn the embeddings by minimizing the empirical 
reconstruction loss over a set of training data


! Different choices of                                             define different 
embedding algorithms  
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<latexit sha1_base64="PbNnd/MHDiRTANR7+HZ4jaOPlvg=">AAACRnicbVBBSxtBGP02ra2mtabt0cuHQdhACLui2EuL0EN7EgvGKNllmZ1MdHR2dpmZDYRlfl0vPXvzJ/TSQ0W8drIutI0+GObx3vuY+V5aCK5NENx4rWfPV168XF1rv3q9/maj8/bdic5LRdmQ5iJXpynRTHDJhoYbwU4LxUiWCjZKrz4v/NGMKc1zeWzmBYszci75lFNinJR0YpFrjR8x0mWWVP4s4X2cJZc9jLjEw6QyinBpLQpfcxeIMmIuKBHVF2v/hvuItXtm/bOk4raP7rq0vV7S6QaDoAY+JmFDutDgKOlcR5OclhmThgqi9TgMChNXRBlOBbPtqNSsIPSKnLOxo5JkTMdVXYPFbadMcJord6TBWv13oiKZ1vMsdcnFGnrZW4hPeePSTD/EFZdFaZikDw9NS4Emx0WnOOGKUSPmjhCquPsr0guiCDWu+bYrIVxe+TE52RmEe4Pg22734FNTxypswhb4EMI+HMBXOIIhUPgOP+E33Ho/vF/enXf/EG15zcx7+A8t+APPtrAl</latexit>

loss =
X

(vi,vj)2Ntrain

l(simG(vi, vj), simY (Yi, Yj))

<latexit sha1_base64="/hkEPWkdAHwqz8AqKSIQP3v6Irg=">AAACGHicbVDLSsNAFJ3UV62vqEs3g0VwVRNRFBdScOOyin1AE8pkOmmHTiZh5kYooZ/hxl9x40IRt935N07aLmrrgYEz597LvecEieAaHOfHKqysrq1vFDdLW9s7u3v2/kFDx6mirE5jEatWQDQTXLI6cBCslShGokCwZjC4y+vNZ6Y0j+UTDBPmR6QnecgpASN17DOBb7AXEegHQfY48oBHTM8J2IN4/tuxy07FmQAvE3dGymiGWscee92YphGTQAXRuu06CfgZUcCpYKOSl2qWEDogPdY2VBKz388mxkb4xChdHMbKPAl4os5PZCTSehgFpjM/US/WcvG/WjuF8NrPuExSYJJOF4WpwMZsnhLucsUoiKEhhCpubsW0TxShYLIsmRDcRcvLpHFecS8rzsNFuXo7i6OIjtAxOkUuukJVdI9qqI4oekFv6AN9Wq/Wu/VlfU9bC9Zs5hD9gTX+BTVun+A=</latexit>

l : R⇥ R ! R

<latexit sha1_base64="VQuOXW21JajqX6g+lWzsdk0bQ8c=">AAACNHicbVBLSwMxGMzWV62vVY9egkWoUMquKHqSggcFLxXsQ7rLks2mbWj2QZIVytL+Jy/+EC8ieFDEq7/B7HYFbf0gYZiZj2TGjRgV0jBetMLC4tLySnG1tLa+sbmlb++0RBhzTJo4ZCHvuEgQRgPSlFQy0ok4Qb7LSNsdXqR6+55wQcPgVo4iYvuoH9AexUgqytGvWcXCXiir2X1YhRMoqO8klo/kACOWXI7HuQP+WOAks9zNCNDRy0bNyAbOAzMHZZBPw9GfLC/EsU8CiRkSomsakbQTxCXFjIxLVixIhPAQ9UlXwQD5RNhJFnoMDxTjwV7I1QkkzNjfGwnyhRj5rnKmWcSslpL/ad1Y9s7shAZRLEmApw/1YgZlCNMGoUc5wZKNFECYU/VXiAeIIyxVzyVVgjkbeR60jmrmSc24OS7Xz/M6imAP7IMKMMEpqIMr0ABNgMEDeAZv4F171F61D+1zai1o+c4u+DPa1zcj06ni</latexit>

l(·, ·), simG(·, ·), simY (·, ·)



Example 1: Laplacian Eigenmaps 
! Intuition: Preserve pairwise node similarities derived from the 

adjacency/weight matrix 


! Measure similarity in the embedding space using the mean 
square error  


! Impose larger penalty if two nodes with larger pairwise similarity 
are embedded far apart 
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<latexit sha1_base64="vLHBLlcNk/6Jmjb83AbpehPzf6U=">AAACEnicbVDLSgMxFM3UV62vUZdugkVoQctMUXSjFNy4rGBfdMYhk6Zt2syDJCOU6XyDG3/FjQtF3Lpy59+YtrPQ1gOXezjnXpJ73JBRIQ3jW8ssLa+srmXXcxubW9s7+u5eXQQRx6SGAxbwposEYdQnNUklI82QE+S5jDTc4fXEbzwQLmjg38lRSGwP9XzapRhJJTl6UVDPiVtJoeXENDmGqg2SIryE1rjlUHiihIE1vi87ZUfPGyVjCrhIzJTkQYqqo39ZnQBHHvElZkiItmmE0o4RlxQzkuSsSJAQ4SHqkbaiPvKIsOPpSQk8UkoHdgOuypdwqv7eiJEnxMhz1aSHZF/MexPxP68dye6FHVM/jCTx8eyhbsSgDOAkH9ihnGDJRoogzKn6K8R9xBGWKsWcCsGcP3mR1Msl86xk3J7mK1dpHFlwAA5BAZjgHFTADaiCGsDgETyDV/CmPWkv2rv2MRvNaOnOPvgD7fMHez2cDA==</latexit>

simY (Yi, Yj) = kYi � Yjk22

<latexit sha1_base64="6i+EWDZnfLRMarugrY/Qhd/s6Y8=">AAACEXicbVBNS8MwGE7n15xfVY9egkOYIKMVRS/KwIMeJ7gP2EpJs3TLlqYlSQej9C948a948aCIV2/e/DemWw+6+UDIk+d5X/K+jxcxKpVlfRuFpeWV1bXiemljc2t7x9zda8owFpg0cMhC0faQJIxy0lBUMdKOBEGBx0jLG91kfmtMhKQhf1CTiDgB6nPqU4yUllyzImngJt0AqQFGLLlN08rYTWh6AvU1TI/hFWzp9zB1zbJVtaaAi8TOSRnkqLvmV7cX4jggXGGGpOzYVqScBAlFMSNpqRtLEiE8Qn3S0ZSjgEgnmW6UwiOt9KAfCn24glP1d0eCAikngacrs9HlvJeJ/3mdWPmXTkJ5FCvC8ewjP2ZQhTCLB/aoIFixiSYIC6pnhXiABMJKh1jSIdjzKy+S5mnVPq9a92fl2nUeRxEcgENQATa4ADVwB+qgATB4BM/gFbwZT8aL8W58zEoLRt6zD/7A+PwBa92dWA==</latexit>

simG(vi, vj) = Wij

<latexit sha1_base64="L7UKDB0jtky+7fQYuUIDVWFNCf4=">AAACfnichZHLTgIxFIY74w3xhrp0UyUSUMAZopGNxsSFLjURYcLgpFMKFDqXtB0SMsxj+GLufBY3loGFt8STNP3znUt7znFDRoU0jHdNX1peWV3LrGc3Nre2d3K7e88iiDgmDRywgLdcJAijPmlIKhlphZwgz2Wk6Y5uZ/7mmHBBA/9JTkLS8VDfpz2KkVTIyb2yoqCeE9sekgOMWHyXJMWxE9OkDNU1TEplmAZYSdGaYyvFsAQLV/CfXBt3Awn/LmDb2QK8gk3Fhok9tRxasZyhPXVqLzUnlzeqRmrwtzAXIg8W9uDk3uxugCOP+BIzJETbNELZiRGXFDOSZO1IkBDhEeqTtpI+8ojoxOn4EnisSBf2Aq6OL2FKv2bEyBNi4rkqctap+Ombwb987Uj26p2Y+mEkiY/nD/UiBmUAZ7uAXcoJlmyiBMKcqr9CPEAcYak2llVDMH+2/Fs816rmRdV4PM/fXC/GkQEH4AgUgQkuwQ24Bw+gATD40A61E+1UB3pBr+hn81BdW+Tsg2+m1z8BW6K/jg==</latexit>

l(simG(vi, vj), simY (Yi, Yj)) = simG(vi, vj) · simY (Yi, Yj)

= WijkYi � Yjk22



Laplacian Eigenmaps: Algorithm
! Compute embeddings that minimize the expected square distance 

between connected nodes


Laplacian Eigenmaps:      first non-trivial eigenvectors of the Laplacian!  
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<latexit sha1_base64="pl4yZ8DoAQIzUowUiGsEneAjxbc=">AAAC3HicpZJbaxQxFMcz462ut60++nJwUbaiy8yCWBWhoIJSkSrdbofN7pDJZrfZZjJDkrEuafDFB0V89YP55ufwC5jZLkVb3zwQ+PE/5yTnkqwUXJso+hmEZ86eO39h5WLj0uUrV681V6/v6KJSlPVoIQq1mxHNBJesZ7gRbLdUjOSZYP1s/1nt779nSvNCbpt5yYY5mUo+4ZQYL6XNXzhjUy4tEXwq77oG4JzL1CaAufRMzF6W2XduZN9gw3OmYdM9hmS0DTE8hehJjYmnV+mmA4A7gHWVp7bN78Fs7fgKSoR94Rz0U8tnDh8mKYf7kKQzwIejLmDcgDoZPy8OJFGqOKil/yjEl5FnxQdrlGt7/XWyhpkcH/eYNltRJ1oYnIZ4CS20tK20+QOPC1rlTBoqiNaDOCrN0BJlOBXMNXClWUnoPpmygUdJfH1Du1iOg9teGcOkUP5IAwv1zwxLcq3neeYj6y71SV8t/ss3qMxkfWi5LCvDJD16aFIJMAXUm4YxV4waMfdAqOK+VqB7RBFq/H+ohxCfbPk07HQ78YNO9Lbb2ni0HMcKuoluoTaK0UO0gV6iLdRDNEiCj8Hn4Es4Cj+FX8NvR6FhsMy5gf6y8PtvceTdDg==</latexit>

min
Y 2RN⇥K :Y T 1=0;Y TY=IK

X

(i,j)2E

WijkYi � Yjk2

+
min

Y 2RN⇥K :Y T 1=0;Y TY=IK
tr(Y TLY )

Graph smoothness 
Uncorrelated 
embedding coordinates 

Centered embeddings 

<latexit sha1_base64="D2Ffv0kH5NjK0ImYGxtjyzjgvrM=">AAACOXicbVDLSgMxFM34tr6qLt0Ei6ALy4woKiIILlQUqWLV0qlDJk01mGSG5I5YhvktN/6FO8GNC0Xc+gNmahe+DoQczrmXe+8JY8ENuO6j09Pb1z8wODRcGBkdG58oTk6dmijRlFVpJCJ9HhLDBFesChwEO481IzIU7Cy83s79sxumDY/UCbRj1pDkUvEWpwSsFBQrvuQqSGs+V9iXBK7CMD3OLtJDH7hkBu9nG7h2ceJtupn1w+g2BZ3NW+WghhdxTvJ/L9hf8HeIlGQhKJbcstsB/ku8LimhLipB8cFvRjSRTAEVxJi658bQSIkGTgXLCn5iWEzoNblkdUsVsWs10s7lGZ6zShO3Im2fAtxRv3ekRBrTlqGtzI8zv71c/M+rJ9Baa6RcxQkwRb8GtRKBIcJ5jLjJNaMg2pYQqrndFdMrogkFG3bBhuD9PvkvOV0qeytl92i5tLXejWMIzaBZNI88tIq20C6qoCqi6A49oRf06tw7z86b8/5V2uN0e6bRDzgfn7RwquA=</latexit>

min
Y 2RN⇥K ;Y T 1=0

tr(Y TLY � (Y TY � IK)�)

<latexit sha1_base64="iFClavgP14XpRl8nEV+0ls/XdLI=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBU9kVRb0V9OCxgv3AdinZNNuGZpMlyVrK0n/hxYMiXv033vw3pts9aOuDgcd7M8zMC2LOtHHdb6ewsrq2vlHcLG1t7+zulfcPmlomitAGkVyqdoA15UzQhmGG03asKI4CTlvB6Gbmt56o0kyKBzOJqR/hgWAhI9hY6bF7K8cCKyXHvXLFrboZ0DLxclKBHPVe+avblySJqDCEY607nhsbP8XKMMLptNRNNI0xGeEB7VgqcES1n2YXT9GJVfoolMqWMChTf0+kONJ6EgW2M8JmqBe9mfif10lMeOWnTMSJoYLMF4UJR0ai2fuozxQlhk8swUQxeysiQ6wwMTakkg3BW3x5mTTPqt5F1b0/r9Su8ziKcATHcAoeXEIN7qAODSAg4Ble4c3Rzovz7nzMWwtOPnMIf+B8/gDMKZD4</latexit>

+

<latexit sha1_base64="fng5TQTlxDYtNpdz2xnDYxZH5DI=">AAAB83icbVA9SwNBEN2LXzF+RS1tFoNgFe5EUQshYKGFRQTzRe4Ic5u9ZMnu3rG7J4Qjf8PGQhFb/4yd/8ZNcoVGHww83pthZl6YcKaN6345haXlldW14nppY3Nre6e8u9fUcaoIbZCYx6odgqacSdowzHDaThQFEXLaCkfXU7/1SJVmsXww44QGAgaSRYyAsZJ/18FXuOPfgBDQK1fcqjsD/ku8nFRQjnqv/On3Y5IKKg3hoHXXcxMTZKAMI5xOSn6qaQJkBAPatVSCoDrIZjdP8JFV+jiKlS1p8Ez9OZGB0HosQtspwAz1ojcV//O6qYkugozJJDVUkvmiKOXYxHgaAO4zRYnhY0uAKGZvxWQICoixMZVsCN7iy39J86TqnVXd+9NK7TKPo4gO0CE6Rh46RzV0i+qogQhK0BN6Qa9O6jw7b877vLXg5DP76Becj299j5Cn</latexit>

LY = Y �

<latexit sha1_base64="iFClavgP14XpRl8nEV+0ls/XdLI=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBU9kVRb0V9OCxgv3AdinZNNuGZpMlyVrK0n/hxYMiXv033vw3pts9aOuDgcd7M8zMC2LOtHHdb6ewsrq2vlHcLG1t7+zulfcPmlomitAGkVyqdoA15UzQhmGG03asKI4CTlvB6Gbmt56o0kyKBzOJqR/hgWAhI9hY6bF7K8cCKyXHvXLFrboZ0DLxclKBHPVe+avblySJqDCEY607nhsbP8XKMMLptNRNNI0xGeEB7VgqcES1n2YXT9GJVfoolMqWMChTf0+kONJ6EgW2M8JmqBe9mfif10lMeOWnTMSJoYLMF4UJR0ai2fuozxQlhk8swUQxeysiQ6wwMTakkg3BW3x5mTTPqt5F1b0/r9Su8ziKcATHcAoeXEIN7qAODSAg4Ble4c3Rzovz7nzMWwtOPnMIf+B8/gDMKZD4</latexit>

+

Lagrangian 

Gradient  

<latexit sha1_base64="9FrhDtJ2t/ElGEKlgl6NHEvLqJo=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokoepKCF8FLC/YD2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0PBh7vzTAzL0gE18Z1v52V1bX1jc3CVnF7Z3dvv3Rw2NRxqhg2WCxi1Q6oRsElNgw3AtuJQhoFAlvB6Hbqt55QaR7LBzNO0I/oQPKQM2qsVL/vlcpuxZ2BLBMvJ2XIUeuVvrr9mKURSsME1brjuYnxM6oMZwInxW6qMaFsRAfYsVTSCLWfzQ6dkFOr9EkYK1vSkJn6eyKjkdbjKLCdETVDvehNxf+8TmrCaz/jMkkNSjZfFKaCmJhMvyZ9rpAZMbaEMsXtrYQNqaLM2GyKNgRv8eVl0jyveJcVt35Rrt7kcRTgGE7gDDy4gircQQ0awADhGV7hzXl0Xpx352PeuuLkM0fwB87nD6IjjM8=</latexit>

K

<latexit sha1_base64="DN5GMOklHLL+V3KBBbWko6VPrcE=">AAACIXicbVBLSwMxGMzWV62vqkcvwSK0WJbdolhvBS+Clyr2Ad2yZLPZNjS7WZOsUpb+FS/+FS8eFOlN/DOmj4O2DgQmM99HMuPFjEplWV9GZmV1bX0ju5nb2t7Z3cvvHzQlTwQmDcwZF20PScJoRBqKKkbasSAo9BhpeYOrid96JEJSHt2rYUy6IepFNKAYKS25+apzR3t9hYTgT9B5SJAPE5dCR3FYdHCfupUiLZVN0yzD6TW9ObVHWiq5+YJlWlPAZWLPSQHMUXfzY8fnOAlJpDBDUnZsK1bdFAlFMSOjnJNIEiM8QD3S0TRCIZHddJpwBE+04sOAC30iBafq740UhVIOQ09Phkj15aI3Ef/zOokKqt2URnGiSIRnDwUJgzr/pC7oU0GwYkNNEBZU/xXiPhIIK11qTpdgL0ZeJs2KaZ+b1u1ZoXY5ryMLjsAxKAIbXIAauAZ10AAYPINX8A4+jBfjzfg0xrPRjDHfOQR/YHz/AAHKoNQ=</latexit>

) ui ! (�2(i), ...,�K+1(i))

[Belkin et al, 2003, Laplacian Eigenmaps for Dimensionality Reduction and Data Representation,  Neural Comp.]

<latexit sha1_base64="TDaELJRVWgW+5Ss0ghpyVNAtHWA=">AAAB8HicbVA9SwNBEJ2LXzF+RS1tFoNgY7iTiFoIAS0sLCKYD0mOsLfZS5bs7h27e0I48itsLBSx9efY+W/cJFdo4oOBx3szzMwLYs60cd1vJ7e0vLK6ll8vbGxube8Ud/caOkoUoXUS8Ui1AqwpZ5LWDTOctmJFsQg4bQbD64nffKJKs0g+mFFMfYH7koWMYGOlxzt0hW7QCWp2iyW37E6BFomXkRJkqHWLX51eRBJBpSEca9323Nj4KVaGEU7HhU6iaYzJEPdp21KJBdV+Oj14jI6s0kNhpGxJg6bq74kUC61HIrCdApuBnvcm4n9eOzHhhZ8yGSeGSjJbFCYcmQhNvkc9pigxfGQJJorZWxEZYIWJsRkVbAje/MuLpHFa9s7K7n2lVL3M4sjDARzCMXhwDlW4hRrUgYCAZ3iFN0c5L8678zFrzTnZzD78gfP5Ax6GjqA=</latexit>

L = D �W



Example 2: Random walk embeddings
! Intuition: Preserve neighborhood structure i.e., higher order 

similarities, captured by random walks


! Random walk: A random process starting from a node that 
describes a path that consists of a succession of random steps on 
a graph  (DFS)
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<latexit sha1_base64="PJkC+qmeZrleRMOkL6qLyiCqzA0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0WPBi8eK9gPaUDbbTbt0swm7k0IJ/QlePCji1V/kzX/jts1Bqw8GHu/NMDMvTKUw6HlfTmltfWNzq7xd2dnd2z+oHh61TJJpxpsskYnuhNRwKRRvokDJO6nmNA4lb4fj27nfnnBtRKIecZryIKZDJSLBKFrpYdIX/WrNc70FyF/iF6QGBRr96mdvkLAs5gqZpMZ0fS/FIKcaBZN8VullhqeUjemQdy1VNOYmyBenzsiZVQYkSrQthWSh/pzIaWzMNA5tZ0xxZFa9ufif180wuglyodIMuWLLRVEmCSZk/jcZCM0ZyqkllGlhbyVsRDVlaNOp2BD81Zf/ktaF61+53v1lre4WcZThBE7hHHy4hjrcQQOawGAIT/ACr450np03533ZWnKKmWP4BefjG1jSjcY=</latexit>vi <latexit sha1_base64="UCOOWm8j0cDsiWO3vA9+MF+xjPM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0WPBi8eK9gPaUDbbSbt2swm7m0Ip/QlePCji1V/kzX/jts1BWx8MPN6bYWZemAqujed9O4W19Y3NreJ2aWd3b/+gfHjU0EmmGNZZIhLVCqlGwSXWDTcCW6lCGocCm+HwduY3R6g0T+SjGacYxLQvecQZNVZ6GHWfuuWK53pzkFXi56QCOWrd8lenl7AsRmmYoFq3fS81wYQqw5nAaamTaUwpG9I+ti2VNEYdTOanTsmZVXokSpQtachc/T0xobHW4zi0nTE1A73szcT/vHZmoptgwmWaGZRssSjKBDEJmf1NelwhM2JsCWWK21sJG1BFmbHplGwI/vLLq6Rx4fpXrnd/Wam6eRxFOIFTOAcfrqEKd1CDOjDowzO8wpsjnBfn3flYtBacfOYY/sD5/AFaVo3H</latexit>vj

            : probability of visiting node     on a random 
walk starting from a node  

<latexit sha1_base64="c4YjXYUwDk2wBu6tv9UMsTm7+lQ=">AAAB8XicbVBNS8NAEJ3Ur1q/oh69LBahXkoiij0WvHisYD+wDWGz3bRrN5uwuymU2H/hxYMiXv033vw3btsctPXBwOO9GWbmBQlnSjvOt1VYW9/Y3Cpul3Z29/YP7MOjlopTSWiTxDyWnQArypmgTc00p51EUhwFnLaD0c3Mb4+pVCwW93qSUC/CA8FCRrA20kNSGfuPT2Ofnft22ak6c6BV4uakDDkavv3V68ckjajQhGOluq6TaC/DUjPC6bTUSxVNMBnhAe0aKnBElZfNL56iM6P0URhLU0Kjufp7IsORUpMoMJ0R1kO17M3E/7xuqsOalzGRpJoKslgUphzpGM3eR30mKdF8YggmkplbERliiYk2IZVMCO7yy6ukdVF1r6rO3WW5XsvjKMIJnEIFXLiGOtxCA5pAQMAzvMKbpawX6936WLQWrHzmGP7A+vwBMnWQkg==</latexit>

p(vj |vi)
<latexit sha1_base64="Mb36GXzgWk0Z7/rOM9NLVOrupq0=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4Koko9ljw4rGi/YA2lM120q7dbMLuplBCf4IXD4p49Rd589+4bXPQ1gcDj/dmmJkXJIJr47rfztr6xubWdmGnuLu3f3BYOjpu6jhVDBssFrFqB1Sj4BIbhhuB7UQhjQKBrWB0O/NbY1Sax/LRTBL0IzqQPOSMGis9jHtPvVLZrbhzkFXi5aQMOeq90le3H7M0QmmYoFp3PDcxfkaV4UzgtNhNNSaUjegAO5ZKGqH2s/mpU3JulT4JY2VLGjJXf09kNNJ6EgW2M6JmqJe9mfif10lNWPUzLpPUoGSLRWEqiInJ7G/S5wqZERNLKFPc3krYkCrKjE2naEPwll9eJc3Linddce+vyrVqHkcBTuEMLsCDG6jBHdShAQwG8Ayv8OYI58V5dz4WrWtOPnMCf+B8/gBdWI3R</latexit>vj

<latexit sha1_base64="0DYa/Zp/yPTZadhMRrz840Hs5zk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsceCF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z+e8K1EbF6wmnC/YgOlQgFo2ilx0lf9MsVt+ouQNaJl5MK5Gj0y1+9QczSiCtkkhrT9dwE/YxqFEzyWamXGp5QNqZD3rVU0YgbP1ucOiMXVhmQMNa2FJKF+nsio5Ex0yiwnRHFkVn15uJ/XjfFsOZnQiUpcsWWi8JUEozJ/G8yEJozlFNLKNPC3krYiGrK0KZTsiF4qy+vk9ZV1bupug/XlXotj6MIZ3AOl+DBLdThHhrQBAZDeIZXeHOk8+K8Ox/L1oKTz5zCHzifP1vUjdA=</latexit>vi

                                : neighbourhood of     obtained 
by some random walk strategy starting from 

<latexit sha1_base64="b+tZSNHDmmp2xV4B+FASix2niP8=">AAACDnicbZDNSsNAFIUn9a/Wv6pLN4Ol4KokotiNUHDjSmqxTaEJYTKdtGMnkzAzKZSYJ3Djq7hxoYhb1+58G6dtFtp6YODj3HuZe48fMyqVaX4bhZXVtfWN4mZpa3tnd6+8f9CRUSIwaeOIRaLrI0kY5aStqGKkGwuCQp8R2x9dTev2mAhJI36nJjFxQzTgNKAYKW155aoTIjXEiKU3mZeOPfrQsjN4CR3N99ChHLZsJ/PKFbNmzgSXwcqhAnI1vfKX049wEhKuMENS9iwzVm6KhKKYkazkJJLECI/QgPQ0chQS6aazczJY1U4fBpHQjys4c39PpCiUchL6unO6vFysTc3/ar1EBXU3pTxOFOF4/lGQMKgiOM0G9qkgWLGJBoQF1btCPEQCYaUTLOkQrMWTl6FzWrPOa+btWaVRz+MogiNwDE6ABS5AA1yDJmgDDB7BM3gFb8aT8WK8Gx/z1oKRzxyCPzI+fwC1e5vV</latexit>

Nvi|RW = {vj 2 RW} <latexit sha1_base64="0DYa/Zp/yPTZadhMRrz840Hs5zk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsceCF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z+e8K1EbF6wmnC/YgOlQgFo2ilx0lf9MsVt+ouQNaJl5MK5Gj0y1+9QczSiCtkkhrT9dwE/YxqFEzyWamXGp5QNqZD3rVU0YgbP1ucOiMXVhmQMNa2FJKF+nsio5Ex0yiwnRHFkVn15uJ/XjfFsOZnQiUpcsWWi8JUEozJ/G8yEJozlFNLKNPC3krYiGrK0KZTsiF4qy+vk9ZV1bupug/XlXotj6MIZ3AOl+DBLdThHhrQBAZDeIZXeHOk8+K8Ox/L1oKTz5zCHzifP1vUjdA=</latexit>vi
<latexit sha1_base64="0DYa/Zp/yPTZadhMRrz840Hs5zk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsceCF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z+e8K1EbF6wmnC/YgOlQgFo2ilx0lf9MsVt+ouQNaJl5MK5Gj0y1+9QczSiCtkkhrT9dwE/YxqFEzyWamXGp5QNqZD3rVU0YgbP1ucOiMXVhmQMNa2FJKF+nsio5Ex0yiwnRHFkVn15uJ/XjfFsOZnQiUpcsWWi8JUEozJ/G8yEJozlFNLKNPC3krYiGrK0KZTsiF4qy+vk9ZV1bupug/XlXotj6MIZ3AOl+DBLdThHhrQBAZDeIZXeHOk8+K8Ox/L1oKTz5zCHzifP1vUjdA=</latexit>vi



Example 2: Random walk embeddings
! Intuition: Preserve neighborhood structure i.e., higher order 

similarities, captured by random walks


! Random walk: A random process starting from a node that 
describes a path that consists of a succession of random steps on 
a graph  (DFS)
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<latexit sha1_base64="PJkC+qmeZrleRMOkL6qLyiCqzA0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0WPBi8eK9gPaUDbbTbt0swm7k0IJ/QlePCji1V/kzX/jts1Bqw8GHu/NMDMvTKUw6HlfTmltfWNzq7xd2dnd2z+oHh61TJJpxpsskYnuhNRwKRRvokDJO6nmNA4lb4fj27nfnnBtRKIecZryIKZDJSLBKFrpYdIX/WrNc70FyF/iF6QGBRr96mdvkLAs5gqZpMZ0fS/FIKcaBZN8VullhqeUjemQdy1VNOYmyBenzsiZVQYkSrQthWSh/pzIaWzMNA5tZ0xxZFa9ufif180wuglyodIMuWLLRVEmCSZk/jcZCM0ZyqkllGlhbyVsRDVlaNOp2BD81Zf/ktaF61+53v1lre4WcZThBE7hHHy4hjrcQQOawGAIT/ACr450np03533ZWnKKmWP4BefjG1jSjcY=</latexit>vi <latexit sha1_base64="UCOOWm8j0cDsiWO3vA9+MF+xjPM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0WPBi8eK9gPaUDbbSbt2swm7m0Ip/QlePCji1V/kzX/jts1BWx8MPN6bYWZemAqujed9O4W19Y3NreJ2aWd3b/+gfHjU0EmmGNZZIhLVCqlGwSXWDTcCW6lCGocCm+HwduY3R6g0T+SjGacYxLQvecQZNVZ6GHWfuuWK53pzkFXi56QCOWrd8lenl7AsRmmYoFq3fS81wYQqw5nAaamTaUwpG9I+ti2VNEYdTOanTsmZVXokSpQtachc/T0xobHW4zi0nTE1A73szcT/vHZmoptgwmWaGZRssSjKBDEJmf1NelwhM2JsCWWK21sJG1BFmbHplGwI/vLLq6Rx4fpXrnd/Wam6eRxFOIFTOAcfrqEKd1CDOjDowzO8wpsjnBfn3flYtBacfOYY/sD5/AFaVo3H</latexit>vj

            : probability of visiting node     on a random 
walk starting from a node  

<latexit sha1_base64="c4YjXYUwDk2wBu6tv9UMsTm7+lQ=">AAAB8XicbVBNS8NAEJ3Ur1q/oh69LBahXkoiij0WvHisYD+wDWGz3bRrN5uwuymU2H/hxYMiXv033vw3btsctPXBwOO9GWbmBQlnSjvOt1VYW9/Y3Cpul3Z29/YP7MOjlopTSWiTxDyWnQArypmgTc00p51EUhwFnLaD0c3Mb4+pVCwW93qSUC/CA8FCRrA20kNSGfuPT2Ofnft22ak6c6BV4uakDDkavv3V68ckjajQhGOluq6TaC/DUjPC6bTUSxVNMBnhAe0aKnBElZfNL56iM6P0URhLU0Kjufp7IsORUpMoMJ0R1kO17M3E/7xuqsOalzGRpJoKslgUphzpGM3eR30mKdF8YggmkplbERliiYk2IZVMCO7yy6ukdVF1r6rO3WW5XsvjKMIJnEIFXLiGOtxCA5pAQMAzvMKbpawX6936WLQWrHzmGP7A+vwBMnWQkg==</latexit>

p(vj |vi)
<latexit sha1_base64="Mb36GXzgWk0Z7/rOM9NLVOrupq0=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4Koko9ljw4rGi/YA2lM120q7dbMLuplBCf4IXD4p49Rd589+4bXPQ1gcDj/dmmJkXJIJr47rfztr6xubWdmGnuLu3f3BYOjpu6jhVDBssFrFqB1Sj4BIbhhuB7UQhjQKBrWB0O/NbY1Sax/LRTBL0IzqQPOSMGis9jHtPvVLZrbhzkFXi5aQMOeq90le3H7M0QmmYoFp3PDcxfkaV4UzgtNhNNSaUjegAO5ZKGqH2s/mpU3JulT4JY2VLGjJXf09kNNJ6EgW2M6JmqJe9mfif10lNWPUzLpPUoGSLRWEqiInJ7G/S5wqZERNLKFPc3krYkCrKjE2naEPwll9eJc3Linddce+vyrVqHkcBTuEMLsCDG6jBHdShAQwG8Ayv8OYI58V5dz4WrWtOPnMCf+B8/gBdWI3R</latexit>vj

<latexit sha1_base64="0DYa/Zp/yPTZadhMRrz840Hs5zk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsceCF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z+e8K1EbF6wmnC/YgOlQgFo2ilx0lf9MsVt+ouQNaJl5MK5Gj0y1+9QczSiCtkkhrT9dwE/YxqFEzyWamXGp5QNqZD3rVU0YgbP1ucOiMXVhmQMNa2FJKF+nsio5Ex0yiwnRHFkVn15uJ/XjfFsOZnQiUpcsWWi8JUEozJ/G8yEJozlFNLKNPC3krYiGrK0KZTsiF4qy+vk9ZV1bupug/XlXotj6MIZ3AOl+DBLdThHhrQBAZDeIZXeHOk8+K8Ox/L1oKTz5zCHzifP1vUjdA=</latexit>vi

                                : neighbourhood of     obtained 
by some random walk strategy starting from 

<latexit sha1_base64="b+tZSNHDmmp2xV4B+FASix2niP8=">AAACDnicbZDNSsNAFIUn9a/Wv6pLN4Ol4KokotiNUHDjSmqxTaEJYTKdtGMnkzAzKZSYJ3Djq7hxoYhb1+58G6dtFtp6YODj3HuZe48fMyqVaX4bhZXVtfWN4mZpa3tnd6+8f9CRUSIwaeOIRaLrI0kY5aStqGKkGwuCQp8R2x9dTev2mAhJI36nJjFxQzTgNKAYKW155aoTIjXEiKU3mZeOPfrQsjN4CR3N99ChHLZsJ/PKFbNmzgSXwcqhAnI1vfKX049wEhKuMENS9iwzVm6KhKKYkazkJJLECI/QgPQ0chQS6aazczJY1U4fBpHQjys4c39PpCiUchL6unO6vFysTc3/ar1EBXU3pTxOFOF4/lGQMKgiOM0G9qkgWLGJBoQF1btCPEQCYaUTLOkQrMWTl6FzWrPOa+btWaVRz+MogiNwDE6ABS5AA1yDJmgDDB7BM3gFb8aT8WK8Gx/z1oKRzxyCPzI+fwC1e5vV</latexit>

Nvi|RW = {vj 2 RW} <latexit sha1_base64="0DYa/Zp/yPTZadhMRrz840Hs5zk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsceCF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z+e8K1EbF6wmnC/YgOlQgFo2ilx0lf9MsVt+ouQNaJl5MK5Gj0y1+9QczSiCtkkhrT9dwE/YxqFEzyWamXGp5QNqZD3rVU0YgbP1ucOiMXVhmQMNa2FJKF+nsio5Ex0yiwnRHFkVn15uJ/XjfFsOZnQiUpcsWWi8JUEozJ/G8yEJozlFNLKNPC3krYiGrK0KZTsiF4qy+vk9ZV1bupug/XlXotj6MIZ3AOl+DBLdThHhrQBAZDeIZXeHOk8+K8Ox/L1oKTz5zCHzifP1vUjdA=</latexit>vi
<latexit sha1_base64="0DYa/Zp/yPTZadhMRrz840Hs5zk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsceCF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z+e8K1EbF6wmnC/YgOlQgFo2ilx0lf9MsVt+ouQNaJl5MK5Gj0y1+9QczSiCtkkhrT9dwE/YxqFEzyWamXGp5QNqZD3rVU0YgbP1ucOiMXVhmQMNa2FJKF+nsio5Ex0yiwnRHFkVn15uJ/XjfFsOZnQiUpcsWWi8JUEozJ/G8yEJozlFNLKNPC3krYiGrK0KZTsiF4qy+vk9ZV1bupug/XlXotj6MIZ3AOl+DBLdThHhrQBAZDeIZXeHOk8+K8Ox/L1oKTz5zCHzifP1vUjdA=</latexit>vi



Example 2: Random walk embeddings
! Intuition: Preserve neighborhood structure i.e., higher order 

similarities, captured by random walks


! Random walk: A random process starting from a node that 
describes a path that consists of a succession of random steps on 
a graph  (DFS)
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<latexit sha1_base64="PJkC+qmeZrleRMOkL6qLyiCqzA0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0WPBi8eK9gPaUDbbTbt0swm7k0IJ/QlePCji1V/kzX/jts1Bqw8GHu/NMDMvTKUw6HlfTmltfWNzq7xd2dnd2z+oHh61TJJpxpsskYnuhNRwKRRvokDJO6nmNA4lb4fj27nfnnBtRKIecZryIKZDJSLBKFrpYdIX/WrNc70FyF/iF6QGBRr96mdvkLAs5gqZpMZ0fS/FIKcaBZN8VullhqeUjemQdy1VNOYmyBenzsiZVQYkSrQthWSh/pzIaWzMNA5tZ0xxZFa9ufif180wuglyodIMuWLLRVEmCSZk/jcZCM0ZyqkllGlhbyVsRDVlaNOp2BD81Zf/ktaF61+53v1lre4WcZThBE7hHHy4hjrcQQOawGAIT/ACr450np03533ZWnKKmWP4BefjG1jSjcY=</latexit>vi <latexit sha1_base64="UCOOWm8j0cDsiWO3vA9+MF+xjPM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0WPBi8eK9gPaUDbbSbt2swm7m0Ip/QlePCji1V/kzX/jts1BWx8MPN6bYWZemAqujed9O4W19Y3NreJ2aWd3b/+gfHjU0EmmGNZZIhLVCqlGwSXWDTcCW6lCGocCm+HwduY3R6g0T+SjGacYxLQvecQZNVZ6GHWfuuWK53pzkFXi56QCOWrd8lenl7AsRmmYoFq3fS81wYQqw5nAaamTaUwpG9I+ti2VNEYdTOanTsmZVXokSpQtachc/T0xobHW4zi0nTE1A73szcT/vHZmoptgwmWaGZRssSjKBDEJmf1NelwhM2JsCWWK21sJG1BFmbHplGwI/vLLq6Rx4fpXrnd/Wam6eRxFOIFTOAcfrqEKd1CDOjDowzO8wpsjnBfn3flYtBacfOYY/sD5/AFaVo3H</latexit>vj

            : probability of visiting node     on a random 
walk starting from a node  

<latexit sha1_base64="c4YjXYUwDk2wBu6tv9UMsTm7+lQ=">AAAB8XicbVBNS8NAEJ3Ur1q/oh69LBahXkoiij0WvHisYD+wDWGz3bRrN5uwuymU2H/hxYMiXv033vw3btsctPXBwOO9GWbmBQlnSjvOt1VYW9/Y3Cpul3Z29/YP7MOjlopTSWiTxDyWnQArypmgTc00p51EUhwFnLaD0c3Mb4+pVCwW93qSUC/CA8FCRrA20kNSGfuPT2Ofnft22ak6c6BV4uakDDkavv3V68ckjajQhGOluq6TaC/DUjPC6bTUSxVNMBnhAe0aKnBElZfNL56iM6P0URhLU0Kjufp7IsORUpMoMJ0R1kO17M3E/7xuqsOalzGRpJoKslgUphzpGM3eR30mKdF8YggmkplbERliiYk2IZVMCO7yy6ukdVF1r6rO3WW5XsvjKMIJnEIFXLiGOtxCA5pAQMAzvMKbpawX6936WLQWrHzmGP7A+vwBMnWQkg==</latexit>

p(vj |vi)
<latexit sha1_base64="Mb36GXzgWk0Z7/rOM9NLVOrupq0=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4Koko9ljw4rGi/YA2lM120q7dbMLuplBCf4IXD4p49Rd589+4bXPQ1gcDj/dmmJkXJIJr47rfztr6xubWdmGnuLu3f3BYOjpu6jhVDBssFrFqB1Sj4BIbhhuB7UQhjQKBrWB0O/NbY1Sax/LRTBL0IzqQPOSMGis9jHtPvVLZrbhzkFXi5aQMOeq90le3H7M0QmmYoFp3PDcxfkaV4UzgtNhNNSaUjegAO5ZKGqH2s/mpU3JulT4JY2VLGjJXf09kNNJ6EgW2M6JmqJe9mfif10lNWPUzLpPUoGSLRWEqiInJ7G/S5wqZERNLKFPc3krYkCrKjE2naEPwll9eJc3Linddce+vyrVqHkcBTuEMLsCDG6jBHdShAQwG8Ayv8OYI58V5dz4WrWtOPnMCf+B8/gBdWI3R</latexit>vj

<latexit sha1_base64="0DYa/Zp/yPTZadhMRrz840Hs5zk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsceCF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z+e8K1EbF6wmnC/YgOlQgFo2ilx0lf9MsVt+ouQNaJl5MK5Gj0y1+9QczSiCtkkhrT9dwE/YxqFEzyWamXGp5QNqZD3rVU0YgbP1ucOiMXVhmQMNa2FJKF+nsio5Ex0yiwnRHFkVn15uJ/XjfFsOZnQiUpcsWWi8JUEozJ/G8yEJozlFNLKNPC3krYiGrK0KZTsiF4qy+vk9ZV1bupug/XlXotj6MIZ3AOl+DBLdThHhrQBAZDeIZXeHOk8+K8Ox/L1oKTz5zCHzifP1vUjdA=</latexit>vi

                                : neighbourhood of     obtained 
by some random walk strategy starting from 

<latexit sha1_base64="b+tZSNHDmmp2xV4B+FASix2niP8=">AAACDnicbZDNSsNAFIUn9a/Wv6pLN4Ol4KokotiNUHDjSmqxTaEJYTKdtGMnkzAzKZSYJ3Djq7hxoYhb1+58G6dtFtp6YODj3HuZe48fMyqVaX4bhZXVtfWN4mZpa3tnd6+8f9CRUSIwaeOIRaLrI0kY5aStqGKkGwuCQp8R2x9dTev2mAhJI36nJjFxQzTgNKAYKW155aoTIjXEiKU3mZeOPfrQsjN4CR3N99ChHLZsJ/PKFbNmzgSXwcqhAnI1vfKX049wEhKuMENS9iwzVm6KhKKYkazkJJLECI/QgPQ0chQS6aazczJY1U4fBpHQjys4c39PpCiUchL6unO6vFysTc3/ar1EBXU3pTxOFOF4/lGQMKgiOM0G9qkgWLGJBoQF1btCPEQCYaUTLOkQrMWTl6FzWrPOa+btWaVRz+MogiNwDE6ABS5AA1yDJmgDDB7BM3gFb8aT8WK8Gx/z1oKRzxyCPzI+fwC1e5vV</latexit>

Nvi|RW = {vj 2 RW} <latexit sha1_base64="0DYa/Zp/yPTZadhMRrz840Hs5zk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsceCF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z+e8K1EbF6wmnC/YgOlQgFo2ilx0lf9MsVt+ouQNaJl5MK5Gj0y1+9QczSiCtkkhrT9dwE/YxqFEzyWamXGp5QNqZD3rVU0YgbP1ucOiMXVhmQMNa2FJKF+nsio5Ex0yiwnRHFkVn15uJ/XjfFsOZnQiUpcsWWi8JUEozJ/G8yEJozlFNLKNPC3krYiGrK0KZTsiF4qy+vk9ZV1bupug/XlXotj6MIZ3AOl+DBLdThHhrQBAZDeIZXeHOk8+K8Ox/L1oKTz5zCHzifP1vUjdA=</latexit>vi
<latexit sha1_base64="0DYa/Zp/yPTZadhMRrz840Hs5zk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsceCF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z+e8K1EbF6wmnC/YgOlQgFo2ilx0lf9MsVt+ouQNaJl5MK5Gj0y1+9QczSiCtkkhrT9dwE/YxqFEzyWamXGp5QNqZD3rVU0YgbP1ucOiMXVhmQMNa2FJKF+nsio5Ex0yiwnRHFkVn15uJ/XjfFsOZnQiUpcsWWi8JUEozJ/G8yEJozlFNLKNPC3krYiGrK0KZTsiF4qy+vk9ZV1bupug/XlXotj6MIZ3AOl+DBLdThHhrQBAZDeIZXeHOk8+K8Ox/L1oKTz5zCHzifP1vUjdA=</latexit>vi



Example 2: Random walk embeddings
! Intuition: Preserve neighborhood structure i.e., higher order 

similarities, captured by random walks


! Random walk: A random process starting from a node that 
describes a path that consists of a succession of random steps on 
a graph  (DFS)

23

Network Machine Learning - EE452

Dr Dorina Thanou 


Prof. Pascal Frossard

<latexit sha1_base64="PJkC+qmeZrleRMOkL6qLyiCqzA0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0WPBi8eK9gPaUDbbTbt0swm7k0IJ/QlePCji1V/kzX/jts1Bqw8GHu/NMDMvTKUw6HlfTmltfWNzq7xd2dnd2z+oHh61TJJpxpsskYnuhNRwKRRvokDJO6nmNA4lb4fj27nfnnBtRKIecZryIKZDJSLBKFrpYdIX/WrNc70FyF/iF6QGBRr96mdvkLAs5gqZpMZ0fS/FIKcaBZN8VullhqeUjemQdy1VNOYmyBenzsiZVQYkSrQthWSh/pzIaWzMNA5tZ0xxZFa9ufif180wuglyodIMuWLLRVEmCSZk/jcZCM0ZyqkllGlhbyVsRDVlaNOp2BD81Zf/ktaF61+53v1lre4WcZThBE7hHHy4hjrcQQOawGAIT/ACr450np03533ZWnKKmWP4BefjG1jSjcY=</latexit>vi <latexit sha1_base64="UCOOWm8j0cDsiWO3vA9+MF+xjPM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0WPBi8eK9gPaUDbbSbt2swm7m0Ip/QlePCji1V/kzX/jts1BWx8MPN6bYWZemAqujed9O4W19Y3NreJ2aWd3b/+gfHjU0EmmGNZZIhLVCqlGwSXWDTcCW6lCGocCm+HwduY3R6g0T+SjGacYxLQvecQZNVZ6GHWfuuWK53pzkFXi56QCOWrd8lenl7AsRmmYoFq3fS81wYQqw5nAaamTaUwpG9I+ti2VNEYdTOanTsmZVXokSpQtachc/T0xobHW4zi0nTE1A73szcT/vHZmoptgwmWaGZRssSjKBDEJmf1NelwhM2JsCWWK21sJG1BFmbHplGwI/vLLq6Rx4fpXrnd/Wam6eRxFOIFTOAcfrqEKd1CDOjDowzO8wpsjnBfn3flYtBacfOYY/sD5/AFaVo3H</latexit>vj

            : probability of visiting node     on a random 
walk starting from a node  

<latexit sha1_base64="c4YjXYUwDk2wBu6tv9UMsTm7+lQ=">AAAB8XicbVBNS8NAEJ3Ur1q/oh69LBahXkoiij0WvHisYD+wDWGz3bRrN5uwuymU2H/hxYMiXv033vw3btsctPXBwOO9GWbmBQlnSjvOt1VYW9/Y3Cpul3Z29/YP7MOjlopTSWiTxDyWnQArypmgTc00p51EUhwFnLaD0c3Mb4+pVCwW93qSUC/CA8FCRrA20kNSGfuPT2Ofnft22ak6c6BV4uakDDkavv3V68ckjajQhGOluq6TaC/DUjPC6bTUSxVNMBnhAe0aKnBElZfNL56iM6P0URhLU0Kjufp7IsORUpMoMJ0R1kO17M3E/7xuqsOalzGRpJoKslgUphzpGM3eR30mKdF8YggmkplbERliiYk2IZVMCO7yy6ukdVF1r6rO3WW5XsvjKMIJnEIFXLiGOtxCA5pAQMAzvMKbpawX6936WLQWrHzmGP7A+vwBMnWQkg==</latexit>

p(vj |vi)
<latexit sha1_base64="Mb36GXzgWk0Z7/rOM9NLVOrupq0=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4Koko9ljw4rGi/YA2lM120q7dbMLuplBCf4IXD4p49Rd589+4bXPQ1gcDj/dmmJkXJIJr47rfztr6xubWdmGnuLu3f3BYOjpu6jhVDBssFrFqB1Sj4BIbhhuB7UQhjQKBrWB0O/NbY1Sax/LRTBL0IzqQPOSMGis9jHtPvVLZrbhzkFXi5aQMOeq90le3H7M0QmmYoFp3PDcxfkaV4UzgtNhNNSaUjegAO5ZKGqH2s/mpU3JulT4JY2VLGjJXf09kNNJ6EgW2M6JmqJe9mfif10lNWPUzLpPUoGSLRWEqiInJ7G/S5wqZERNLKFPc3krYkCrKjE2naEPwll9eJc3Linddce+vyrVqHkcBTuEMLsCDG6jBHdShAQwG8Ayv8OYI58V5dz4WrWtOPnMCf+B8/gBdWI3R</latexit>vj

<latexit sha1_base64="0DYa/Zp/yPTZadhMRrz840Hs5zk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsceCF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z+e8K1EbF6wmnC/YgOlQgFo2ilx0lf9MsVt+ouQNaJl5MK5Gj0y1+9QczSiCtkkhrT9dwE/YxqFEzyWamXGp5QNqZD3rVU0YgbP1ucOiMXVhmQMNa2FJKF+nsio5Ex0yiwnRHFkVn15uJ/XjfFsOZnQiUpcsWWi8JUEozJ/G8yEJozlFNLKNPC3krYiGrK0KZTsiF4qy+vk9ZV1bupug/XlXotj6MIZ3AOl+DBLdThHhrQBAZDeIZXeHOk8+K8Ox/L1oKTz5zCHzifP1vUjdA=</latexit>vi

                                : neighbourhood of     obtained 
by some random walk strategy starting from 

<latexit sha1_base64="b+tZSNHDmmp2xV4B+FASix2niP8=">AAACDnicbZDNSsNAFIUn9a/Wv6pLN4Ol4KokotiNUHDjSmqxTaEJYTKdtGMnkzAzKZSYJ3Djq7hxoYhb1+58G6dtFtp6YODj3HuZe48fMyqVaX4bhZXVtfWN4mZpa3tnd6+8f9CRUSIwaeOIRaLrI0kY5aStqGKkGwuCQp8R2x9dTev2mAhJI36nJjFxQzTgNKAYKW155aoTIjXEiKU3mZeOPfrQsjN4CR3N99ChHLZsJ/PKFbNmzgSXwcqhAnI1vfKX049wEhKuMENS9iwzVm6KhKKYkazkJJLECI/QgPQ0chQS6aazczJY1U4fBpHQjys4c39PpCiUchL6unO6vFysTc3/ar1EBXU3pTxOFOF4/lGQMKgiOM0G9qkgWLGJBoQF1btCPEQCYaUTLOkQrMWTl6FzWrPOa+btWaVRz+MogiNwDE6ABS5AA1yDJmgDDB7BM3gFb8aT8WK8Gx/z1oKRzxyCPzI+fwC1e5vV</latexit>

Nvi|RW = {vj 2 RW} <latexit sha1_base64="0DYa/Zp/yPTZadhMRrz840Hs5zk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsceCF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z+e8K1EbF6wmnC/YgOlQgFo2ilx0lf9MsVt+ouQNaJl5MK5Gj0y1+9QczSiCtkkhrT9dwE/YxqFEzyWamXGp5QNqZD3rVU0YgbP1ucOiMXVhmQMNa2FJKF+nsio5Ex0yiwnRHFkVn15uJ/XjfFsOZnQiUpcsWWi8JUEozJ/G8yEJozlFNLKNPC3krYiGrK0KZTsiF4qy+vk9ZV1bupug/XlXotj6MIZ3AOl+DBLdThHhrQBAZDeIZXeHOk8+K8Ox/L1oKTz5zCHzifP1vUjdA=</latexit>vi
<latexit sha1_base64="0DYa/Zp/yPTZadhMRrz840Hs5zk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsceCF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z+e8K1EbF6wmnC/YgOlQgFo2ilx0lf9MsVt+ouQNaJl5MK5Gj0y1+9QczSiCtkkhrT9dwE/YxqFEzyWamXGp5QNqZD3rVU0YgbP1ucOiMXVhmQMNa2FJKF+nsio5Ex0yiwnRHFkVn15uJ/XjfFsOZnQiUpcsWWi8JUEozJ/G8yEJozlFNLKNPC3krYiGrK0KZTsiF4qy+vk9ZV1bupug/XlXotj6MIZ3AOl+DBLdThHhrQBAZDeIZXeHOk8+K8Ox/L1oKTz5zCHzifP1vUjdA=</latexit>vi



Random walk embeddings inspired 
from language modeling  
! State-of-the-art methods learn a representation of a word from 

documents (word co-occurrence)


! word2vec embedding algorithm:

- words appearing in similar contexts have similar meaning 

- embedding is achieved by looking at words appearing close to each other as 

defined by context windows 
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the skip-gram model

(input, context)

input context

[Mikolov et al. 2013. Distributed Representations of Words and Phrases and their Compositionality, NeurIPS]




From NLP to node embeddings 
! Generalization to graphs:

- nodes: words

- node sequences: sentences


! Random walks are a flexible way to generate node sequences 

- Random walk embedding algorithms: DeepWalk, node2vec
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words, sentences nodes, node sequences



Example 2A: DeepWalk
! Intuition: Nodes have similar embeddings if they tend to cooccur 

on short random walks over the graph


! Objective: Given node     learn a mapping                                         
such that the feature representation     are predictive of the nodes 
in its random walk neighborhood 


! Measure the similarity in the embedding space in a probabilistic 
manner
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<latexit sha1_base64="gtK+LcmxPEymFOygT8KvL0W1q9c=">AAACFXicbVDLSsNAFJ34rPUVdelmsAgtlJKIohul4EKXFewD2hAm00k77UwSZiaFEvMTbvwVNy4UcSu482+ctllo64FhDufcy733eBGjUlnWt7G0vLK6tp7byG9ube/smnv7DRnGApM6DlkoWh6ShNGA1BVVjLQiQRD3GGl6w+uJ3xwRIWkY3KtxRByOegH1KUZKS65ZlpS7SYcj1ceIJTdpWhy5CU3LUH+DtAQvYaSVwcPIpSXXLFgVawq4SOyMFECGmmt+dbohjjkJFGZIyrZtRcpJkFAUM5LmO7EkEcJD1CNtTQPEiXSS6VUpPNZKF/qh0C9QcKr+7kgQl3LMPV05WV/OexPxP68dK//CSWgQxYoEeDbIjxlUIZxEBLtUEKzYWBOEBdW7QtxHAmGlg8zrEOz5kxdJ46Rin1Wsu9NC9SqLIwcOwREoAhucgyq4BTVQBxg8gmfwCt6MJ+PFeDc+ZqVLRtZzAP7A+PwBGYGeuQ==</latexit>

simG(vi, vj) = p(vj |vi)

<latexit sha1_base64="OjEgnLA38I+ba0LK/GYlcPl6gsg=">AAACOXicbVDLSgMxFM34tr5GXboJFkFByowoulEKblxWsLWlU4dMmqlpM5khyQgl5Lfc+BfuBDcuFHHrD5jWgtp6IeRwzrnce0+UMSqV5z05U9Mzs3PzC4uFpeWV1TV3faMm01xgUsUpS0U9QpIwyklVUcVIPRMEJREj11HvfKBf3xEhacqvVD8jrQR1OI0pRspSoVuRNAl1w+w2Qk3NPrRf1+zBUxjEAmFNbnQjpDdXjbBrjA5kbs29gHIYJEjdYsR0zZgfU8+Y0C16JW9YcBL4I1AEo6qE7mPQTnGeEK4wQ1I2fS9TLY2EopgRUwhySTKEe6hDmhZylBDZ0sPLDdyxTBvGqbCPKzhkf3dolEjZTyLrHCwsx7UB+Z/WzFV80tKUZ7kiHH8PinMGVQoHMcI2FQQr1rcAYUHtrhDfIhuZsmEXbAj++MmToHZQ8o9K3uVhsXw2imMBbIFtsAt8cAzK4AJUQBVgcA+ewSt4cx6cF+fd+fi2Tjmjnk3wp5zPL5KPrqQ=</latexit>

simY (Yi, Yj) =
eY

T
i Yj

P
k2V eY

T
i Yk

<latexit sha1_base64="D/eMeFd6NA7YXCZQcyJyvZUgKXw=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHisaD+gDWWz3bRLN5uwOymU0J/gxYMiXv1F3vw3btsctPXBwOO9GWbmBYkUBl332ymsrW9sbhW3Szu7e/sH5cOjpolTzXiDxTLW7YAaLoXiDRQoeTvRnEaB5K1gdDfzW2OujYjVE04S7kd0oEQoGEUrPY57oleuuFV3DrJKvJxUIEe9V/7q9mOWRlwhk9SYjucm6GdUo2CST0vd1PCEshEd8I6likbc+Nn81Ck5s0qfhLG2pZDM1d8TGY2MmUSB7YwoDs2yNxP/8zophjd+JlSSIldssShMJcGYzP4mfaE5QzmxhDIt7K2EDammDG06JRuCt/zyKmleVL2rqvtwWand5nEU4QRO4Rw8uIYa3EMdGsBgAM/wCm+OdF6cd+dj0Vpw8plj+APn8wddoo3W</latexit>vi

<latexit sha1_base64="agmS0xMWvrK+Sou+ROSGADjv6jU=">AAAB/XicbVDLSsNAFL3xWesrPnZugkVwVRJRdCUFN66kin1AG8JkOmmHTiZhZlKoMfgrblwo4tb/cOffOGmz0NYDA4dz7uWeOX7MqFS2/W0sLC4tr6yW1srrG5tb2+bOblNGicCkgSMWibaPJGGUk4aiipF2LAgKfUZa/vAq91sjIiSN+L0ax8QNUZ/TgGKktOSZ+90QqQFGLL3JvHTk0ce7VuaZFbtqT2DNE6cgFShQ98yvbi/CSUi4wgxJ2XHsWLkpEopiRrJyN5EkRniI+qSjKUchkW46SZ9ZR1rpWUEk9OPKmqi/N1IUSjkOfT2ZZ5WzXi7+53USFVy4KeVxogjH00NBwiwVWXkVVo8KghUba4KwoDqrhQdIIKx0YWVdgjP75XnSPKk6Z1X79rRSuyzqKMEBHMIxOHAONbiGOjQAwwM8wyu8GU/Gi/FufExHF4xiZw/+wPj8ASdAlak=</latexit>

Nvi|RW

<latexit sha1_base64="pCjO1Xh1h159HlRaqoGIiRKF3ws=">AAACFHicbVDLSsNAFJ3UV62vqEs3g0WoCCURRVGUghuXVexDmhgmk0k7dPJgZlIoof6DG3/FjQtF3Lpw5984abPQ6oGBwzn3MvccN2ZUSMP40gozs3PzC8XF0tLyyuqavr7RFFHCMWngiEW87SJBGA1JQ1LJSDvmBAUuIy23f5H5rQHhgkbhjRzGxA5QN6Q+xUgqydH3rLhHTwYOhZaMoBUg2XPd9Hp0553C+8yrKG8XnsFbhzp62agaY8C/xMxJGeSoO/qn5UU4CUgoMUNCdEwjlnaKuKSYkVHJSgSJEe6jLukoGqKACDsdhxrBHaV40I+4eqGEY/XnRooCIYaBqyazq8W0l4n/eZ1E+sd2SsM4kSTEk4/8hEGVP2sIepQTLNlQEYQ5VbdC3EMcYal6LKkSzOnIf0lzv2oeVo2rg3LtPK+jCLbANqgAExyBGrgEddAAGDyAJ/ACXrVH7Vl7094nowUt39kEv6B9fAPaIJ1m</latexit>

� : vi ! Rd; �(vi) = Yi
<latexit sha1_base64="i32drR/7l9n9be43rxWJh7/Au1Q=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHisaD+kDWWznbRLN5uwuxFK6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkRwbVz32ymsrK6tbxQ3S1vbO7t75f2Dpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGN1O/9YRK81g+mHGCfkQHkoecUWOl+8ce75UrbtWdgSwTLycVyFHvlb+6/ZilEUrDBNW647mJ8TOqDGcCJ6VuqjGhbEQH2LFU0gi1n81OnZATq/RJGCtb0pCZ+nsio5HW4yiwnRE1Q73oTcX/vE5qwis/4zJJDUo2XxSmgpiYTP8mfa6QGTG2hDLF7a2EDamizNh0SjYEb/HlZdI8q3oXVffuvFK7zuMowhEcwyl4cAk1uIU6NIDBAJ7hFd4c4bw4787HvLXg5DOH8AfO5w8xdI25</latexit>

Yi

<latexit sha1_base64="mPFUa/sJO26sehw31PT36KeN64w=">AAACeniclVHLbhMxFPVMeZTwCmWJkK4aAY2oohnUqt0UVWLDMlQkaZSJLI/jSdz6MbI9USN3PoJfY8eXsGGBJ80CWjbc1dF52PeRl4JblyQ/onjr3v0HD7cftR4/efrsefvFztDqylA2oFpoc54TywRXbOC4E+y8NIzIXLBRfvmp0UdLZizX6qtblWwqyVzxglPiAoXb3zJJrrDPygWvIbOVxH6JecYVBMEtKBF+WAdF6DlYLvF4b4z5PozxRRdO4D/CfQjJiyDk+spDoQ3UsGyI4D7Dnl+fjerr8HYXtztJL1kX3AXpBnTQpvq4/T2baVpJphwVxNpJmpRu6olxnApWt7LKspLQSzJnkwAVkcxO/Xp1NbwJzGzdTqGVgzX7Z8ITae1K5sHZjGRvaw35L21SueJ46rkqK8cUvfmoqAQ4Dc0dYMYNo06sAiDU8NAr0AUxhLpwrVZYQnp75Ltg+KGXHvaSLwed04+bdWyjV2gX7aEUHaFT9Bn10QBR9DN6Hb2N3kW/4t24G7+/scbRJvMS/VXxwW9ZXsBW</latexit>

max
�

X

vi2V
log simY (Yi, Yj) = max

�

X

vi2V
logP (Yj for vj 2 Ri|RW |Yi)

Softmax 

Maximum likelihood  



DeepWalk - Algorithm 
! Run fixed length random walks starting from each node of the 

graph 


! For each node      define its random walk neighborhood 


! Find embeddings to maximize the likelihood of random walk co-
occurrences  


! Embeddings are optimized using stochastic gradient descent 
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<latexit sha1_base64="D/eMeFd6NA7YXCZQcyJyvZUgKXw=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHisaD+gDWWz3bRLN5uwOymU0J/gxYMiXv1F3vw3btsctPXBwOO9GWbmBYkUBl332ymsrW9sbhW3Szu7e/sH5cOjpolTzXiDxTLW7YAaLoXiDRQoeTvRnEaB5K1gdDfzW2OujYjVE04S7kd0oEQoGEUrPY57oleuuFV3DrJKvJxUIEe9V/7q9mOWRlwhk9SYjucm6GdUo2CST0vd1PCEshEd8I6likbc+Nn81Ck5s0qfhLG2pZDM1d8TGY2MmUSB7YwoDs2yNxP/8zophjd+JlSSIldssShMJcGYzP4mfaE5QzmxhDIt7K2EDammDG06JRuCt/zyKmleVL2rqvtwWand5nEU4QRO4Rw8uIYa3EMdGsBgAM/wCm+OdF6cd+dj0Vpw8plj+APn8wddoo3W</latexit>vi
<latexit sha1_base64="agmS0xMWvrK+Sou+ROSGADjv6jU=">AAAB/XicbVDLSsNAFL3xWesrPnZugkVwVRJRdCUFN66kin1AG8JkOmmHTiZhZlKoMfgrblwo4tb/cOffOGmz0NYDA4dz7uWeOX7MqFS2/W0sLC4tr6yW1srrG5tb2+bOblNGicCkgSMWibaPJGGUk4aiipF2LAgKfUZa/vAq91sjIiSN+L0ax8QNUZ/TgGKktOSZ+90QqQFGLL3JvHTk0ce7VuaZFbtqT2DNE6cgFShQ98yvbi/CSUi4wgxJ2XHsWLkpEopiRrJyN5EkRniI+qSjKUchkW46SZ9ZR1rpWUEk9OPKmqi/N1IUSjkOfT2ZZ5WzXi7+53USFVy4KeVxogjH00NBwiwVWXkVVo8KghUba4KwoDqrhQdIIKx0YWVdgjP75XnSPKk6Z1X79rRSuyzqKMEBHMIxOHAONbiGOjQAwwM8wyu8GU/Gi/FufExHF4xiZw/+wPj8ASdAlak=</latexit>

Nvi|RW

<latexit sha1_base64="zYjRb5D8ZL4iHLt3NhS2gBEtY7w=">AAACiHicbVHdTtswFHayMaCwUbbL3RytmlS0rUoQCHaxCbGbXU0MtRTUFMtxneLWsSPbqVR5eZa90+54m7mhCFZ2JEufvp9j+5y0ENzYKLoNwmfP116sb2w2trZfvtpp7r6+MKrUlPWoEkpfpsQwwSXrWW4Fuyw0I3kqWD+dflvo/RnThivZtfOCDXMyljzjlFhP4eZvoYzBrj3D/CPM8GQPEi7hB3ZdTbisKvgCkJgyx847VrR7flLz57Xl13nfhz6BUGNITvkY2kmmCXXs2l1hft29wpOqcvfJ6UrHB9fUt/fxPdxsRZ2oLngK4iVooWWd4eafZKRomTNpqSDGDOKosENHtOVUsKqRlIYVhE7JmA08lCRnZujqQVbw3jMjyJT2R1qo2ccJR3Jj5nnqnTmxN2ZVW5D/0walzY6HjsuitEzSu4uyUoBVsNgKjLhm1Iq5B4Rq7t8K9Ib4wVm/u4YfQrz65afgYr8TH3ainwetk6/LcWygt+gdaqMYHaET9B2doR6iwVrwITgIDsNGGIVH4ec7axgsM2/QPxWe/gWaoMS0</latexit>

loss(vi,vj)2NTrain
=

X

vi2NTrain

X

vj2Rvi|RW

�log
⇣ eY

T
i Yj

P
vk2NTrain

eY
T
i Yk

⌘

Predicted probability of two nodes 
co-occurring in a random walk 



DeepWalk - Schematic overview 
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[Perozzi et al. 2014. DeepWalk: Online Learning of Social Representations. KDD]


<latexit sha1_base64="PJkC+qmeZrleRMOkL6qLyiCqzA0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0WPBi8eK9gPaUDbbTbt0swm7k0IJ/QlePCji1V/kzX/jts1Bqw8GHu/NMDMvTKUw6HlfTmltfWNzq7xd2dnd2z+oHh61TJJpxpsskYnuhNRwKRRvokDJO6nmNA4lb4fj27nfnnBtRKIecZryIKZDJSLBKFrpYdIX/WrNc70FyF/iF6QGBRr96mdvkLAs5gqZpMZ0fS/FIKcaBZN8VullhqeUjemQdy1VNOYmyBenzsiZVQYkSrQthWSh/pzIaWzMNA5tZ0xxZFa9ufif180wuglyodIMuWLLRVEmCSZk/jcZCM0ZyqkllGlhbyVsRDVlaNOp2BD81Zf/ktaF61+53v1lre4WcZThBE7hHHy4hjrcQQOawGAIT/ACr450np03533ZWnKKmWP4BefjG1jSjcY=</latexit>vi

<latexit sha1_base64="UCOOWm8j0cDsiWO3vA9+MF+xjPM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0WPBi8eK9gPaUDbbSbt2swm7m0Ip/QlePCji1V/kzX/jts1BWx8MPN6bYWZemAqujed9O4W19Y3NreJ2aWd3b/+gfHjU0EmmGNZZIhLVCqlGwSXWDTcCW6lCGocCm+HwduY3R6g0T+SjGacYxLQvecQZNVZ6GHWfuuWK53pzkFXi56QCOWrd8lenl7AsRmmYoFq3fS81wYQqw5nAaamTaUwpG9I+ti2VNEYdTOanTsmZVXokSpQtachc/T0xobHW4zi0nTE1A73szcT/vHZmoptgwmWaGZRssSjKBDEJmf1NelwhM2JsCWWK21sJG1BFmbHplGwI/vLLq6Rx4fpXrnd/Wam6eRxFOIFTOAcfrqEKd1CDOjDowzO8wpsjnBfn3flYtBacfOYY/sD5/AFaVo3H</latexit>vj

<latexit sha1_base64="MSsyxd5ODVr480EGNafRKabaMNw=">AAACDnicbVDLSsNAFL3xWesr6tLNYClUkJKIosuCiC4r2Ae0oUymk3bo5MHMRCghX+DGX3HjQhG3rt35N07aULT1wMCZc+7l3nvciDOpLOvbWFpeWV1bL2wUN7e2d3bNvf2mDGNBaIOEPBRtF0vKWUAbiilO25Gg2Hc5bbmjq8xvPVAhWRjcq3FEHR8PAuYxgpWWema562M1JJgnN2llxpvpCZp9rtPjnlmyqtYEaJHYOSlBjnrP/Or2QxL7NFCEYyk7thUpJ8FCMcJpWuzGkkaYjPCAdjQNsE+lk0zOSVFZK33khUK/QKGJ+rsjwb6UY9/VldmOct7LxP+8Tqy8SydhQRQrGpDpIC/mSIUoywb1maBE8bEmmAimd0VkiAUmSidY1CHY8ycvkuZp1T6vWndnpVo1j6MAh3AEFbDhAmpwC3VoAIFHeIZXeDOejBfj3fiYli4Zec8B/IHx+QMjl5wW</latexit>

G(V, E)

<latexit sha1_base64="NXgVaihHkYfMpiEnkrWeoAn+fNo=">AAACCXicbZDLSsNAFIYnXmu9RV26GSxChVISUXQjFFzospbeoA1hMp20QyeTMDMplJCtG1/FjQtF3PoG7nwbJ20W2vrDwMd/zmHO+b2IUaks69tYWV1b39gsbBW3d3b39s2Dw7YMY4FJC4csFF0PScIoJy1FFSPdSBAUeIx0vPFtVu9MiJA05E01jYgToCGnPsVIacs1YcNNJi5N4Q1sdMqaKv0AqRFGLLlLK7B55polq2rNBJfBzqEEctVd86s/CHEcEK4wQ1L2bCtSToKEopiRtNiPJYkQHqMh6WnkKCDSSWaXpPBUOwPoh0I/ruDM/T2RoEDKaeDpzmxNuVjLzP9qvVj5105CeRQrwvH8Iz9mUIUwiwUOqCBYsakGhAXVu0I8QgJhpcMr6hDsxZOXoX1etS+r1sNFqVbN4yiAY3ACysAGV6AG7kEdtAAGj+AZvII348l4Md6Nj3nripHPHIE/Mj5/AEYbmLg=</latexit>

Rvi = RW (vi,G, T )
<latexit sha1_base64="1qX9nYzTCjIZhcgkH0rWRDidyXM=">AAAB+XicbVBNS8NAEJ3Ur1q/oh69LBbBQwmJKHosePFYxX5AG8Jmu2mXbjZhd1Mpof/EiwdFvPpPvPlv3LY5aOuDgcd7M8zMC1POlHbdb6u0tr6xuVXeruzs7u0f2IdHLZVkktAmSXgiOyFWlDNBm5ppTjuppDgOOW2Ho9uZ3x5TqVgiHvUkpX6MB4JFjGBtpMC2e+mQ1dBDkI8DNq2hp8Cuuo47B1olXkGqUKAR2F+9fkKymApNOFaq67mp9nMsNSOcTiu9TNEUkxEe0K6hAsdU+fn88ik6M0ofRYk0JTSaq78nchwrNYlD0xljPVTL3kz8z+tmOrrxcybSTFNBFouijCOdoFkMqM8kJZpPDMFEMnMrIkMsMdEmrIoJwVt+eZW0LhzvynHvL6t1p4ijDCdwCufgwTXU4Q4a0AQCY3iGV3izcuvFerc+Fq0lq5g5hj+wPn8Aa1+Szg==</latexit>

�, Rvi , w
<latexit sha1_base64="KI8kCZ/cRR9fqgjLO1G2gELDNiU=">AAACCXicbVDLSsNAFJ3UV62vqEs3g0Wom5CIohuh4MZlFfuQJobJdNIOnUzCzKRQQrdu/BU3LhRx6x+482+ctFlo64ELh3Pu5d57goRRqWz72ygtLa+srpXXKxubW9s75u5eS8apwKSJYxaLToAkYZSTpqKKkU4iCIoCRtrB8Cr32yMiJI35nRonxItQn9OQYqS05JvQTQa0NvLpMbyE9z6FLuXQjZAaBEF2O3no+WbVtuwp4CJxClIFBRq++eX2YpxGhCvMkJRdx06UlyGhKGZkUnFTSRKEh6hPuppyFBHpZdNPJvBIKz0YxkIXV3Cq/p7IUCTlOAp0Z36jnPdy8T+vm6rwwssoT1JFOJ4tClMGVQzzWGCPCoIVG2uCsKD6VogHSCCsdHgVHYIz//IiaZ1Yzpll35xW61YRRxkcgENQAw44B3VwDRqgCTB4BM/gFbwZT8aL8W58zFpLRjGzD/7A+PwBjouY7g==</latexit>

�(vi) = Yi 2 Rd



Example 2B: Node2vec
! Intuition: More flexible representations by obtaining similar 

embeddings for 

- Nodes that share similar role; Structural equivalence (local view of the network: 

Breath-First Search)

- Nodes belonging to similar network clusters; Homophily (global view of the 

network: Depth-First Search)


! In real-world, networks commonly exhibit both behaviours 
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Node2vec: Random walks (I) 
! Biased random walk: Interpolate between BFS and DFS 


! Given a starting node, the neighborhood is generated based on 
two parameters:  

- Return parameter   : controls the likelihood of immediately revisiting a node in 

the random walk; microscopic view around the node

- In-out parameter   : controls how fast the next walk explores or leaves the 

neighborhood of a starting node; moving inwards (BFS) versus outwards (DFS)

! The rest of the algorithm is similar to DeepWalk 
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<latexit sha1_base64="F9Q0Seh/kE3Zk0dyQ0Jhb73lKDY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0WPBi8eK9gPaUDbbTbt0swm7k0IJ/QlePCji1V/kzX/jts1Bqw8GHu/NMDMvTKUw6HlfTmltfWNzq7xd2dnd2z+oHh61TJJpxpsskYnuhNRwKRRvokDJO6nmNA4lb4fj27nfnnBtRKIecZryIKZDJSLBKFrpYdL3+tWa53oLkL/EL0gNCjT61c/eIGFZzBUySY3p+l6KQU41Cib5rNLLDE8pG9Mh71qqaMxNkC9OnZEzqwxIlGhbCslC/TmR09iYaRzazpjiyKx6c/E/r5thdBPkQqUZcsWWi6JMEkzI/G8yEJozlFNLKNPC3krYiGrK0KZTsSH4qy//Ja0L179yvfvLWt0t4ijDCZzCOfhwDXW4gwY0gcEQnuAFXh3pPDtvzvuyteQUM8fwC87HNwJujY0=</latexit>v0

<latexit sha1_base64="9wv/qD1R1mtrWgwJXyZJmS30ezM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0WPBi8eK9gPaUDbbTbt0swm7k0IJ/QlePCji1V/kzX/jts1Bqw8GHu/NMDMvTKUw6HlfTmltfWNzq7xd2dnd2z+oHh61TJJpxpsskYnuhNRwKRRvokDJO6nmNA4lb4fj27nfnnBtRKIecZryIKZDJSLBKFrpYdL3+9Wa53oLkL/EL0gNCjT61c/eIGFZzBUySY3p+l6KQU41Cib5rNLLDE8pG9Mh71qqaMxNkC9OnZEzqwxIlGhbCslC/TmR09iYaRzazpjiyKx6c/E/r5thdBPkQqUZcsWWi6JMEkzI/G8yEJozlFNLKNPC3krYiGrK0KZTsSH4qy//Ja0L179yvfvLWt0t4ijDCZzCOfhwDXW4gwY0gcEQnuAFXh3pPDtvzvuyteQUM8fwC87HNwPyjY4=</latexit>v1

<latexit sha1_base64="vRz+Kk1uI1kijFRBj8YnTe82gAE=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoseCF48V7Qe0oWy2k3bpZhN2N4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikpeNUMWyyWMSqE1CNgktsGm4EdhKFNAoEtoPx3dxvT1BpHssnM03Qj+hQ8pAzaqz0OOnX+uWKW3UXIOvEy0kFcjT65a/eIGZphNIwQbXuem5i/Iwqw5nAWamXakwoG9Mhdi2VNELtZ4tTZ+TCKgMSxsqWNGSh/p7IaKT1NApsZ0TNSK96c/E/r5ua8NbPuExSg5ItF4WpICYm87/JgCtkRkwtoUxxeythI6ooMzadkg3BW315nbRqVe+66j5cVerVPI4inME5XIIHN1CHe2hAExgM4Rle4c0Rzovz7nwsWwtOPnMKf+B8/gAFdo2P</latexit>v2

<latexit sha1_base64="zLVC42dVhyYVN/THRxnyLfjWRok=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgadn1gR4DXjxGNA9IljA7mU2GzM4uM72BEPIJXjwo4tUv8ubfOEn2oIkFDUVVN91dYSqFQc/7dgpr6xubW8Xt0s7u3v5B+fCoYZJMM15niUx0K6SGS6F4HQVK3ko1p3EoeTMc3s385ohrIxL1hOOUBzHtKxEJRtFKj6PuZbdc8VxvDrJK/JxUIEetW/7q9BKWxVwhk9SYtu+lGEyoRsEkn5Y6meEpZUPa521LFY25CSbzU6fkzCo9EiXalkIyV39PTGhszDgObWdMcWCWvZn4n9fOMLoNJkKlGXLFFouiTBJMyOxv0hOaM5RjSyjTwt5K2IBqytCmU7Ih+Msvr5LGhetfu97DVaXq5nEU4QRO4Rx8uIEq3EMN6sCgD8/wCm+OdF6cd+dj0Vpw8plj+APn8wcG+o2Q</latexit>v3

<latexit sha1_base64="UawWOOrTtlqOfQzt1SpWbzqT1V0=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfju5nffkKleSwfzCRBP6JDyUPOqLFSI+mXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasIbP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6V1W3cVmp3eZxFOEETuEcPLiGGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MH2LaM7w==</latexit>p

<latexit sha1_base64="kn1fveHDRnY5Sf1DZnj6rm0DLyI=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4Koko9ljw4rEF+wFtKJvtpF272cTdjVBCf4EXD4p49Sd589+4bXPQ1gcDj/dmmJkXJIJr47rfztr6xubWdmGnuLu3f3BYOjpu6ThVDJssFrHqBFSj4BKbhhuBnUQhjQKB7WB8O/PbT6g0j+W9mSToR3QoecgZNVZqPPZLZbfizkFWiZeTMuSo90tfvUHM0gilYYJq3fXcxPgZVYYzgdNiL9WYUDamQ+xaKmmE2s/mh07JuVUGJIyVLWnIXP09kdFI60kU2M6ImpFe9mbif143NWHVz7hMUoOSLRaFqSAmJrOvyYArZEZMLKFMcXsrYSOqKDM2m6INwVt+eZW0LivedcVtXJVr1TyOApzCGVyABzdQgzuoQxMYIDzDK7w5D86L8+58LFrXnHzmBP7A+fwB2e2M7w==</latexit>q

Current state of the walker: 

Previous state of the walker:

Node close to the previous state: 

 


Where to go next? 

<latexit sha1_base64="hQHgZA8cvUeV1AcowqjCP6mTyQo=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsceCF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z+e8K1EbF6wmnC/YgOlQgFo2ilx0nf7ZcrbtVdgKwTLycVyNHol796g5ilEVfIJDWm67kJ+hnVKJjks1IvNTyhbEyHvGupohE3frY4dUYurDIgYaxtKSQL9fdERiNjplFgOyOKI7PqzcX/vG6KYc3PhEpS5IotF4WpJBiT+d9kIDRnKKeWUKaFvZWwEdWUoU2nZEPwVl9eJ62rqndTdR+uK/VaHkcRzuAcLsGDW6jDPTSgCQyG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwAFcI2X</latexit>v0
<latexit sha1_base64="eQ/eGvnrK0amHH4I38OJyO5QV00=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KklR7LHgxWNF+wFtKJvtpl262YTdSaGE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsbm1vbObmGvuH9weHRcOjltmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7Gd3O/PeHaiFg94TThfkSHSoSCUbTS46Rf7ZfKbsVdgKwTLydlyNHol756g5ilEVfIJDWm67kJ+hnVKJjks2IvNTyhbEyHvGupohE3frY4dUYurTIgYaxtKSQL9fdERiNjplFgOyOKI7PqzcX/vG6KYc3PhEpS5IotF4WpJBiT+d9kIDRnKKeWUKaFvZWwEdWUoU2naEPwVl9eJ61qxbupuA/X5Xotj6MA53ABV+DBLdThHhrQBAZDeIZXeHOk8+K8Ox/L1g0nnzmDP3A+fwAIeI2Z</latexit>v2

[Grover et al. 2016. node2vec: Scalable Feature Learning for Networks, KDD]


<latexit sha1_base64="KKokK8SkJkB9M6vq/2N4qEIeQh8=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsceCF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z+e8K1EbF6wmnC/YgOlQgFo2ilx0nf65crbtVdgKwTLycVyNHol796g5ilEVfIJDWm67kJ+hnVKJjks1IvNTyhbEyHvGupohE3frY4dUYurDIgYaxtKSQL9fdERiNjplFgOyOKI7PqzcX/vG6KYc3PhEpS5IotF4WpJBiT+d9kIDRnKKeWUKaFvZWwEdWUoU2nZEPwVl9eJ62rqndTdR+uK/VaHkcRzuAcLsGDW6jDPTSgCQyG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwAG9I2Y</latexit>v1



Node2vec: Random walks (I) 
! Biased random walk: Interpolate between BFS and DFS 


! Given a starting node, the neighborhood is generated based on 
two parameters:  

- Return parameter   : controls the likelihood of immediately revisiting a node in 

the random walk; microscopic view around the node

- In-out parameter   : controls how fast the next walk explores or leaves the 

neighborhood of a starting node; moving inwards (BFS) versus outwards (DFS)

! The rest of the algorithm is similar to DeepWalk 
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<latexit sha1_base64="F9Q0Seh/kE3Zk0dyQ0Jhb73lKDY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0WPBi8eK9gPaUDbbTbt0swm7k0IJ/QlePCji1V/kzX/jts1Bqw8GHu/NMDMvTKUw6HlfTmltfWNzq7xd2dnd2z+oHh61TJJpxpsskYnuhNRwKRRvokDJO6nmNA4lb4fj27nfnnBtRKIecZryIKZDJSLBKFrpYdL3+tWa53oLkL/EL0gNCjT61c/eIGFZzBUySY3p+l6KQU41Cib5rNLLDE8pG9Mh71qqaMxNkC9OnZEzqwxIlGhbCslC/TmR09iYaRzazpjiyKx6c/E/r5thdBPkQqUZcsWWi6JMEkzI/G8yEJozlFNLKNPC3krYiGrK0KZTsSH4qy//Ja0L179yvfvLWt0t4ijDCZzCOfhwDXW4gwY0gcEQnuAFXh3pPDtvzvuyteQUM8fwC87HNwJujY0=</latexit>v0

<latexit sha1_base64="9wv/qD1R1mtrWgwJXyZJmS30ezM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0WPBi8eK9gPaUDbbTbt0swm7k0IJ/QlePCji1V/kzX/jts1Bqw8GHu/NMDMvTKUw6HlfTmltfWNzq7xd2dnd2z+oHh61TJJpxpsskYnuhNRwKRRvokDJO6nmNA4lb4fj27nfnnBtRKIecZryIKZDJSLBKFrpYdL3+9Wa53oLkL/EL0gNCjT61c/eIGFZzBUySY3p+l6KQU41Cib5rNLLDE8pG9Mh71qqaMxNkC9OnZEzqwxIlGhbCslC/TmR09iYaRzazpjiyKx6c/E/r5thdBPkQqUZcsWWi6JMEkzI/G8yEJozlFNLKNPC3krYiGrK0KZTsSH4qy//Ja0L179yvfvLWt0t4ijDCZzCOfhwDXW4gwY0gcEQnuAFXh3pPDtvzvuyteQUM8fwC87HNwPyjY4=</latexit>v1

<latexit sha1_base64="vRz+Kk1uI1kijFRBj8YnTe82gAE=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoseCF48V7Qe0oWy2k3bpZhN2N4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikpeNUMWyyWMSqE1CNgktsGm4EdhKFNAoEtoPx3dxvT1BpHssnM03Qj+hQ8pAzaqz0OOnX+uWKW3UXIOvEy0kFcjT65a/eIGZphNIwQbXuem5i/Iwqw5nAWamXakwoG9Mhdi2VNELtZ4tTZ+TCKgMSxsqWNGSh/p7IaKT1NApsZ0TNSK96c/E/r5ua8NbPuExSg5ItF4WpICYm87/JgCtkRkwtoUxxeythI6ooMzadkg3BW315nbRqVe+66j5cVerVPI4inME5XIIHN1CHe2hAExgM4Rle4c0Rzovz7nwsWwtOPnMKf+B8/gAFdo2P</latexit>v2

<latexit sha1_base64="zLVC42dVhyYVN/THRxnyLfjWRok=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgadn1gR4DXjxGNA9IljA7mU2GzM4uM72BEPIJXjwo4tUv8ubfOEn2oIkFDUVVN91dYSqFQc/7dgpr6xubW8Xt0s7u3v5B+fCoYZJMM15niUx0K6SGS6F4HQVK3ko1p3EoeTMc3s385ohrIxL1hOOUBzHtKxEJRtFKj6PuZbdc8VxvDrJK/JxUIEetW/7q9BKWxVwhk9SYtu+lGEyoRsEkn5Y6meEpZUPa521LFY25CSbzU6fkzCo9EiXalkIyV39PTGhszDgObWdMcWCWvZn4n9fOMLoNJkKlGXLFFouiTBJMyOxv0hOaM5RjSyjTwt5K2IBqytCmU7Ih+Msvr5LGhetfu97DVaXq5nEU4QRO4Rx8uIEq3EMN6sCgD8/wCm+OdF6cd+dj0Vpw8plj+APn8wcG+o2Q</latexit>v3

<latexit sha1_base64="UawWOOrTtlqOfQzt1SpWbzqT1V0=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfju5nffkKleSwfzCRBP6JDyUPOqLFSI+mXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasIbP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6V1W3cVmp3eZxFOEETuEcPLiGGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MH2LaM7w==</latexit>p

<latexit sha1_base64="kn1fveHDRnY5Sf1DZnj6rm0DLyI=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4Koko9ljw4rEF+wFtKJvtpF272cTdjVBCf4EXD4p49Sd589+4bXPQ1gcDj/dmmJkXJIJr47rfztr6xubWdmGnuLu3f3BYOjpu6ThVDJssFrHqBFSj4BKbhhuBnUQhjQKB7WB8O/PbT6g0j+W9mSToR3QoecgZNVZqPPZLZbfizkFWiZeTMuSo90tfvUHM0gilYYJq3fXcxPgZVYYzgdNiL9WYUDamQ+xaKmmE2s/mh07JuVUGJIyVLWnIXP09kdFI60kU2M6ImpFe9mbif143NWHVz7hMUoOSLRaFqSAmJrOvyYArZEZMLKFMcXsrYSOqKDM2m6INwVt+eZW0LivedcVtXJVr1TyOApzCGVyABzdQgzuoQxMYIDzDK7w5D86L8+58LFrXnHzmBP7A+fwB2e2M7w==</latexit>q

<latexit sha1_base64="Qj0CyUd7EQZjIIf0YB5WmXBx9xk=">AAAB83icbVBNS8NAEJ3Ur1q/qh69BIvgKSSi6LHgxWMFWwtNKJvNpF262YTdjVBC/4YXD4p49c9489+4TXPQ1gcDj/dmdnZemHGmtOt+W7W19Y3Nrfp2Y2d3b/+geXjUU2kuKXZpylPZD4lCzgR2NdMc+5lEkoQcH8PJ7dx/fEKpWCoe9DTDICEjwWJGiTaS75cvFBKjmTdstlzHLWGvEq8iLajQGTa//CileYJCU06UGnhupoOCSM0ox1nDzxVmhE7ICAeGCpKgCopy48w+M0pkx6k0JbRdqr8nCpIoNU1C05kQPVbL3lz8zxvkOr4JCiayXKOgi0Vxzm2d2vMA7IhJpJpPDSFUMvNXm46JJFSbmBomBG/55FXSu3C8K8e9v2y1nSqOOpzAKZyDB9fQhjvoQBcoZPAMr/Bm5daL9W59LFprVjVzDH9gff4AP9WRwQ==</latexit>

1

Current state of the walker: 

Previous state of the walker:

Node close to the previous state: 

 


Where to go next? 

<latexit sha1_base64="hQHgZA8cvUeV1AcowqjCP6mTyQo=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsceCF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z+e8K1EbF6wmnC/YgOlQgFo2ilx0nf7ZcrbtVdgKwTLycVyNHol796g5ilEVfIJDWm67kJ+hnVKJjks1IvNTyhbEyHvGupohE3frY4dUYurDIgYaxtKSQL9fdERiNjplFgOyOKI7PqzcX/vG6KYc3PhEpS5IotF4WpJBiT+d9kIDRnKKeWUKaFvZWwEdWUoU2nZEPwVl9eJ62rqndTdR+uK/VaHkcRzuAcLsGDW6jDPTSgCQyG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwAFcI2X</latexit>v0
<latexit sha1_base64="eQ/eGvnrK0amHH4I38OJyO5QV00=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KklR7LHgxWNF+wFtKJvtpl262YTdSaGE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsbm1vbObmGvuH9weHRcOjltmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7Gd3O/PeHaiFg94TThfkSHSoSCUbTS46Rf7ZfKbsVdgKwTLydlyNHol756g5ilEVfIJDWm67kJ+hnVKJjks2IvNTyhbEyHvGupohE3frY4dUYurTIgYaxtKSQL9fdERiNjplFgOyOKI7PqzcX/vG6KYc3PhEpS5IotF4WpJBiT+d9kIDRnKKeWUKaFvZWwEdWUoU2naEPwVl9eJ61qxbupuA/X5Xotj6MA53ABV+DBLdThHhrQBAZDeIZXeHOk8+K8Ox/L1g0nnzmDP3A+fwAIeI2Z</latexit>v2

[Grover et al. 2016. node2vec: Scalable Feature Learning for Networks, KDD]


<latexit sha1_base64="KKokK8SkJkB9M6vq/2N4qEIeQh8=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsceCF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z+e8K1EbF6wmnC/YgOlQgFo2ilx0nf65crbtVdgKwTLycVyNHol796g5ilEVfIJDWm67kJ+hnVKJjks1IvNTyhbEyHvGupohE3frY4dUYurDIgYaxtKSQL9fdERiNjplFgOyOKI7PqzcX/vG6KYc3PhEpS5IotF4WpJBiT+d9kIDRnKKeWUKaFvZWwEdWUoU2nZEPwVl9eJ62rqndTdR+uK/VaHkcRzuAcLsGDW6jDPTSgCQyG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwAG9I2Y</latexit>v1



Node2vec: Random walks (I) 
! Biased random walk: Interpolate between BFS and DFS 


! Given a starting node, the neighborhood is generated based on 
two parameters:  

- Return parameter   : controls the likelihood of immediately revisiting a node in 

the random walk; microscopic view around the node

- In-out parameter   : controls how fast the next walk explores or leaves the 

neighborhood of a starting node; moving inwards (BFS) versus outwards (DFS)

! The rest of the algorithm is similar to DeepWalk 
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<latexit sha1_base64="F9Q0Seh/kE3Zk0dyQ0Jhb73lKDY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0WPBi8eK9gPaUDbbTbt0swm7k0IJ/QlePCji1V/kzX/jts1Bqw8GHu/NMDMvTKUw6HlfTmltfWNzq7xd2dnd2z+oHh61TJJpxpsskYnuhNRwKRRvokDJO6nmNA4lb4fj27nfnnBtRKIecZryIKZDJSLBKFrpYdL3+tWa53oLkL/EL0gNCjT61c/eIGFZzBUySY3p+l6KQU41Cib5rNLLDE8pG9Mh71qqaMxNkC9OnZEzqwxIlGhbCslC/TmR09iYaRzazpjiyKx6c/E/r5thdBPkQqUZcsWWi6JMEkzI/G8yEJozlFNLKNPC3krYiGrK0KZTsSH4qy//Ja0L179yvfvLWt0t4ijDCZzCOfhwDXW4gwY0gcEQnuAFXh3pPDtvzvuyteQUM8fwC87HNwJujY0=</latexit>v0

<latexit sha1_base64="9wv/qD1R1mtrWgwJXyZJmS30ezM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0WPBi8eK9gPaUDbbTbt0swm7k0IJ/QlePCji1V/kzX/jts1Bqw8GHu/NMDMvTKUw6HlfTmltfWNzq7xd2dnd2z+oHh61TJJpxpsskYnuhNRwKRRvokDJO6nmNA4lb4fj27nfnnBtRKIecZryIKZDJSLBKFrpYdL3+9Wa53oLkL/EL0gNCjT61c/eIGFZzBUySY3p+l6KQU41Cib5rNLLDE8pG9Mh71qqaMxNkC9OnZEzqwxIlGhbCslC/TmR09iYaRzazpjiyKx6c/E/r5thdBPkQqUZcsWWi6JMEkzI/G8yEJozlFNLKNPC3krYiGrK0KZTsSH4qy//Ja0L179yvfvLWt0t4ijDCZzCOfhwDXW4gwY0gcEQnuAFXh3pPDtvzvuyteQUM8fwC87HNwPyjY4=</latexit>v1

<latexit sha1_base64="vRz+Kk1uI1kijFRBj8YnTe82gAE=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoseCF48V7Qe0oWy2k3bpZhN2N4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikpeNUMWyyWMSqE1CNgktsGm4EdhKFNAoEtoPx3dxvT1BpHssnM03Qj+hQ8pAzaqz0OOnX+uWKW3UXIOvEy0kFcjT65a/eIGZphNIwQbXuem5i/Iwqw5nAWamXakwoG9Mhdi2VNELtZ4tTZ+TCKgMSxsqWNGSh/p7IaKT1NApsZ0TNSK96c/E/r5ua8NbPuExSg5ItF4WpICYm87/JgCtkRkwtoUxxeythI6ooMzadkg3BW315nbRqVe+66j5cVerVPI4inME5XIIHN1CHe2hAExgM4Rle4c0Rzovz7nwsWwtOPnMKf+B8/gAFdo2P</latexit>v2

<latexit sha1_base64="zLVC42dVhyYVN/THRxnyLfjWRok=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgadn1gR4DXjxGNA9IljA7mU2GzM4uM72BEPIJXjwo4tUv8ubfOEn2oIkFDUVVN91dYSqFQc/7dgpr6xubW8Xt0s7u3v5B+fCoYZJMM15niUx0K6SGS6F4HQVK3ko1p3EoeTMc3s385ohrIxL1hOOUBzHtKxEJRtFKj6PuZbdc8VxvDrJK/JxUIEetW/7q9BKWxVwhk9SYtu+lGEyoRsEkn5Y6meEpZUPa521LFY25CSbzU6fkzCo9EiXalkIyV39PTGhszDgObWdMcWCWvZn4n9fOMLoNJkKlGXLFFouiTBJMyOxv0hOaM5RjSyjTwt5K2IBqytCmU7Ih+Msvr5LGhetfu97DVaXq5nEU4QRO4Rx8uIEq3EMN6sCgD8/wCm+OdF6cd+dj0Vpw8plj+APn8wcG+o2Q</latexit>v3

<latexit sha1_base64="UawWOOrTtlqOfQzt1SpWbzqT1V0=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfju5nffkKleSwfzCRBP6JDyUPOqLFSI+mXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasIbP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6V1W3cVmp3eZxFOEETuEcPLiGGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MH2LaM7w==</latexit>p

<latexit sha1_base64="kn1fveHDRnY5Sf1DZnj6rm0DLyI=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4Koko9ljw4rEF+wFtKJvtpF272cTdjVBCf4EXD4p49Sd589+4bXPQ1gcDj/dmmJkXJIJr47rfztr6xubWdmGnuLu3f3BYOjpu6ThVDJssFrHqBFSj4BKbhhuBnUQhjQKB7WB8O/PbT6g0j+W9mSToR3QoecgZNVZqPPZLZbfizkFWiZeTMuSo90tfvUHM0gilYYJq3fXcxPgZVYYzgdNiL9WYUDamQ+xaKmmE2s/mh07JuVUGJIyVLWnIXP09kdFI60kU2M6ImpFe9mbif143NWHVz7hMUoOSLRaFqSAmJrOvyYArZEZMLKFMcXsrYSOqKDM2m6INwVt+eZW0LivedcVtXJVr1TyOApzCGVyABzdQgzuoQxMYIDzDK7w5D86L8+58LFrXnHzmBP7A+fwB2e2M7w==</latexit>q

<latexit sha1_base64="x6vQK/dA7hcxOexkPkLaSGdIZkQ=">AAAB9XicbVBNS8NAEJ34WetX1aOXYBE81UQUPRa8eKxgP6CNZbOZtEs3m7i7UUro//DiQRGv/hdv/hu3aQ7a+mDg8d7Mzs7zE86Udpxva2l5ZXVtvbRR3tza3tmt7O23VJxKik0a81h2fKKQM4FNzTTHTiKRRD7Htj+6nvrtR5SKxeJOjxP0IjIQLGSUaCPd9/IXMonBxD196FeqTs3JYS8StyBVKNDoV756QUzTCIWmnCjVdZ1EexmRmlGOk3IvVZgQOiID7BoqSITKy/KdE/vYKIEdxtKU0Hau/p7ISKTUOPJNZ0T0UM17U/E/r5vq8MrLmEhSjYLOFoUpt3VsTyOwAyaRaj42hFDJzF9tOiSSUG2CKpsQ3PmTF0nrrOZe1Jzb82q9VsRRgkM4ghNw4RLqcAMNaAIFCc/wCm/Wk/VivVsfs9Ylq5g5gD+wPn8AhkeSdQ==</latexit>

1/q

<latexit sha1_base64="Qj0CyUd7EQZjIIf0YB5WmXBx9xk=">AAAB83icbVBNS8NAEJ3Ur1q/qh69BIvgKSSi6LHgxWMFWwtNKJvNpF262YTdjVBC/4YXD4p49c9489+4TXPQ1gcDj/dmdnZemHGmtOt+W7W19Y3Nrfp2Y2d3b/+geXjUU2kuKXZpylPZD4lCzgR2NdMc+5lEkoQcH8PJ7dx/fEKpWCoe9DTDICEjwWJGiTaS75cvFBKjmTdstlzHLWGvEq8iLajQGTa//CileYJCU06UGnhupoOCSM0ox1nDzxVmhE7ICAeGCpKgCopy48w+M0pkx6k0JbRdqr8nCpIoNU1C05kQPVbL3lz8zxvkOr4JCiayXKOgi0Vxzm2d2vMA7IhJpJpPDSFUMvNXm46JJFSbmBomBG/55FXSu3C8K8e9v2y1nSqOOpzAKZyDB9fQhjvoQBcoZPAMr/Bm5daL9W59LFprVjVzDH9gff4AP9WRwQ==</latexit>

1

Current state of the walker: 

Previous state of the walker:

Node close to the previous state: 

 


Where to go next? 

<latexit sha1_base64="hQHgZA8cvUeV1AcowqjCP6mTyQo=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsceCF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z+e8K1EbF6wmnC/YgOlQgFo2ilx0nf7ZcrbtVdgKwTLycVyNHol796g5ilEVfIJDWm67kJ+hnVKJjks1IvNTyhbEyHvGupohE3frY4dUYurDIgYaxtKSQL9fdERiNjplFgOyOKI7PqzcX/vG6KYc3PhEpS5IotF4WpJBiT+d9kIDRnKKeWUKaFvZWwEdWUoU2nZEPwVl9eJ62rqndTdR+uK/VaHkcRzuAcLsGDW6jDPTSgCQyG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwAFcI2X</latexit>v0
<latexit sha1_base64="eQ/eGvnrK0amHH4I38OJyO5QV00=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KklR7LHgxWNF+wFtKJvtpl262YTdSaGE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsbm1vbObmGvuH9weHRcOjltmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7Gd3O/PeHaiFg94TThfkSHSoSCUbTS46Rf7ZfKbsVdgKwTLydlyNHol756g5ilEVfIJDWm67kJ+hnVKJjks2IvNTyhbEyHvGupohE3frY4dUYurTIgYaxtKSQL9fdERiNjplFgOyOKI7PqzcX/vG6KYc3PhEpS5IotF4WpJBiT+d9kIDRnKKeWUKaFvZWwEdWUoU2naEPwVl9eJ61qxbupuA/X5Xotj6MA53ABV+DBLdThHhrQBAZDeIZXeHOk8+K8Ox/L1g0nnzmDP3A+fwAIeI2Z</latexit>v2

[Grover et al. 2016. node2vec: Scalable Feature Learning for Networks, KDD]


<latexit sha1_base64="KKokK8SkJkB9M6vq/2N4qEIeQh8=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsceCF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z+e8K1EbF6wmnC/YgOlQgFo2ilx0nf65crbtVdgKwTLycVyNHol796g5ilEVfIJDWm67kJ+hnVKJjks1IvNTyhbEyHvGupohE3frY4dUYurDIgYaxtKSQL9fdERiNjplFgOyOKI7PqzcX/vG6KYc3PhEpS5IotF4WpJBiT+d9kIDRnKKeWUKaFvZWwEdWUoU2nZEPwVl9eJ62rqndTdR+uK/VaHkcRzuAcLsGDW6jDPTSgCQyG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwAG9I2Y</latexit>v1



Node2vec: Random walks (I) 
! Biased random walk: Interpolate between BFS and DFS 


! Given a starting node, the neighborhood is generated based on 
two parameters:  

- Return parameter   : controls the likelihood of immediately revisiting a node in 

the random walk; microscopic view around the node

- In-out parameter   : controls how fast the next walk explores or leaves the 

neighborhood of a starting node; moving inwards (BFS) versus outwards (DFS)

! The rest of the algorithm is similar to DeepWalk 
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<latexit sha1_base64="F9Q0Seh/kE3Zk0dyQ0Jhb73lKDY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0WPBi8eK9gPaUDbbTbt0swm7k0IJ/QlePCji1V/kzX/jts1Bqw8GHu/NMDMvTKUw6HlfTmltfWNzq7xd2dnd2z+oHh61TJJpxpsskYnuhNRwKRRvokDJO6nmNA4lb4fj27nfnnBtRKIecZryIKZDJSLBKFrpYdL3+tWa53oLkL/EL0gNCjT61c/eIGFZzBUySY3p+l6KQU41Cib5rNLLDE8pG9Mh71qqaMxNkC9OnZEzqwxIlGhbCslC/TmR09iYaRzazpjiyKx6c/E/r5thdBPkQqUZcsWWi6JMEkzI/G8yEJozlFNLKNPC3krYiGrK0KZTsSH4qy//Ja0L179yvfvLWt0t4ijDCZzCOfhwDXW4gwY0gcEQnuAFXh3pPDtvzvuyteQUM8fwC87HNwJujY0=</latexit>v0

<latexit sha1_base64="9wv/qD1R1mtrWgwJXyZJmS30ezM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0WPBi8eK9gPaUDbbTbt0swm7k0IJ/QlePCji1V/kzX/jts1Bqw8GHu/NMDMvTKUw6HlfTmltfWNzq7xd2dnd2z+oHh61TJJpxpsskYnuhNRwKRRvokDJO6nmNA4lb4fj27nfnnBtRKIecZryIKZDJSLBKFrpYdL3+9Wa53oLkL/EL0gNCjT61c/eIGFZzBUySY3p+l6KQU41Cib5rNLLDE8pG9Mh71qqaMxNkC9OnZEzqwxIlGhbCslC/TmR09iYaRzazpjiyKx6c/E/r5thdBPkQqUZcsWWi6JMEkzI/G8yEJozlFNLKNPC3krYiGrK0KZTsSH4qy//Ja0L179yvfvLWt0t4ijDCZzCOfhwDXW4gwY0gcEQnuAFXh3pPDtvzvuyteQUM8fwC87HNwPyjY4=</latexit>v1

<latexit sha1_base64="vRz+Kk1uI1kijFRBj8YnTe82gAE=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoseCF48V7Qe0oWy2k3bpZhN2N4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikpeNUMWyyWMSqE1CNgktsGm4EdhKFNAoEtoPx3dxvT1BpHssnM03Qj+hQ8pAzaqz0OOnX+uWKW3UXIOvEy0kFcjT65a/eIGZphNIwQbXuem5i/Iwqw5nAWamXakwoG9Mhdi2VNELtZ4tTZ+TCKgMSxsqWNGSh/p7IaKT1NApsZ0TNSK96c/E/r5ua8NbPuExSg5ItF4WpICYm87/JgCtkRkwtoUxxeythI6ooMzadkg3BW315nbRqVe+66j5cVerVPI4inME5XIIHN1CHe2hAExgM4Rle4c0Rzovz7nwsWwtOPnMKf+B8/gAFdo2P</latexit>v2

<latexit sha1_base64="zLVC42dVhyYVN/THRxnyLfjWRok=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgadn1gR4DXjxGNA9IljA7mU2GzM4uM72BEPIJXjwo4tUv8ubfOEn2oIkFDUVVN91dYSqFQc/7dgpr6xubW8Xt0s7u3v5B+fCoYZJMM15niUx0K6SGS6F4HQVK3ko1p3EoeTMc3s385ohrIxL1hOOUBzHtKxEJRtFKj6PuZbdc8VxvDrJK/JxUIEetW/7q9BKWxVwhk9SYtu+lGEyoRsEkn5Y6meEpZUPa521LFY25CSbzU6fkzCo9EiXalkIyV39PTGhszDgObWdMcWCWvZn4n9fOMLoNJkKlGXLFFouiTBJMyOxv0hOaM5RjSyjTwt5K2IBqytCmU7Ih+Msvr5LGhetfu97DVaXq5nEU4QRO4Rx8uIEq3EMN6sCgD8/wCm+OdF6cd+dj0Vpw8plj+APn8wcG+o2Q</latexit>v3

<latexit sha1_base64="UawWOOrTtlqOfQzt1SpWbzqT1V0=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfju5nffkKleSwfzCRBP6JDyUPOqLFSI+mXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasIbP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6V1W3cVmp3eZxFOEETuEcPLiGGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MH2LaM7w==</latexit>p

<latexit sha1_base64="kn1fveHDRnY5Sf1DZnj6rm0DLyI=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4Koko9ljw4rEF+wFtKJvtpF272cTdjVBCf4EXD4p49Sd589+4bXPQ1gcDj/dmmJkXJIJr47rfztr6xubWdmGnuLu3f3BYOjpu6ThVDJssFrHqBFSj4BKbhhuBnUQhjQKB7WB8O/PbT6g0j+W9mSToR3QoecgZNVZqPPZLZbfizkFWiZeTMuSo90tfvUHM0gilYYJq3fXcxPgZVYYzgdNiL9WYUDamQ+xaKmmE2s/mh07JuVUGJIyVLWnIXP09kdFI60kU2M6ImpFe9mbif143NWHVz7hMUoOSLRaFqSAmJrOvyYArZEZMLKFMcXsrYSOqKDM2m6INwVt+eZW0LivedcVtXJVr1TyOApzCGVyABzdQgzuoQxMYIDzDK7w5D86L8+58LFrXnHzmBP7A+fwB2e2M7w==</latexit>q

<latexit sha1_base64="x6vQK/dA7hcxOexkPkLaSGdIZkQ=">AAAB9XicbVBNS8NAEJ34WetX1aOXYBE81UQUPRa8eKxgP6CNZbOZtEs3m7i7UUro//DiQRGv/hdv/hu3aQ7a+mDg8d7Mzs7zE86Udpxva2l5ZXVtvbRR3tza3tmt7O23VJxKik0a81h2fKKQM4FNzTTHTiKRRD7Htj+6nvrtR5SKxeJOjxP0IjIQLGSUaCPd9/IXMonBxD196FeqTs3JYS8StyBVKNDoV756QUzTCIWmnCjVdZ1EexmRmlGOk3IvVZgQOiID7BoqSITKy/KdE/vYKIEdxtKU0Hau/p7ISKTUOPJNZ0T0UM17U/E/r5vq8MrLmEhSjYLOFoUpt3VsTyOwAyaRaj42hFDJzF9tOiSSUG2CKpsQ3PmTF0nrrOZe1Jzb82q9VsRRgkM4ghNw4RLqcAMNaAIFCc/wCm/Wk/VivVsfs9Ylq5g5gD+wPn8AhkeSdQ==</latexit>

1/q
<latexit sha1_base64="X5wSpIuvC2AhoRkp+K8TDmutAUg=">AAAB9XicbVBNS8NAEJ3Ur1q/qh69BIvgKSai6LHgxWMF+wFtLJvNtF262YTdjVJC/4cXD4p49b9489+4TXPQ1gcDj/dmdnZekHCmtOt+W6WV1bX1jfJmZWt7Z3evun/QUnEqKTZpzGPZCYhCzgQ2NdMcO4lEEgUc28H4Zua3H1EqFot7PUnQj8hQsAGjRBvpoZe/kEkMp95Z0q/WXMfNYS8TryA1KNDoV796YUzTCIWmnCjV9dxE+xmRmlGO00ovVZgQOiZD7BoqSITKz/KdU/vEKKE9iKUpoe1c/T2RkUipSRSYzojokVr0ZuJ/XjfVg2s/YyJJNQo6XzRIua1jexaBHTKJVPOJIYRKZv5q0xGRhGoTVMWE4C2evExa54536bh3F7W6U8RRhiM4hlPw4ArqcAsNaAIFCc/wCm/Wk/VivVsf89aSVcwcwh9Ynz+Ew5J0</latexit>

1/p

<latexit sha1_base64="Qj0CyUd7EQZjIIf0YB5WmXBx9xk=">AAAB83icbVBNS8NAEJ3Ur1q/qh69BIvgKSSi6LHgxWMFWwtNKJvNpF262YTdjVBC/4YXD4p49c9489+4TXPQ1gcDj/dmdnZemHGmtOt+W7W19Y3Nrfp2Y2d3b/+geXjUU2kuKXZpylPZD4lCzgR2NdMc+5lEkoQcH8PJ7dx/fEKpWCoe9DTDICEjwWJGiTaS75cvFBKjmTdstlzHLWGvEq8iLajQGTa//CileYJCU06UGnhupoOCSM0ox1nDzxVmhE7ICAeGCpKgCopy48w+M0pkx6k0JbRdqr8nCpIoNU1C05kQPVbL3lz8zxvkOr4JCiayXKOgi0Vxzm2d2vMA7IhJpJpPDSFUMvNXm46JJFSbmBomBG/55FXSu3C8K8e9v2y1nSqOOpzAKZyDB9fQhjvoQBcoZPAMr/Bm5daL9W59LFprVjVzDH9gff4AP9WRwQ==</latexit>

1

Current state of the walker: 

Previous state of the walker:

Node close to the previous state: 

 


Where to go next? 

<latexit sha1_base64="hQHgZA8cvUeV1AcowqjCP6mTyQo=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsceCF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z+e8K1EbF6wmnC/YgOlQgFo2ilx0nf7ZcrbtVdgKwTLycVyNHol796g5ilEVfIJDWm67kJ+hnVKJjks1IvNTyhbEyHvGupohE3frY4dUYurDIgYaxtKSQL9fdERiNjplFgOyOKI7PqzcX/vG6KYc3PhEpS5IotF4WpJBiT+d9kIDRnKKeWUKaFvZWwEdWUoU2nZEPwVl9eJ62rqndTdR+uK/VaHkcRzuAcLsGDW6jDPTSgCQyG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwAFcI2X</latexit>v0
<latexit sha1_base64="eQ/eGvnrK0amHH4I38OJyO5QV00=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KklR7LHgxWNF+wFtKJvtpl262YTdSaGE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsbm1vbObmGvuH9weHRcOjltmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7Gd3O/PeHaiFg94TThfkSHSoSCUbTS46Rf7ZfKbsVdgKwTLydlyNHol756g5ilEVfIJDWm67kJ+hnVKJjks2IvNTyhbEyHvGupohE3frY4dUYurTIgYaxtKSQL9fdERiNjplFgOyOKI7PqzcX/vG6KYc3PhEpS5IotF4WpJBiT+d9kIDRnKKeWUKaFvZWwEdWUoU2naEPwVl9eJ61qxbupuA/X5Xotj6MA53ABV+DBLdThHhrQBAZDeIZXeHOk8+K8Ox/L1g0nnzmDP3A+fwAIeI2Z</latexit>v2

[Grover et al. 2016. node2vec: Scalable Feature Learning for Networks, KDD]


<latexit sha1_base64="KKokK8SkJkB9M6vq/2N4qEIeQh8=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsceCF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z+e8K1EbF6wmnC/YgOlQgFo2ilx0nf65crbtVdgKwTLycVyNHol796g5ilEVfIJDWm67kJ+hnVKJjks1IvNTyhbEyHvGupohE3frY4dUYurDIgYaxtKSQL9fdERiNjplFgOyOKI7PqzcX/vG6KYc3PhEpS5IotF4WpJBiT+d9kIDRnKKeWUKaFvZWwEdWUoU2nZEPwVl9eJ62rqndTdR+uK/VaHkcRzuAcLsGDW6jDPTSgCQyG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwAG9I2Y</latexit>v1



Node2vec: Random walks (II)
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Node2vec: Random walks (II)
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Node2vec: example
! Clustering of the node embeddings from ‘Les Misérables’


- Embeddings obtained with structural and homophily priors 


! BFS: better for capturing structural nodes, e.g., hubs, outliers (higher value of 
q)


! DFS: better for capturing communities (smaller value of q)
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BFS-based (p = 1, q=2) DFS-based  (p = 1, q = 0.5)



Example 3: Structural deep network 
embeddings (SDNE)
! A deep learning approach to network embeddings

- Shallow models (e.g., deepwalk, node2vec) cannot capture the non-linear 

network structure 

- Encoder: A deep network 


!  
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constraints 

Em
be

dd
in

gs
 

[Wang et al. 2016.Structural Deep Network Embedding, KDD]




SDNE: An autoencoder approach 
! Intuition: Find embeddings that minimize the reconstruction error 

of the input from the low dimensional embedding
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constraints 
Em

be
dd

in
gs

 
Adjacency matrix Reconstructed 

adjacency matrix 



SDNE: constrained embeddings 
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<latexit sha1_base64="tBOZp5zZRTJT/7khfhkdUdR6lOM=">AAAChHicbVFdixMxFM2Muq71Y6s++nKxiKvulpnqoj4oi4L4JKvYL5o2ZDJpm24mMySZQknzS/xXvvlvTLtFdNcDgcO599zcj6ySwtgk+RXF167f2Lu5f6tx+87dewfN+w96pqw1411WylIPMmq4FIp3rbCSDyrNaZFJ3s/OP27i/SXXRpTqu11VfFzQmRJTwagNEmn+GE6ewzvAtcpDFrduiIUCXFA7zzL3zU/cF2xFwQ3k3rutrgtH9awQynvA68PBMZ5T6wb+GWAmNIMPeE0+TTrwAjCV1ZwCNnVB3JKIoyVZwJ/6jErX875PnFh4vB4SAccwJItg7wR7o0GaraSdbAFXSbojLbTDGWn+xHnJ6oIryyQ1ZpQmlR2Hbq1gkvsGrg2vKDunMz4KVNEw19htl+jhSVBymJY6PGVhq/7tcLQwZlVkIXPTvbkc24j/i41qO30zdkJVteWKXXw0rSXYEjYXgVxozqxcBUKZFqFXYHOqKbPhIpslpJdHvkp6nXZ60k6+vmqdvt2tYx89Qo/RIUrRa3SKPqMz1EUsiqKnURKl8V58FL+MTy5S42jneYj+Qfz+N/+pwaA=</latexit>

Y ⇤ = argmin
Y 2RN⇥d

k(X � X̂) �Bk2F + ↵
X

vi,vj2V
WijkYi � Yjk22

Optimization problem: 

Laplacian eigenmaps Reconstruction term



How can we embed an entire graph or a subgraph? 

From node embedding to graph 
embedding 
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<latexit sha1_base64="0aMp+jPezpXrjxqPpr0LJaoFp34=">AAAB9XicbVDLSgMxFL1TX7W+qi7dBIvgapgRRZcFF7qsYB/QjiWTZtrQJDMkGaUM/Q83LhRx67+482/MtLPQ1gOBwzn3ck9OmHCmjed9O6WV1bX1jfJmZWt7Z3evun/Q0nGqCG2SmMeqE2JNOZO0aZjhtJMoikXIaTscX+d++5EqzWJ5byYJDQQeShYxgo2VHnoCmxHBPLuZ9v1Kv1rzXG8GtEz8gtSgQKNf/eoNYpIKKg3hWOuu7yUmyLAyjHA6rfRSTRNMxnhIu5ZKLKgOslnqKTqxygBFsbJPGjRTf29kWGg9EaGdzFPqRS8X//O6qYmugozJJDVUkvmhKOXIxCivAA2YosTwiSWYKGazIjLCChNji8pL8Be/vExaZ65/4Xp357W6W9RRhiM4hlPw4RLqcAsNaAIBBc/wCm/Ok/PivDsf89GSU+wcwh84nz/bbZIF</latexit>

G1
<latexit sha1_base64="GYPBDIbTfAPNc/xpCWP7mNx77N0=">AAAB9XicbVDLSgMxFL3xWeur6tJNsAiuhpmi6LLgQpcV7APasWTSTBuayQxJRilD/8ONC0Xc+i/u/Bsz7Sy09UDgcM693JMTJIJr47rfaGV1bX1js7RV3t7Z3duvHBy2dJwqypo0FrHqBEQzwSVrGm4E6ySKkSgQrB2Mr3O//ciU5rG8N5OE+REZSh5ySoyVHnoRMSNKRHYz7dfK/UrVddwZ8DLxClKFAo1+5as3iGkaMWmoIFp3PTcxfkaU4VSwabmXapYQOiZD1rVUkohpP5ulnuJTqwxwGCv7pMEz9fdGRiKtJ1FgJ/OUetHLxf+8bmrCKz/jMkkNk3R+KEwFNjHOK8ADrhg1YmIJoYrbrJiOiCLU2KLyErzFLy+TVs3xLhz37rxad4o6SnAMJ3AGHlxCHW6hAU2goOAZXuENPaEX9I4+5qMrqNg5gj9Anz/c8pIG</latexit>

G2

<latexit sha1_base64="2si0CjRhWfVZuedvjX+/M8TkKBA=">AAAB9XicbVDLSgMxFL3xWeur6tJNsAiuhhkf6LLgQpcV7APasWTSTBuayQxJRilD/8ONC0Xc+i/u/Bsz7Sy09UDgcM693JMTJIJr47rfaGl5ZXVtvbRR3tza3tmt7O03dZwqyho0FrFqB0QzwSVrGG4EayeKkSgQrBWMrnO/9ciU5rG8N+OE+REZSB5ySoyVHroRMUNKRHYz6Z2Ve5Wq67hT4EXiFaQKBeq9yle3H9M0YtJQQbTueG5i/Iwow6lgk3I31SwhdEQGrGOpJBHTfjZNPcHHVunjMFb2SYOn6u+NjERaj6PATuYp9byXi/95ndSEV37GZZIaJunsUJgKbGKcV4D7XDFqxNgSQhW3WTEdEkWosUXlJXjzX14kzVPHu3Dcu/NqzSnqKMEhHMEJeHAJNbiFOjSAgoJneIU39IRe0Dv6mI0uoWLnAP4Aff4A3neSBw==</latexit>

G3

<latexit sha1_base64="BRcF+PVS7ZMaXrXufkXkgzfO2XI=">AAAB9XicbVDLSgMxFL2pr1pfVZdugkVwNcyIosuCC11WsA9ox5JJM21oJjMkGaUM/Q83LhRx67+482/MtLPQ1gOBwzn3ck9OkAiujet+o9LK6tr6RnmzsrW9s7tX3T9o6ThVlDVpLGLVCYhmgkvWNNwI1kkUI1EgWDsYX+d++5EpzWN5byYJ8yMylDzklBgrPfQiYkaUiOxm2j+v9Ks113FnwMvEK0gNCjT61a/eIKZpxKShgmjd9dzE+BlRhlPBppVeqllC6JgMWddSSSKm/WyWeopPrDLAYazskwbP1N8bGYm0nkSBncxT6kUvF//zuqkJr/yMyyQ1TNL5oTAV2MQ4rwAPuGLUiIklhCpus2I6IopQY4vKS/AWv7xMWmeOd+G4d+e1ulPUUYYjOIZT8OAS6nALDWgCBQXP8Apv6Am9oHf0MR8toWLnEP4Aff4A3/ySCA==</latexit>

G4 <latexit sha1_base64="lG2GWO3Oh47LjQGX6uAEiH15D2g=">AAAB/XicbVDLSsNAFL2pr1pf8bFzM1iEuimJVHRZcKHLCvYBTQiT6aQdOnkwMxFqKP6KGxeKuPU/3Pk3TtostPXAwOGce7lnjp9wJpVlfRulldW19Y3yZmVre2d3z9w/6Mg4FYS2Scxj0fOxpJxFtK2Y4rSXCIpDn9OuP77O/e4DFZLF0b2aJNQN8TBiASNYackzj5xkxGpOiNWIYJ7dTL3GWcUzq1bdmgEtE7sgVSjQ8swvZxCTNKSRIhxL2betRLkZFooRTqcVJ5U0wWSMh7SvaYRDKt1sln6KTrUyQEEs9IsUmqm/NzIcSjkJfT2Zx5SLXi7+5/VTFVy5GYuSVNGIzA8FKUcqRnkVaMAEJYpPNMFEMJ0VkREWmChdWF6CvfjlZdI5r9sXdeuuUW3WizrKcAwnUAMbLqEJt9CCNhB4hGd4hTfjyXgx3o2P+WjJKHYO4Q+Mzx9HFpRj</latexit>

�(G4) <latexit sha1_base64="InTbZ04H6Zj2nHk/ZbRXn/+fQ0c=">AAAB/XicbVDLSsNAFL2pr1pf8bFzM1iEuimJD3RZcKHLCvYBTQiT6aQdOnkwMxFqKP6KGxeKuPU/3Pk3TtostPXAwOGce7lnjp9wJpVlfRulpeWV1bXyemVjc2t7x9zda8s4FYS2SMxj0fWxpJxFtKWY4rSbCIpDn9OOP7rO/c4DFZLF0b0aJ9QN8SBiASNYackzD5xkyGpOiNWQYJ7dTLyzk4pnVq26NQVaJHZBqlCg6ZlfTj8maUgjRTiWsmdbiXIzLBQjnE4qTippgskID2hP0wiHVLrZNP0EHWulj4JY6BcpNFV/b2Q4lHIc+noyjynnvVz8z+ulKrhyMxYlqaIRmR0KUo5UjPIqUJ8JShQfa4KJYDorIkMsMFG6sLwEe/7Li6R9Wrcv6tbdebVRL+oowyEcQQ1suIQG3EITWkDgEZ7hFd6MJ+PFeDc+ZqMlo9jZhz8wPn8ARZCUYg==</latexit>

�(G3)

<latexit sha1_base64="rdja12vb51MFVyrjkicP8A9jNL0=">AAAB/XicbVDLSsNAFL2pr1pf8bFzM1iEuilJUXRZcKHLCvYBTQiT6aQdOnkwMxFqKP6KGxeKuPU/3Pk3TtostPXAwOGce7lnjp9wJpVlfRulldW19Y3yZmVre2d3z9w/6Mg4FYS2Scxj0fOxpJxFtK2Y4rSXCIpDn9OuP77O/e4DFZLF0b2aJNQN8TBiASNYackzj5xkxGpOiNWIYJ7dTL3GWcUzq1bdmgEtE7sgVSjQ8swvZxCTNKSRIhxL2betRLkZFooRTqcVJ5U0wWSMh7SvaYRDKt1sln6KTrUyQEEs9IsUmqm/NzIcSjkJfT2Zx5SLXi7+5/VTFVy5GYuSVNGIzA8FKUcqRnkVaMAEJYpPNMFEMJ0VkREWmChdWF6CvfjlZdJp1O2LunV3Xm3WizrKcAwnUAMbLqEJt9CCNhB4hGd4hTfjyXgx3o2P+WjJKHYO4Q+Mzx9ECpRh</latexit>

�(G2)

<latexit sha1_base64="QUR9kJNHmQL2pt+qNQzvlilCqv0=">AAAB/XicbVDLSsNAFL3xWesrPnZuBotQNyERRZcFF7qsYB/QhDCZTtqhkwczE6GG4q+4caGIW//DnX/jpM1CWw8MHM65l3vmBClnUtn2t7G0vLK6tl7ZqG5ube/smnv7bZlkgtAWSXgiugGWlLOYthRTnHZTQXEUcNoJRteF33mgQrIkvlfjlHoRHsQsZAQrLfnmoZsOWd2NsBoSzPObie+cVn2zZlv2FGiROCWpQYmmb365/YRkEY0V4VjKnmOnysuxUIxwOqm6maQpJiM8oD1NYxxR6eXT9BN0opU+ChOhX6zQVP29keNIynEU6Mkippz3CvE/r5ep8MrLWZxmisZkdijMOFIJKqpAfSYoUXysCSaC6ayIDLHAROnCihKc+S8vkvaZ5VxY9t15rWGVdVTgCI6hDg5cQgNuoQktIPAIz/AKb8aT8WK8Gx+z0SWj3DmAPzA+fwBChJRg</latexit>

�(G1)

Original network Embedding space



Graph embedding: 

A pooling approach
! Compute a single embedding per graph

! Usually achieved by generating a graph/subgraph representation 

from the individual embeddings of each node

- sum, average, max operator 

- virtual nodes

- hierarchical approaches based on graph coarsening (more in the following lectures)  
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v1

v2

Original network Embedding space
<latexit sha1_base64="dSikSKg8IxAl1gwDKIP7IsbZRuA=">AAAB8nicbVDLSsNAFL3xWeur6tLNYBFclaQouiy40GUF+4A2lMl00g6dTMLMjVBCP8ONC0Xc+jXu/BsnbRbaemDgcM69zLknSKQw6Lrfztr6xubWdmmnvLu3f3BYOTpumzjVjLdYLGPdDajhUijeQoGSdxPNaRRI3gkmt7nfeeLaiFg94jThfkRHSoSCUbRSrx9RHDMqs7vZoFJ1a+4cZJV4BalCgeag8tUfxiyNuEImqTE9z03Qz6hGwSSflfup4QllEzriPUsVjbjxs3nkGTm3ypCEsbZPIZmrvzcyGhkzjQI7mUc0y14u/uf1Ugxv/EyoJEWu2OKjMJUEY5LfT4ZCc4ZyagllWtishI2ppgxtS2Vbgrd88ipp12veVc19uKw26kUdJTiFM7gAD66hAffQhBYwiOEZXuHNQefFeXc+FqNrTrFzAn/gfP4Ade6RUQ==</latexit>

G <latexit sha1_base64="MLMnix8waPoVAx+HNGtMzZuSx24=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoseCF48t2FZpQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMTqPqAaBZfYMtwIvE8U0igQ2AnGNzO/84RK81jemUmCfkSHkoecUWOl5kO/XHGr7hxklXg5qUCORr/81RvELI1QGiao1l3PTYyfUWU4Ezgt9VKNCWVjOsSupZJGqP1sfuiUnFllQMJY2ZKGzNXfExmNtJ5Ege2MqBnpZW8m/ud1UxNe+xmXSWpQssWiMBXExGT2NRlwhcyIiSWUKW5vJWxEFWXGZlOyIXjLL6+Sdq3qXVbd5kWlXsvjKMIJnMI5eHAFdbiFBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPs7+M0Q==</latexit>

Y

Learning node embeddings Merging node embeddings 



Graph embedding:

A sub-graph based approach
! Graph2vec: View the graph as a document and the rooted 

subgraphs around every node as words


! The embeddings of two graphs are close if they are composed of 
similar rooted subgraphs   
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<latexit sha1_base64="sdK3aCwcloVwOkC8sgs2rdJumtM=">AAACHXicbVDLSgMxFM3UV62vqks3wSLUTZmRim6EghuXFewDOnXIpGmbNo8hyahl7I+48VfcuFDEhRvxb0wfgrYeCBzOuYebe8KIUW1c98tJLSwuLa+kVzNr6xubW9ntnaqWscKkgiWTqh4iTRgVpGKoYaQeKYJ4yEgt7J+P/NoNUZpKcWUGEWly1BG0TTEyVgqyRZ+jO+jrmAdJ78wbXieMiI7pBnQIfSY7sJy/laoV9O5bEsecCBPQwyCbcwvuGHCeeFOSA1OUg+yH/xPHDGnd8NzINBOkDMWMDDN+rEmEcB91SMNSgTjRzWR83RAeWKUF21LZJwwcq78TCeJaD3hoJzkyXT3rjcT/vEZs2qfNhIooNkTgyaJ2zKCRcFQVbFFFsGEDSxBW1P4V4i5SCBtbaMaW4M2ePE+qRwXvuOBeFnOl4rSONNgD+yAPPHACSuAClEEFYPAAnsALeHUenWfnzXmfjKacaWYX/IHz+Q03iKKS</latexit>

max
lengthiX

j=1

logP (wordj |documenti)

<latexit sha1_base64="09jQS7AYJ6CZVwUJ7IpW04Z0jdM=">AAACHnicbVDLSgMxFM34rPVVdekmWIS6KTPSohuh4MZlBfuAzjhk0nQmbZIZkoxYxn6JG3/FjQtFBFf6N6aPhbYeuNzDOfeS3BMkjCpt29/W0vLK6tp6biO/ubW9s1vY22+qOJWYNHDMYtkOkCKMCtLQVDPSTiRBPGCkFQwux37rjkhFY3GjhwnxOAoF7VGMtJH8QtXl6B66KuV+1r9wRrcZIyLUkU9H0GVxCOsllQahREnk9x+mnZ74haJdtieAi8SZkSKYoe4XPt1ujFNOhMYMKdVx7ER7GZKaYkZGeTdVJEF4gELSMVQgTpSXTc4bwWOjdGEvlqaEhhP190aGuFJDHphJjnSk5r2x+J/XSXXv3MuoSFJNBJ4+1EsZ1DEcZwW7VBKs2dAQhCU1f4U4QhJhbRLNmxCc+ZMXSfO07FTL9nWlWKvM4siBQ3AESsABZ6AGrkAdNAAGj+AZvII368l6sd6tj+nokjXbOQB/YH39AO4Tou8=</latexit>

max
lengthiX

j=1

logP (subgraphj |graphi)



Graph2vec in a slide 
! Given a set of graphs, consider the set of all rooted subgraphs 

(i.e., neighborhoods) around every node (up to a certain degree) 
as vocabulary 

- Compute rooted subgraphs (i.e., a neighbourhood of certain degree) with WL 

kernel (from previous lecture!)

- WL kernels lead to non-linear substructures (contrary to random walks that are 

linear): better representation of the structure  

! Train embeddings by maximizing the probability of predicting 

subgraphs that exist in the input graph 
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[Narayanan et al. 2017. graph2vec: Learning Distributed Representations of Graphs]

Input Context



Outline
! Graph representation learning 


! Unsupervised graph embedding algorithms


! Illustrative applications 
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Applications
! Visualization


! Node related applications

- Node clustering 

- Node classification

- Node ranking


! Edge related applications

- Link prediction


! Graph related applications

- Graph classification

- Graph clustering  
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Visualization
! We usually visualise the embeddings on a two-dimensional (2D) 

space

- Dimensionality reduction by PCA, t-SNE

- Visualize each vector as a point in 2D space


! Visualizations can be used to infer latent dependencies in the 
data

- Example: 


• 2D representation of 12780 journals 

• Each dot represent a journal

• Each color denotes its discipline

• Embeddings reveal journal similarities across disciplines
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[Peng et al. 2021. Neural embeddings of scholarly periodicals reveal complex disciplinary organizations, Science]




Node clustering/Community detection 
! The karate-club example

- Compute node embeddings 

- Apply any clustering algorithm (e.g., K-means) on the learned embeddings
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Node 
embeddings


Clustering 
algorithm


e.g., K-means 



Link prediction 
! Node embeddings encode rich information about the network 

structure: they can be used to predict missing links 

! Embeddings of two nodes can be combined by different operators 

such as (a) average, (b) Hadamard product 
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[Grover et al. 2016. node2vec: Scalable Feature Learning for Networks, KDD]




Graph classification 
! Many applications in chemo/bioinformatics 

! Node/graph embeddings are followed by a classifier (e.g., SVM)

! Classical datasets: 

- MUTAG: chemical compounds labeled according to whether of not they have a 

mutagenic effect on a specific bacteria  

- PROTEINS:  collection of graphs whose nodes represent secondary structure 

elements and edges indicate neighborhood in the amino-acid sequence
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[Narayanan et al. 2017. graph2vec: Learning Distributed Representations of Graphs]




Summary  
! Feature learning on graphs is a data-driven (and ofter more 

flexible) alternative to designing hand-crafted features 


! Unsupervised learning on graphs provides representations i.e., 
embeddings, that are not adapted to specific tasks


! Different assumptions lead to different ways of preserving 
information from the original graph in the embedding space (e.g., 
weight matrix, random walks…)


! The choice of what structure information to preserve depends on 
the application  
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Limitations of the (discussed) 
embedding algorithms  
! Usually transductive not inductive 

- Learned embedding models often do not generalize to new nodes


! Do not incorporate node attributes 


! Independent of downstream tasks 


! No parameter sharing:

- Every node has its own unique embedding


! Graph neural networks: an alternative to (deeper) node/graph 
embeddings! 

47

Network Machine Learning - EE452

Dr Dorina Thanou 


Prof. Pascal Frossard



References
1. Graph representation learning (chap 3), William Hamilton 


2. A Comprehensive Survey of Graph Embedding: Problems, 
Techniques and Applications, Cai et al., 2017 


- https://arxiv.org/pdf/1709.07604.pdf

48

Network Machine Learning - EE452

Dr Dorina Thanou 


Prof. Pascal Frossard


