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Spectral graph theory in a nutshell
! Another way to look at networks or graphs


- We represent the graph as a connectivity matrix

- We study the eigenvectors and the eigenvalues of that matrix 


! What makes eigenvalues interesting: 

- Eigenvalues are usually related to vibrations

- Used by Shannon to determine the theoretical limit of information transmission

- Useful for solving the Schrödinger equation 

- Define the natural frequencies of the bridge 


Can we discover properties of the graph from the spectrum?


! Spectral graph theory: A topic studied from different perspectives

- Theoretical computer science, machine learning, statistics

- Differential geometry, mathematics, astronomy, chemistry, computer vision…  
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Outline
! Graph Laplacian operator 


! Eigendecomposition of the graph Laplacian

- What do the eigenvalues reveal about the graph?

- What are the basic properties of the eigenvectors?


! Applications

- Spectral embeddings

- Spectral clustering 

- PageRank 
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Recap of classical graph matrices
! Undirected graph of     nodes, i.e.,              :                       


! Adjacency matrix or weight matrix :


! If the graph is unweighted (often denoted as    ) : 
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<latexit sha1_base64="1Lb9XI3PrNvBRIoAdsSnrWVRmV4=">AAACXXicbVHfSxtBEN67qtX4K9aHPvRlMAgJhHAnFkVoUUqpjwomCrkQ9jaTuHFv79ydK4Qj/2Tf9KX/SvdiKvHHwMI338y3M/ttnClpKQgePP/D0vLKx9W1yvrG5tZ2dedTx6a5EdgWqUrNTcwtKqmxTZIU3mQGeRIrvI7vfpT1699orEz1FU0y7CV8pOVQCk6O6lfpF3yDepRwuhVcFZ1pE56Tny45azjiPueDRRoim8cWCe8hKuqyOW6cgGzCGCKpYeGuaPpfPGsqJ42bIBv9ai1oBbOAtyCcgxqbx0W/+icapCJPUJNQ3NpuGGTUK7ghKRROK1FuMePijo+w66DmCdpeMXNnCvuOGcAwNe5oghm7qCh4Yu0kiV1nubp9XSvJ92rdnIbHvULqLCfU4mnQMFdAKZRWw0AaFKQmDnBhpNsVxC03XJD7kIozIXz95Legc9AKv7aCy8Pa6fe5HavsC9tjdRayI3bKztkFazPBHj3mrXkV76+/7G/4W0+tvjfX7LIX4X/+B9zesC0=</latexit>

G = (V, E , A), E ✓ {(i, j) : i, j 2 V}, (i, j) = (j, i)

<latexit sha1_base64="j+pwUW7OPFwpsoSvAI+R3hXrCiw=">AAACOnicbVBNS8NAEN34WetX1KOXxaJ4KokoelEqXjy2YD+gKWWznbZLN5uwuxFL6O/y4q/w5sGLB0W8+gPcpKVo68DAmzfzmJnnR5wp7Tgv1sLi0vLKam4tv76xubVt7+zWVBhLClUa8lA2fKKAMwFVzTSHRiSBBD6Huj+4Sfv1e5CKheJODyNoBaQnWJdRog3VtivX+BJ7PvSYSPyAaMkeRjiPsYOPsJul55kyhRk1rcZMVnogOlNxvm0XnKKTBZ4H7gQU0CTKbfvZ64Q0DkBoyolSTdeJdCshUjPKYZT3YgURoQPSg6aBggSgWkn2+ggfGqaDu6E0KTTO2N+KhARKDQPfTJoD+2q2l5L/9Zqx7l60EiaiWIOg40XdmGMd4tRH3GESqOZDAwiVzNyKaZ9IQrVxOzXBnX15HtROiu5Z0amcFkpXEztyaB8doGPkonNUQreojKqIokf0it7Rh/VkvVmf1td4dMGaaPbQn7C+fwBpFqQ5</latexit>

A =

2

4
0 1 1
1 0 1
1 1 0

3
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<latexit sha1_base64="ct0RPaeI1dZW347DpjPStKduxvI=">AAAB8XicbVDLSgMxFL3xWeur6tJNsAiuyowouiy6cVnBPrAdSibNtKGZZEgyljL0L9y4UMStf+POvzFtZ6GtBwKHc+4h954wEdxYz/tGK6tr6xubha3i9s7u3n7p4LBhVKopq1MllG6FxDDBJatbbgVrJZqROBSsGQ5vp37ziWnDlXyw44QFMelLHnFKrJMeOz01kkRrNeqWyl7FmwEvEz8nZchR65a+XJimMZOWCmJM2/cSG2REW04FmxQ7qWEJoUPSZ21HJYmZCbLZxhN86pQejpR2T1o8U38nMhIbM45DNxkTOzCL3lT8z2unNroOMi6T1DJJ5x9FqcBW4en5uMc1o1aMHSFUc7crpgOiCbWupKIrwV88eZk0ziv+ZcW7vyhXb/I6CnAMJ3AGPlxBFe6gBnWgIOEZXuENGfSC3tHHfHQF5Zkj+AP0+QMAbZEh</latexit>

#

<latexit sha1_base64="C4/J0VoM5tgtiXbAeY2y7qDvnes=">AAACC3icbVDLSgMxFL1TX7W+Rl26CS1ChVJmRNGNUhDRZQXbCu1QMmmmDc08SDJCGbp346+4caGIW3/AnX9jph1EWw8Ezj3nXnLvcSPOpLKsLyO3sLi0vJJfLaytb2xumds7TRnGgtAGCXko7lwsKWcBbSimOL2LBMW+y2nLHV6kfuueCsnC4FaNIur4uB8wjxGstNQ1i1foDJU7PlYDgnnSHFfQT3Gpi9ZBpWuWrKo1AZondkZKkKHeNT87vZDEPg0U4VjKtm1FykmwUIxwOi50YkkjTIa4T9uaBtin0kkmt4zRvlZ6yAuFfoFCE/X3RIJ9KUe+qzvTPeWsl4r/ee1YeadOwoIoVjQg04+8mCMVojQY1GOCEsVHmmAimN4VkQEWmCgdX0GHYM+ePE+ah1X7uGrdHJVq51kcediDIpTBhhOowTXUoQEEHuAJXuDVeDSejTfjfdqaM7KZXfgD4+MbD7WZJg==</latexit>

G = (V, E ,W ),

<latexit sha1_base64="cWVNKNNcb2qcx0IeC7LZShLVzeE=">AAACYnicbVFNa9tAEF2pSZu6aeI0x/Yw1LQkEIxUWppLS6AUekwgjgNeY1brkb3JaiV2R02M0J/MLade+kO6lgXN18DC482btztvk0IrR1F0G4TP1tafv9h42Xm1+Xpru7vz5szlpZU4kLnO7XkiHGplcECKNJ4XFkWWaBwmlz+W/eFvtE7l5pQWBY4zMTMqVVKQpybdxXBSqYsavnXAF09wpkwlvaGrGwbgqhEcwEfghNdUqbTmsKcOLva5MsAzQXMpdPWzBs7bkei/Oqc52ivlcGXH0Uxb+0m3F/WjpuAxiFvQY20dT7o3fJrLMkNDUgvnRnFU0LgSlpTU3p+XDgshL8UMRx4akaEbV01ENXzwzBTS3PpjCBr27kQlMucWWeKVy43cw96SfKo3Kik9HFfKFCWhkauL0lID5bDMG6bKoiS98EBIq/xbQc6FFZL8r3R8CPHDlR+Ds0/9+Es/OvncO/rexrHB3rL3bI/F7Cs7Yr/YMRswyf4E68FWsB38DTvhTri7koZBO7PL7lX47h/1OLEu</latexit>

Wij =

(
wij , if (i, j) 2 E
0, otherwise

<latexit sha1_base64="KA0TFRQxn5SMoVWU0sHVbe7LU+w=">AAACXXicbVHRShtBFJ1da6uptdE++ODLpaHFgoTdUtEXi1AEHy00RsiEMDu5m4zOzi4zd9Ww7E/2rb74K50kC1rthYHDueeemXsmKbRyFEV/gnDl1errN2vrrbcb7zbft7e2L1xeWok9mevcXibCoVYGe6RI42VhUWSJxn5y/WPe79+gdSo3v2hW4DATE6NSJQV5atSm/qhSVzUct8AXT3CiTCW9oasXDEC8D5+BE95RpdKaw57av/rClQGeCZpKoavTGjhv1NGjOqcp2lvlcOnE0Ywb51G7E3WjRcFLEDegw5o6H7V/83EuywwNSS2cG8RRQcNKWFJSe39eOiyEvBYTHHhoRIZuWC3SqeGTZ8aQ5tYfQ7Bgn05UInNuliVeOd/IPe/Nyf/1BiWlR8NKmaIkNHJ5UVpqoBzmUcNYWZSkZx4IaZV/K8ipsEKS/5CWDyF+vvJLcPG1Gx90o5/fOiffmzjW2C77yPZYzA7ZCTtj56zHJLsPWLAetIKHcDXcCDeX0jBoZj6wfyrc+QuHLq6M</latexit>

Wij =

(
1, if (i, j) 2 E
0, otherwise

<latexit sha1_base64="zif0Ev2nrctGpCJ18B6/Xurx1lQ=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokoepKKF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dlZW19Y3Ngtbxe2d3b390sFhU8epYthgsYhVO6AaBZfYMNwIbCcKaRQIbAWju6nfekKleSwfzDhBP6IDyUPOqLFS/bZXKrsVdwayTLyclCFHrVf66vZjlkYoDRNU647nJsbPqDKcCZwUu6nGhLIRHWDHUkkj1H42O3RCTq3SJ2GsbElDZurviYxGWo+jwHZG1Az1ojcV//M6qQmv/YzLJDUo2XxRmApiYjL9mvS5QmbE2BLKFLe3EjakijJjsynaELzFl5dJ87ziXVbc+kW5epPHUYBjOIEz8OAKqnAPNWgAA4RneIU359F5cd6dj3nripPPHMEfOJ8/kvuMxQ==</latexit>

A

<latexit sha1_base64="2YX7MB0qi0T2FLGdzu8RF/asXB8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHhswX5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8MJME/YgOJQ85o8ZKjXa/XHGr7hxklXg5qUCOer/81RvELI1QGiao1l3PTYyfUWU4Ezgt9VKNCWVjOsSupZJGqP1sfuiUnFllQMJY2ZKGzNXfExmNtJ5Ege2MqBnpZW8m/ud1UxPe+BmXSWpQssWiMBXExGT2NRlwhcyIiSWUKW5vJWxEFWXGZlOyIXjLL6+S1kXVu6q6jctK7TaPowgncArn4ME11OAe6tAEBgjP8ApvzqPz4rw7H4vWgpPPHMMfOJ8/tFOM2w==</latexit>

W

<latexit sha1_base64="VElqasBsuT/Z333w2BsaqdPFpK4=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokoepKCF0/Sgv2ANpTNdtKu3WzC7kYoob/AiwdFvPqTvPlv3LY5aOuDgcd7M8zMCxLBtXHdb2dldW19Y7OwVdze2d3bLx0cNnWcKoYNFotYtQOqUXCJDcONwHaikEaBwFYwup36rSdUmsfywYwT9CM6kDzkjBor1e97pbJbcWcgy8TLSRly1Hqlr24/ZmmE0jBBte54bmL8jCrDmcBJsZtqTCgb0QF2LJU0Qu1ns0Mn5NQqfRLGypY0ZKb+nshopPU4CmxnRM1QL3pT8T+vk5rw2s+4TFKDks0XhakgJibTr0mfK2RGjC2hTHF7K2FDqigzNpuiDcFbfHmZNM8r3mXFrV+Uqzd5HAU4hhM4Aw+uoAp3UIMGMEB4hld4cx6dF+fd+Zi3rjj5zBH8gfP5A6avjNI=</latexit>

N
<latexit sha1_base64="n5MK/9XlZfmokNQhb2cyquAEbHs=">AAAB+nicbVDLSsNAFL2pr1pfqS7dDBbBVUlE0Y1ScONKKtgHtKFMppN26GQSZiZKSfspblwo4tYvceffOGmz0NYDA4dz7uWeOX7MmdKO820VVlbX1jeKm6Wt7Z3dPbu831RRIgltkIhHsu1jRTkTtKGZ5rQdS4pDn9OWP7rJ/NYjlYpF4kGPY+qFeCBYwAjWRurZ5Uk3xHpIME+b0wm6Qnc9u+JUnRnQMnFzUoEc9Z791e1HJAmp0IRjpTquE2svxVIzwum01E0UjTEZ4QHtGCpwSJWXzqJP0bFR+iiIpHlCo5n6eyPFoVLj0DeTWU616GXif14n0cGllzIRJ5oKMj8UJBzpCGU9oD6TlGg+NgQTyUxWRIZYYqJNWyVTgrv45WXSPK2651Xn/qxSu87rKMIhHMEJuHABNbiFOjSAwBM8wyu8WRPrxXq3PuajBSvfOYA/sD5/ALM8k5w=</latexit>

|V| = N



Recap of classical graph matrices
! Neighborhood of node   : Set of nodes connected to                               

node   by an edge 


! Degree of a node   : It is the sum of the weights of the             
edges incident to node


! Degree matrix: A diagonal matrix containing the                          
degree of each node
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<latexit sha1_base64="j+pwUW7OPFwpsoSvAI+R3hXrCiw=">AAACOnicbVBNS8NAEN34WetX1KOXxaJ4KokoelEqXjy2YD+gKWWznbZLN5uwuxFL6O/y4q/w5sGLB0W8+gPcpKVo68DAmzfzmJnnR5wp7Tgv1sLi0vLKam4tv76xubVt7+zWVBhLClUa8lA2fKKAMwFVzTSHRiSBBD6Huj+4Sfv1e5CKheJODyNoBaQnWJdRog3VtivX+BJ7PvSYSPyAaMkeRjiPsYOPsJul55kyhRk1rcZMVnogOlNxvm0XnKKTBZ4H7gQU0CTKbfvZ64Q0DkBoyolSTdeJdCshUjPKYZT3YgURoQPSg6aBggSgWkn2+ggfGqaDu6E0KTTO2N+KhARKDQPfTJoD+2q2l5L/9Zqx7l60EiaiWIOg40XdmGMd4tRH3GESqOZDAwiVzNyKaZ9IQrVxOzXBnX15HtROiu5Z0amcFkpXEztyaB8doGPkonNUQreojKqIokf0it7Rh/VkvVmf1td4dMGaaPbQn7C+fwBpFqQ5</latexit>

A =

2

4
0 1 1
1 0 1
1 1 0

3

5

<latexit sha1_base64="OJ5DZ0fRDEdXRj66LbEAgtF92Jc=">AAACOnicbVA9SwNBEN2LXzF+RS1tFoNiFe6Coo0S0MIyAfMBuRD2NpNkyd7esbsnhiO/y8ZfYWdhY6GIrT/AvUsImjgw8ObNPGbmeSFnStv2i5VZWl5ZXcuu5zY2t7Z38rt7dRVEkkKNBjyQTY8o4ExATTPNoRlKIL7HoeENr5N+4x6kYoG406MQ2j7pC9ZjlGhDdfLVG3yJXQ/6TMSeT7RkD2Ocw7iEj7GdpuuaMoEpNasmTFq6ILozca6TL9hFOw28CJwpKKBpVDr5Z7cb0MgHoSknSrUcO9TtmEjNKIdxzo0UhIQOSR9aBgrig2rH6etjfGSYLu4F0qTQOGV/K2LiKzXyPTNpDhyo+V5C/tdrRbp30Y6ZCCMNgk4W9SKOdYATH3GXSaCajwwgVDJzK6YDIgnVxu3EBGf+5UVQLxWds6JdPS2Ur6Z2ZNEBOkQnyEHnqIxuUQXVEEWP6BW9ow/ryXqzPq2vyWjGmmr20Z+wvn8AbpKkPA==</latexit>

D =

2

4
2 0 0
0 2 0
0 0 2

3

5

<latexit sha1_base64="ct0RPaeI1dZW347DpjPStKduxvI=">AAAB8XicbVDLSgMxFL3xWeur6tJNsAiuyowouiy6cVnBPrAdSibNtKGZZEgyljL0L9y4UMStf+POvzFtZ6GtBwKHc+4h954wEdxYz/tGK6tr6xubha3i9s7u3n7p4LBhVKopq1MllG6FxDDBJatbbgVrJZqROBSsGQ5vp37ziWnDlXyw44QFMelLHnFKrJMeOz01kkRrNeqWyl7FmwEvEz8nZchR65a+XJimMZOWCmJM2/cSG2REW04FmxQ7qWEJoUPSZ21HJYmZCbLZxhN86pQejpR2T1o8U38nMhIbM45DNxkTOzCL3lT8z2unNroOMi6T1DJJ5x9FqcBW4en5uMc1o1aMHSFUc7crpgOiCbWupKIrwV88eZk0ziv+ZcW7vyhXb/I6CnAMJ3AGPlxBFe6gBnWgIOEZXuENGfSC3tHHfHQF5Zkj+AP0+QMAbZEh</latexit>

#

<latexit sha1_base64="ct0RPaeI1dZW347DpjPStKduxvI=">AAAB8XicbVDLSgMxFL3xWeur6tJNsAiuyowouiy6cVnBPrAdSibNtKGZZEgyljL0L9y4UMStf+POvzFtZ6GtBwKHc+4h954wEdxYz/tGK6tr6xubha3i9s7u3n7p4LBhVKopq1MllG6FxDDBJatbbgVrJZqROBSsGQ5vp37ziWnDlXyw44QFMelLHnFKrJMeOz01kkRrNeqWyl7FmwEvEz8nZchR65a+XJimMZOWCmJM2/cSG2REW04FmxQ7qWEJoUPSZ21HJYmZCbLZxhN86pQejpR2T1o8U38nMhIbM45DNxkTOzCL3lT8z2unNroOMi6T1DJJ5x9FqcBW4en5uMc1o1aMHSFUc7crpgOiCbWupKIrwV88eZk0ziv+ZcW7vyhXb/I6CnAMJ3AGPlxBFe6gBnWgIOEZXuENGfSC3tHHfHQF5Zkj+AP0+QMAbZEh</latexit>

#
<latexit sha1_base64="kZAtGCDp4xSRdkMmT8lKDL9dSR0=">AAACWXicbVHPi9NAGJ1k7Vq76kZ79DJYVjxISZYVvVQKevDYBfsDmhIm0y/ttJNJmPmilpB/cg+C+K94cJoGVlsfDDze9+bNzJs4l8Kg7/903LMHrfOH7Uedi8dPnl56z55PTFZoDmOeyUzPYmZACgVjFChhlmtgaSxhGm8/7ufTr6CNyNQX3OWwSNlKiURwhlaKvPxTVIpNRQcdahHGsBKq5DbQVLViNVOkUbmpprXxDX1FQ4TvWIqkCqkYbGgYNk7/fpjhGvQ3YeCQEoJaNqmR1/P7fg16SoKG9EiDUeTdhcuMFyko5JIZMw/8HBcl0yi4tPlhYSBnfMtWMLdUsRTMoqybqeiVVZY0ybRdCmmt/r2jZKkxuzS2zpTh2hzP9uL/ZvMCk/eLUqi8QFD8cFBSSIoZ3ddMl0IDR7mzhHEt7F0pXzPNONrP6NgSguMnn5LJdT942/dvb3rDD00dbfKCvCSvSUDekSH5TEZkTDj5QX47Lefc+eU6btvtHKyu0+zpkn/gdv8AV4OvDA==</latexit>

Dij =

(P
j Wij , if i = j

0, otherwise

<latexit sha1_base64="2YX7MB0qi0T2FLGdzu8RF/asXB8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHhswX5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8MJME/YgOJQ85o8ZKjXa/XHGr7hxklXg5qUCOer/81RvELI1QGiao1l3PTYyfUWU4Ezgt9VKNCWVjOsSupZJGqP1sfuiUnFllQMJY2ZKGzNXfExmNtJ5Ege2MqBnpZW8m/ud1UxPe+BmXSWpQssWiMBXExGT2NRlwhcyIiSWUKW5vJWxEFWXGZlOyIXjLL6+S1kXVu6q6jctK7TaPowgncArn4ME11OAe6tAEBgjP8ApvzqPz4rw7H4vWgpPPHMMfOJ8/tFOM2w==</latexit>

W

<latexit sha1_base64="425PAMoRUmoZG1niVJqqDUufkSk=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHhswX5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8MJME/YgOJQ85o8ZKDd4vV9yqOwdZJV5OKpCj3i9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1IQ3fsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukdVH1rqpu47JSu83jKMIJnMI5eHANNbiHOjSBAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPz5uM7Q==</latexit>

i
<latexit sha1_base64="425PAMoRUmoZG1niVJqqDUufkSk=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHhswX5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8MJME/YgOJQ85o8ZKDd4vV9yqOwdZJV5OKpCj3i9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1IQ3fsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukdVH1rqpu47JSu83jKMIJnMI5eHANNbiHOjSBAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPz5uM7Q==</latexit>

i

<latexit sha1_base64="425PAMoRUmoZG1niVJqqDUufkSk=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHhswX5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8MJME/YgOJQ85o8ZKDd4vV9yqOwdZJV5OKpCj3i9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1IQ3fsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukdVH1rqpu47JSu83jKMIJnMI5eHANNbiHOjSBAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPz5uM7Q==</latexit>

i

<latexit sha1_base64="AJelEWteyinopH69IHJ5wTXkeFY=">AAACFHicbVDLSsNAFJ3UV62vqks3g0WoKCURRRGUggiupIJ9QBPCZDppp51MwsxEKCEf4cZfceNCEbcu3Pk3TtsgWj1w4XDOvdx7jxcxKpVpfhq5mdm5+YX8YmFpeWV1rbi+0ZBhLDCp45CFouUhSRjlpK6oYqQVCYICj5GmN7gY+c07IiQN+a0aRsQJUJdTn2KktOQW9+wAqR5GLLlOXXoG7aQPT2GZ7vd3bcrht3uZ2qlbLJkVcwz4l1gZKYEMNbf4YXdCHAeEK8yQlG3LjJSTIKEoZiQt2LEkEcID1CVtTTkKiHSS8VMp3NFKB/qh0MUVHKs/JxIUSDkMPN05OlJOeyPxP68dK//ESSiPYkU4nizyYwZVCEcJwQ4VBCs21ARhQfWtEPeQQFjpHAs6BGv65b+kcVCxjirmzWGpep7FkQdbYBuUgQWOQRVcgRqoAwzuwSN4Bi/Gg/FkvBpvk9ackc1sgl8w3r8ALjKdpA==</latexit>

Ni = {j : (i, j) 2 E}

<latexit sha1_base64="425PAMoRUmoZG1niVJqqDUufkSk=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHhswX5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8MJME/YgOJQ85o8ZKDd4vV9yqOwdZJV5OKpCj3i9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1IQ3fsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukdVH1rqpu47JSu83jKMIJnMI5eHANNbiHOjSBAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPz5uM7Q==</latexit>

i
<latexit sha1_base64="6BgrrWz/h2jVW+IUpkGzgLqijic=">AAACEHicbVDLSsNAFJ3UV62vqEs3g0V0VRJRdKMUdOFKKtgHNCFMppN22skkzEyEEvIJbvwVNy4UcevSnX/jpM1CWw8MHM45l7n3+DGjUlnWt1FaWFxaXimvVtbWNza3zO2dlowSgUkTRywSHR9JwignTUUVI51YEBT6jLT90VXutx+IkDTi92ocEzdEfU4DipHSkmceXnspzeAFdGQSeunQoRw6IVIDjFh6m3k0a+vAMPPMqlWzJoDzxC5IFRRoeOaX04twEhKuMENSdm0rVm6KhKKYkaziJJLECI9Qn3Q15Sgk0k0nB2XwQCs9GERCP67gRP09kaJQynHo62S+q5z1cvE/r5uo4NxNKY8TRTiefhQkDKoI5u3AHhUEKzbWBGFB9a4QD5BAWOkOK7oEe/bkedI6rtmnNevupFq/LOoogz2wD46ADc5AHdyABmgCDB7BM3gFb8aT8WK8Gx/TaMkoZnbBHxifPwoYnTw=</latexit>

Di =
X

j2Ni

Wij



The graph Laplacian matrix
! The combinatorial Laplacian is defined as:


- Symmetric

- Off-diagonal entries non-positive 

- Rows sum up to zero  


! It is a positive semi-definite matrix: 

- For each function                , where      is the value on the      node of the graph:
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<latexit sha1_base64="7GADdbkcgoEXWR6E73XJR0HYi6A=">AAACQHicbZA7T8MwEMed8irlVWBksahALFRJBYIFVImFgaFI9CE1VeW419aq40S2g6iifjQWPgIbMwsDCLEy4aYRj5aTbP3vd3d+/L2QM6Vt+8nKzM0vLC5ll3Mrq2vrG/nNrZoKIkmhSgMeyIZHFHAmoKqZ5tAIJRDf41D3Bhfjev0WpGKBuNHDEFo+6QnWZZRog9r5+hU+w64HPSZizydasrsRzmFcwvv40JlsrmtAkkzoT57CBLggOt9H5Nr5gl20k8CzwklFAaVRaecf3U5AIx+Eppwo1XTsULdiIjWjHEY5N1IQEjogPWgaKYgPqhUnBozwniEd3A2kWULjhP6eiImv1ND3TKd5YF9N18bwv1oz0t3TVsxEGGkQdHJRN+JYB3jsJu4wCVTzoRGESmbeimmfSEK18XxsgjP95VlRKxWd46J9fVQon6d2ZNEO2kUHyEEnqIwuUQVVEUX36Bm9ojfrwXqx3q2PSWvGSme20Z+wPr8Abg+llA==</latexit>

L =

2

4
2 �1 �1
�1 2 �1
�1 �1 2

3

5<latexit sha1_base64="98TgsdnDzCZzXBIbwPgJWyzr1fw=">AAAB7nicbVA9SwNBEJ2LXzF+RS1tFoNgY7gTRRsloIWFRQSTCyRH2NvsJUt2947dPSEc+RE2ForY+nvs/Ddukis08cHA470ZZuaFCWfauO63U1haXlldK66XNja3tnfKu3tNHaeK0AaJeaxaIdaUM0kbhhlOW4miWISc+uHwZuL7T1RpFstHM0poIHBfsogRbKzk36MrdHvid8sVt+pOgRaJl5MK5Kh3y1+dXkxSQaUhHGvd9tzEBBlWhhFOx6VOqmmCyRD3adtSiQXVQTY9d4yOrNJDUaxsSYOm6u+JDAutRyK0nQKbgZ73JuJ/Xjs10WWQMZmkhkoyWxSlHJkYTX5HPaYoMXxkCSaK2VsRGWCFibEJlWwI3vzLi6R5WvXOq+7DWaV2ncdRhAM4hGPw4AJqcAd1aACBITzDK7w5ifPivDsfs9aCk8/swx84nz9yT45R</latexit>

L = D �W

<latexit sha1_base64="44hminLsTemvmmz76K99iby8GzU=">AAACzXicbVJNb9QwEHXCV1m+tnDkMmIF2krtKlkJ0UtRJXpACEFB3W6l9e7KcZzUW8cJtoO0hHDl/3Hjzg9hkgZRWkay9GbevJnx2FGhpHVB8NPzr12/cfPWxu3enbv37j/obz48tnlpuJjwXOXmJGJWKKnFxEmnxElhBMsiJabR2auGn34WxspcH7l1IeYZS7VMJGcOQ8v+LxqJVOqKKZnqukd1rsssEgaSxRG8hQT2GjQ8gB2YbiXwDH1qy2xZSURhvXgHcICOrCFZysUY0zp6e/UnAQk8K5hidFUDpRe6tPUSw3gV1tW4/ivea6WdZNiU2GmKbGELmgoItoF+KlmM4twwpSChUgPNmDuNouojantU6Li71rI/CEZBa3AVhB0YkM4Ol/0fNM55mQntuGLWzsKgcPOKGSe5Erim0oqC8TOWihlCzTJh51X7GjU8xUgMOBce7aCNXlRULLN2nUWY2cxrL3NN8H/crHTJ7rySuiid0Py8UVIqcDk0TwuxNII7tUbAuJE4K/BThst1+AF6uITw8pWvguPxKHw+Cj6MB/svu3VskMfkCRmSkLwg++Q1OSQTwr03XuGtvS/+e7/0v/rfzlN9r9M8Iv+Y//036MzX7A==</latexit>

fTLf = fT (D �W )f =
NX

i=1

Diif
2
i �

NX

i,j=1

fifjWij

=
1

2

NX

i,j=1

Wij(fi � fj)
2 � 0, 8f 2 RN

<latexit sha1_base64="s+MQwk6LSYYhUTK/TB08lh7en3I=">AAACAnicbVDLSsNAFJ34rPUVdSVuBovgqiSi6EYpuHHhooJ9QBvKZDpph04mYeZGLCG48VfcuFDErV/hzr9x2gbR1gMXzpxzL3Pv8WPBNTjOlzU3v7C4tFxYKa6urW9s2lvbdR0lirIajUSkmj7RTHDJasBBsGasGAl9wRr+4HLkN+6Y0jyStzCMmReSnuQBpwSM1LF3r3Eb2D34Qepm+Pzn4WQdu+SUnTHwLHFzUkI5qh37s92NaBIyCVQQrVuuE4OXEgWcCpYV24lmMaED0mMtQyUJmfbS8QkZPjBKFweRMiUBj9XfEykJtR6GvukMCfT1tDcS//NaCQRnXsplnACTdPJRkAgMER7lgbtcMQpiaAihiptdMe0TRSiY1IomBHf65FlSPyq7J2Xn5rhUucjjKKA9tI8OkYtOUQVdoSqqIYoe0BN6Qa/Wo/VsvVnvk9Y5K5/ZQX9gfXwDQZiWsQ==</latexit>

L1 = 0

<latexit sha1_base64="ct0RPaeI1dZW347DpjPStKduxvI=">AAAB8XicbVDLSgMxFL3xWeur6tJNsAiuyowouiy6cVnBPrAdSibNtKGZZEgyljL0L9y4UMStf+POvzFtZ6GtBwKHc+4h954wEdxYz/tGK6tr6xubha3i9s7u3n7p4LBhVKopq1MllG6FxDDBJatbbgVrJZqROBSsGQ5vp37ziWnDlXyw44QFMelLHnFKrJMeOz01kkRrNeqWyl7FmwEvEz8nZchR65a+XJimMZOWCmJM2/cSG2REW04FmxQ7qWEJoUPSZ21HJYmZCbLZxhN86pQejpR2T1o8U38nMhIbM45DNxkTOzCL3lT8z2unNroOMi6T1DJJ5x9FqcBW4en5uMc1o1aMHSFUc7crpgOiCbWupKIrwV88eZk0ziv+ZcW7vyhXb/I6CnAMJ3AGPlxBFe6gBnWgIOEZXuENGfSC3tHHfHQF5Zkj+AP0+QMAbZEh</latexit>

#

<latexit sha1_base64="Ltg6/EHSu7ng08gttDdfX1AiRz4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0nEYo8FLx4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbud+54lrI2L1iNOE+xEdKREKRtFKD+FADMoVt+ouQNaJl5MK5GgOyl/9YczSiCtkkhrT89wE/YxqFEzyWamfGp5QNqEj3rNU0YgbP1ucOiMXVhmSMNa2FJKF+nsio5Ex0yiwnRHFsVn15uJ/Xi/FsO5nQiUpcsWWi8JUEozJ/G8yFJozlFNLKNPC3krYmGrK0KZTsiF4qy+vk/ZV1atV3fvrSqOex1GEMziHS/DgBhpwB01oAYMRPMMrvDnSeXHenY9la8HJZ07hD5zPH0N0jcA=</latexit>

fi
<latexit sha1_base64="I8u1azA8UOSCS7jfsOSFLMU6+JQ=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSSi2GPBi8cK9gPaWDbbTbt2sxt2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZemAhu0PO+ncLa+sbmVnG7tLO7t39QPjxqGZVqyppUCaU7ITFMcMmayFGwTqIZiUPB2uH4Zua3n5g2XMl7nCQsiMlQ8ohTglZq8YcMR9N+ueJVvTncVeLnpAI5Gv3yV2+gaBoziVQQY7q+l2CQEY2cCjYt9VLDEkLHZMi6lkoSMxNk82un7plVBm6ktC2J7lz9PZGR2JhJHNrOmODILHsz8T+vm2JUCzIukxSZpItFUSpcVO7sdXfANaMoJpYQqrm91aUjoglFG1DJhuAvv7xKWhdV/6rq3V1W6rU8jiKcwCmcgw/XUIdbaEATKDzCM7zCm6OcF+fd+Vi0Fpx85hj+wPn8AeCfj0s=</latexit>

ith
<latexit sha1_base64="AV+8j2NFoNyqjtAB3x6G/GMqL/M=">AAACBHicbVDLSsNAFL3xWesr6rKbYBFclUQUi6uCG5dV7AOaUCbTSTt0MgkzE6GELNz4K25cKOLWj3Dn3zhJs9DWAwNnzrmXe+/xY0alsu1vY2V1bX1js7JV3d7Z3ds3Dw67MkoEJh0csUj0fSQJo5x0FFWM9GNBUOgz0vOn17nfeyBC0ojfq1lMvBCNOQ0oRkpLQ7MWXLkhUhOMWNrNXBVZxdf307tsaNbthl3AWiZOSepQoj00v9xRhJOQcIUZknLg2LHyUiQUxYxkVTeRJEZ4isZkoClHIZFeWhyRWSdaGVlBJPTjyirU3x0pCqWchb6uzDeUi14u/ucNEhU0vZTyOFGE4/mgIGGWvjVPxBpRQbBiM00QFlTvauEJEggrnVtVh+AsnrxMumcN56Jh357XW80yjgrU4BhOwYFLaMENtKEDGB7hGV7hzXgyXox342NeumKUPUfwB8bnD/8AmEo=</latexit>

f : V ! R



Connection to continuous Laplacian 
! Graph Laplacian: A discrete differential operator 


! The Laplace operator:

- A second-order differential operator: divergence of the gradient 


- The gradient is defined as: 


- Finally, the Laplacian is: 


! The Laplacian matrix is the graph analogue to the Laplace operator 
on continuous functions! 

8

Network Machine Learning - EE452

Dr Dorina Thanou 


Prof. Pascal Frossard

<latexit sha1_base64="Mbuy8wsQ/9363zRMYJIkrCVqab0=">AAACSHichVBLS8QwGEzX17q+Vj16CS6CgpRWFL0IghdPsoL7gO1SvmbTNZimJUnFpfTnefHozd/gxYMi3kx3Cz7BgcAwM9+XZIKEM6Ud59GqTE3PzM5V52sLi0vLK/XVtbaKU0loi8Q8lt0AFOVM0JZmmtNuIilEAaed4Pq08Ds3VCoWi0s9Smg/gqFgISOgjeTXfU9AwAGHx9gL2BBvY28QSiCZl4DUDDgO809+67v5Lsa2be/+kzvPx/t2/HrDsZ0x8G/ilqSBSjT9+oM3iEkaUaEJB6V6rpPoflYsJpzmNS9VNAFyDUPaM1RARFU/GxeR4y2jDHAYS3OExmP160QGkVKjKDDJCPSV+ukV4l9eL9XhUT9jIkk1FWRyUZhyrGNctIoHTFKi+cgQIJKZt2JyBaYfbbqvmRLcn1/+Tdp7tntgOxf7jZOjso4q2kCbaBu56BCdoDPURC1E0B16Qi/o1bq3nq03630SrVjlzDr6hkrlAz7TsN0=</latexit>

rf =
� @f

@x1
, ...,

@f

@xN

�

<latexit sha1_base64="Sb7U+h9JN7ZIRSnaDp+naaReLg4=">AAAB/nicbVBNS8NAEN3Ur1q/ouLJy2IRPJWkKPYiFPTgsYL9gCaWyXbTLt1swu5GKKHgX/HiQRGv/g5v/hu3bQ7a+mDg8d4MM/OChDOlHefbKqysrq1vFDdLW9s7u3v2/kFLxakktEliHstOAIpyJmhTM81pJ5EUooDTdjC6nvrtRyoVi8W9HifUj2AgWMgIaCP17CPvhnINOMRX2BMQcHio4rBnl52KMwNeJm5OyihHo2d/ef2YpBEVmnBQqus6ifYzkJoRTiclL1U0ATKCAe0aKiCiys9m50/wqVH6OIylKaHxTP09kUGk1DgKTGcEeqgWvan4n9dNdVjzMyaSVFNB5ovClGMd42kWuM8kJZqPDQEimbkVkyFIINokVjIhuIsvL5NWteJeVJy783K9lsdRRMfoBJ0hF12iOrpFDdREBGXoGb2iN+vJerHerY95a8HKZw7RH1ifPwA1lDA=</latexit>

�f = r2f

<latexit sha1_base64="hmsd6Nq/zgKQOmGf6nB5jfVQh0c=">AAACKHicbVDLSsNAFJ34rPUVdelmsAiuSlIUuxELunAlFewDmjRMJpN26OTBzEQsIZ/jxl9xI6JIt36Jkzagth4YOHPOvXfmHjdmVEjDmGhLyyura+uljfLm1vbOrr633xZRwjFp4YhFvOsiQRgNSUtSyUg35gQFLiMdd3SV+50HwgWNwns5jokdoEFIfYqRVJKjX1rXhEkEfXgBLZEETkoVM7P+LbQ8nyOcWjHikiIG+zXoZz/XR4f2a5mjV4yqMQVcJGZBKqBA09HfLC/CSUBCiRkSomcasbTTfChmJCtbiSAxwiM0ID1FQxQQYafTRTN4rBQP+hFXJ5Rwqv7uSFEgxDhwVWWA5FDMe7n4n9dLpF+3UxrGiSQhnj3kJwzKCOapQY9ygiUbK4Iwp+qvEA+RikeqbMsqBHN+5UXSrlXNs6pxd1pp1Is4SuAQHIETYIJz0AA3oAlaAIMn8ALewYf2rL1qn9pkVrqkFT0H4A+0r2/zyKVT</latexit>

�f =
NX

i=1

@2f

@x2
i

<latexit sha1_base64="TMHkS0yEPHk1foLKVERrQLDURyA=">AAACJnicbVDLSsNAFJ3UV62vqEs3g0VoQUsiirooFNy4EKlgH9CUMJlO2mknkzAzEUrI17jxV9y4qIi481OctF1o9cAwh3Pu5d57vIhRqSzr08gtLa+sruXXCxubW9s75u5eU4axwKSBQxaKtockYZSThqKKkXYkCAo8Rlre6DrzW49ESBryBzWOSDdAfU59ipHSkmtWHY/2S7d+9pVLtAyr0JFx4CZDh3LoBEgNMGLJXerStOUm9HiYlnyXwhPou8OyaxatijUF/EvsOSmCOequOXF6IY4DwhVmSMqObUWqmyChKGYkLTixJBHCI9QnHU05CojsJtMzU3iklR70Q6EfV3Cq/uxIUCDlOPB0Zba3XPQy8T+vEyv/sptQHsWKcDwb5McMqhBmmcEeFQQrNtYEYUH1rhAPkEBY6WQLOgR78eS/pHlasc8r1v1ZsXY1jyMPDsAhKAEbXIAauAF10AAYPIEXMAFvxrPxarwbH7PSnDHv2Qe/YHx9A+rhpC8=</latexit>�
Lf

�
(i) =

X

j2Ni

Wi,j(fi � fj)



Illustrative example
! Example: Unweighted grid graph 
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<latexit sha1_base64="tTiRYHeuzVcAfM+OlnBU/54xeYs=">AAACZHichVHLSgMxFM2Mj9ZadWpxJUiwCC1KmSmK3QgFXbisYB/QaYdMmmlDMw+SjHQY+pPuXLrxO0wfUG0FLwTOPecebnLiRowKaZofmr6zu7efyR7kDvNHxydG4bQtwphj0sIhC3nXRYIwGpCWpJKRbsQJ8l1GOu7kca533ggXNAxeZRKRvo9GAfUoRlJRjpHagvrQHnoc4dSOEJcUMTioQW+2bqeD2gyWp455AxPHrMDr/wzJhuEBlu0nwiSCXmVNO0bJrJqLgtvAWoESWFXTMd7tYYhjnwQSMyREzzIj2U/nSzEjs5wdCxIhPEEj0lMwQD4R/XQR0gxeKWYIvZCrE0i4YH86UuQLkfiumvSRHItNbU7+pfVi6dX7KQ2iWJIALxd5MYMyhPPE4ZBygiVLFECYU3VXiMdIxSfVv+RUCNbmk7dBu1a17qrmy22pUV/FkQXn4BKUgQXuQQM8gyZoAQw+tYxmaAXtS8/rRf1sOaprK08R/Cr94hs7ULMB</latexit>

⇠ @2f

@x2
(x0, y0) +

@2f

@y2
(x0, y0) = (�f)(x0, y0)

<latexit sha1_base64="v2sqBhyTl/f2aMXj/E0zT3tvF7E=">AAACgXicjVFLSwMxEM6u7/qqevQyWJUW3ZKIoiCC4MWDBwWrwnZZsmm2BrMPkqxYiv4Of5c3/4yYbivUx8GBwPeYmSQzUS6FNhi/O+7E5NT0zOxcZX5hcWm5urJ6o7NCMd5imczUXUQ1lyLlLSOM5He54jSJJL+NHs4G/u0jV1pk6bXp5TxIaDcVsWDUWCmsvnpwEddFA+AEXmAb/Lj+FOIdsgu9EDfAg5IPWWCpP8a/XI98+e12ZRtgZzzLMvLPPiXzyLBPWK3hJi4DfgMyAjU0isuw+tbuZKxIeGqYpFr7BOcm6FNlBJP8udIuNM8pe6Bd7luY0oTroF9O8Bm2rNKBOFP2pAZKdbyiTxOte0lkMxNq7vVPbyD+5fmFiY+CvkjzwvCUDS+KCwkmg8E6oCMUZ0b2LKBMCftWYPdUUWbs0gZDID+//Bvc7DXJQRNf7ddOj0bjmEXraAPVEUGH6BSdo0vUQgx9OJuO5zTdCbfhYndvmOo6o5o19C3c409qS6/+</latexit>

�Lf(i) = [f(x0 + 1, y0)� f(x0, y0)]� [f(x0, y0)� f(x0 � 1, y0)]

+ [f(x0, y0 + 1)� f(x0, y0)]� [f(x0, y0)� f(x0, y0 � 1)]

<latexit sha1_base64="TMHkS0yEPHk1foLKVERrQLDURyA=">AAACJnicbVDLSsNAFJ3UV62vqEs3g0VoQUsiirooFNy4EKlgH9CUMJlO2mknkzAzEUrI17jxV9y4qIi481OctF1o9cAwh3Pu5d57vIhRqSzr08gtLa+sruXXCxubW9s75u5eU4axwKSBQxaKtockYZSThqKKkXYkCAo8Rlre6DrzW49ESBryBzWOSDdAfU59ipHSkmtWHY/2S7d+9pVLtAyr0JFx4CZDh3LoBEgNMGLJXerStOUm9HiYlnyXwhPou8OyaxatijUF/EvsOSmCOequOXF6IY4DwhVmSMqObUWqmyChKGYkLTixJBHCI9QnHU05CojsJtMzU3iklR70Q6EfV3Cq/uxIUCDlOPB0Zba3XPQy8T+vEyv/sptQHsWKcDwb5McMqhBmmcEeFQQrNtYEYUH1rhAPkEBY6WQLOgR78eS/pHlasc8r1v1ZsXY1jyMPDsAhKAEbXIAauAF10AAYPIEXMAFvxrPxarwbH7PSnDHv2Qe/YHx9A+rhpC8=</latexit>�
Lf

�
(i) =

X

j2Ni

Wi,j(fi � fj)

<latexit sha1_base64="TMHkS0yEPHk1foLKVERrQLDURyA=">AAACJnicbVDLSsNAFJ3UV62vqEs3g0VoQUsiirooFNy4EKlgH9CUMJlO2mknkzAzEUrI17jxV9y4qIi481OctF1o9cAwh3Pu5d57vIhRqSzr08gtLa+sruXXCxubW9s75u5eU4axwKSBQxaKtockYZSThqKKkXYkCAo8Rlre6DrzW49ESBryBzWOSDdAfU59ipHSkmtWHY/2S7d+9pVLtAyr0JFx4CZDh3LoBEgNMGLJXerStOUm9HiYlnyXwhPou8OyaxatijUF/EvsOSmCOequOXF6IY4DwhVmSMqObUWqmyChKGYkLTixJBHCI9QnHU05CojsJtMzU3iklR70Q6EfV3Cq/uxIUCDlOPB0Zba3XPQy8T+vEyv/sptQHsWKcDwb5McMqhBmmcEeFQQrNtYEYUH1rhAPkEBY6WQLOgR78eS/pHlasc8r1v1ZsXY1jyMPDsAhKAEbXIAauAF10AAYPIEXMAFvxrPxarwbH7PSnDHv2Qe/YHx9A+rhpC8=</latexit>�
Lf

�
(i) =

X

j2Ni

Wi,j(fi � fj)



Powers of the graph Laplacian
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[Slide adapted from M. Defferrard]

        defines the     -hop neighborhood: 
<latexit sha1_base64="aSdXv7DoCjSXx0lbSWXlpj7Yjzk=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoicJeBH0ENE8IFnD7KQ3GTI7u8zMCmHJJ3jxoIhXv8ibf+PkcdDEgoaiqpvuriARXBvX/XZyS8srq2v59cLG5tb2TnF3r67jVDGssVjEqhlQjYJLrBluBDYThTQKBDaCwdXYbzyh0jyWD2aYoB/RnuQhZ9RY6f728aZTLLlldwKySLwZKcEM1U7xq92NWRqhNExQrVuemxg/o8pwJnBUaKcaE8oGtIctSyWNUPvZ5NQRObJKl4SxsiUNmai/JzIaaT2MAtsZUdPX895Y/M9rpSa88DMuk9SgZNNFYSqIicn4b9LlCpkRQ0soU9zeSlifKsqMTadgQ/DmX14k9ZOyd1Z2705LlctZHHk4gEM4Bg/OoQLXUIUaMOjBM7zCmyOcF+fd+Zi25pzZzD78gfP5A+6ajY0=</latexit>

LK <latexit sha1_base64="9FrhDtJ2t/ElGEKlgl6NHEvLqJo=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokoepKCF8FLC/YD2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0PBh7vzTAzL0gE18Z1v52V1bX1jc3CVnF7Z3dvv3Rw2NRxqhg2WCxi1Q6oRsElNgw3AtuJQhoFAlvB6Hbqt55QaR7LBzNO0I/oQPKQM2qsVL/vlcpuxZ2BLBMvJ2XIUeuVvrr9mKURSsME1brjuYnxM6oMZwInxW6qMaFsRAfYsVTSCLWfzQ6dkFOr9EkYK1vSkJn6eyKjkdbjKLCdETVDvehNxf+8TmrCaz/jMkkNSjZfFKaCmJhMvyZ9rpAZMbaEMsXtrYQNqaLM2GyKNgRv8eVl0jyveJcVt35Rrt7kcRTgGE7gDDy4gircQQ0awADhGV7hzXl0Xpx352PeuuLkM0fwB87nD6IjjM8=</latexit>

K
<latexit sha1_base64="+PB+W+h7g1d6IfBq7/zTlq1j3lg=">AAACDHicbVDLSgMxFM3UV62vqks3wSK0IGVGFN1YCi4U6qKCfUA7DplMpk2byQxJplCGfoAbf8WNC0Xc+gHu/BvTx0JbDwQO55zLzT1uxKhUpvltpJaWV1bX0uuZjc2t7Z3s7l5dhrHApIZDFoqmiyRhlJOaooqRZiQIClxGGm7/auw3BkRIGvJ7NYyIHaAOpz7FSGnJyeY85zo/cOgxHDi9AixVYFuFMH/7UCk4Ce2N4CU0dcosmhPARWLNSA7MUHWyX20vxHFAuMIMSdmyzEjZCRKKYkZGmXYsSYRwH3VIS1OOAiLtZHLMCB5pxYN+KPTjCk7U3xMJCqQcBq5OBkh15bw3Fv/zWrHyL+yE8ihWhOPpIj9mUN87bgZ6VBCs2FAThAXVf4W4iwTCSveX0SVY8ycvkvpJ0TormnenuXJpVkcaHIBDkAcWOAdlcAOqoAYweATP4BW8GU/Gi/FufEyjKWM2sw/+wPj8ARMSmHI=</latexit>

dG(vi, vj) > K ! (LK)ij = 0



Other Laplacian matrices
! Normalized Laplacian: 


- Symmetric matrix 

- Bounded spectrum (more in the following slides)


! Random walk Laplacian: 

- Asymmetric matrix

- Used often in dimensionality reduction techniques 

11

Network Machine Learning - EE452

Dr Dorina Thanou 


Prof. Pascal Frossard

<latexit sha1_base64="w0edi7oOfBJSWvNCooKzmKbJRm8=">AAACB3icbZBNS8MwGMfT+TbnW9WjIMEheNloRdGLMtCDwg4T3AtstaRZuoWlaUlSZZTevPhVvHhQxKtfwZvfxmzrQTf/EPjl/zwPyfP3IkalsqxvIzc3v7C4lF8urKyurW+Ym1sNGcYCkzoOWShaHpKEUU7qiipGWpEgKPAYaXqDi1G9eU+EpCG/VcOIOAHqcepTjJS2XHO36ibiIYVn8PIuKdlpVdM1LGW3pmsWrbI1FpwFO4MiyFRzza9ON8RxQLjCDEnZtq1IOQkSimJG0kInliRCeIB6pK2Ro4BIJxnvkcJ97XShHwp9uIJj9/dEggIph4GnOwOk+nK6NjL/q7Vj5Z86CeVRrAjHk4f8mEEVwlEosEsFwYoNNSAsqP4rxH0kEFY6uoIOwZ5eeRYah2X7uGzdHBUr51kcebAD9sABsMEJqIArUAN1gMEjeAav4M14Ml6Md+Nj0pozsplt8EfG5w+8v5am</latexit>

Lrw = D�1L = I �D�1W

<latexit sha1_base64="lxdR/aIxzjlKJ+8kz+awoOvB5jk=">AAACHHicbZDLSsNAFIYn9VbrLerSzWAR3LQmVdGNUtCFQhcV7AXaGCbTSTt0cmFmIpSQB3Hjq7hxoYgbF4Jv47RNRVt/GPj4zzmcOb8TMiqkYXxpmbn5hcWl7HJuZXVtfUPf3KqLIOKY1HDAAt50kCCM+qQmqWSkGXKCPIeRhtO/GNYb94QLGvi3chASy0Ndn7oUI6ksWz+s2LEYeAk8g5d3ccE8KCWVCSjvGhZ+/MYEbD1vFI2R4CyYKeRBqqqtf7Q7AY484kvMkBAt0wilFSMuKWYkybUjQUKE+6hLWgp95BFhxaPjErinnA50A66eL+HI/T0RI0+oCxzV6SHZE9O1oflfrRVJ99SKqR9Gkvh4vMiNGJQBHCYFO5QTLNlAAcKcqr9C3EMcYanyzKkQzOmTZ6FeKprHRePmKF8+T+PIgh2wC/aBCU5AGVyBKqgBDB7AE3gBr9qj9qy9ae/j1oyWzmyDP9I+vwG0Vp1c</latexit>

Lsym = D�1/2LD�1/2 = I �D�1/2WD�1/2

Random walk matrix



Outline
! Graph Laplacian operator


! Eigendecomposition of the graph Laplacian

- What do the eigenvalues reveal about the graph?

- What are the basic properties of the eigenvectors?


! Applications

- Spectral embeddings

- Spectral clustering 

- PageRank 
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Spectral decomposition of the 
Laplacian matrix 
!    has a complete set of orthonormal eigenvectors 


! Eigenvalues are usually sorted increasingly: 

! In the case of the normalized Laplacian: 
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<latexit sha1_base64="u5Z71N1cBggmuylU5p8zIKi1xjM=">AAACAHicbVC7TsMwFL3hWcorwMDAYlEhMVUJAsECqsTC0KFIfUlNqBzHaa06D9kOUhV14VdYGECIlc9g429w0wzQciRLx+fcI/seL+FMKsv6NpaWV1bX1ksb5c2t7Z1dc2+/LeNUENoiMY9F18OSchbRlmKK024iKA49Tjve6Hbqdx6pkCyOmmqcUDfEg4gFjGClpb55WEfXyCFDhpy6Tvk4vzw0+2bFqlo50CKxC1KBAo2++eX4MUlDGinCsZQ920qUm2GhGOF0UnZSSRNMRnhAe5pGOKTSzfIFJuhEKz4KYqFPpFCu/k5kOJRyHHp6MsRqKOe9qfif10tVcOVmLEpSRSMyeyhIOVIxmraBfCYoUXysCSaC6b8iMsQCE6U7K+sS7PmVF0n7rGpfVK3780rtpqijBEdwDKdgwyXU4A4a0AICE3iGV3gznowX4934mI0uGUXmAP7A+PwBdWuVCQ==</latexit>

L = �⇤�T<latexit sha1_base64="eako/RmCJMGLTp8hfxoPm7OyiBk=">AAAB6HicbVA9SwNBEJ3zM8avqKXNYhCswp0oWknAxsIiAfMByRH2NnPJmr29Y3dPCEd+gY2FIrb+JDv/jZvkCk18MPB4b4aZeUEiuDau++2srK6tb2wWtorbO7t7+6WDw6aOU8WwwWIRq3ZANQousWG4EdhOFNIoENgKRrdTv/WESvNYPphxgn5EB5KHnFFjpfp9r1R2K+4MZJl4OSlDjlqv9NXtxyyNUBomqNYdz02Mn1FlOBM4KXZTjQllIzrAjqWSRqj9bHbohJxapU/CWNmShszU3xMZjbQeR4HtjKgZ6kVvKv7ndVITXvsZl0lqULL5ojAVxMRk+jXpc4XMiLEllClubyVsSBVlxmZTtCF4iy8vk+Z5xbusuPWLcvUmj6MAx3ACZ+DBFVThDmrQAAYIz/AKb86j8+K8Ox/z1hUnnzmCP3A+fwCjp4zQ</latexit>

L

� ⇤ �T

<latexit sha1_base64="2th+CupAtJJHTD4Lh0oxXyaJvU8=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1gEVyUpiq6k4MaVVLAPaEKYTCbt0MkkzEyEWvolblwo4tZPceffOG2z0NYDA4dzzuXeOWHGmdKO822V1tY3NrfK25Wd3b39qn1w2FFpLgltk5SnshdiRTkTtK2Z5rSXSYqTkNNuOLqZ+d1HKhVLxYMeZ9RP8ECwmBGsjRTYVY+bcISDO+RxihqBXXPqzhxolbgFqUGBVmB/eVFK8oQKTThWqu86mfYnWGpGOJ1WvFzRDJMRHtC+oQInVPmT+eFTdGqUCMWpNE9oNFd/T0xwotQ4CU0ywXqolr2Z+J/Xz3V85U+YyHJNBVksinOOdIpmLaCISUo0HxuCiWTmVkSGWGKiTVcVU4K7/OVV0mnU3Yu6c39ea14XdZThGE7gDFy4hCbcQgvaQCCHZ3iFN+vJerHerY9FtGQVM0fwB9bnD3Zekko=</latexit>

�N  2

<latexit sha1_base64="yX0mUw0++k/TGTulxRn47nMU1O8=">AAAC3nichVLPb9MwGHUCGyP7QWFHLtaqIS6tHASCC9MkLjtM05DWbVJdBcf52lpznMh20KpsBy4cQGhX/i5u/CHcsduUbd0kPjnS8/ve9/JiJy2lMJaQ30H44OHS8qOVx9Hq2vrGk9bTZ8emqDSHHi9koU9TZkAKBT0rrITTUgPLUwkn6dkH3z/5DNqIQh3ZSQmDnI2UGArOrKOS1h+8j99jmsJIqDrNmdXi/DK6wC+wWxeU4ojysUiI21GZFdZ44JkDTOk/XURBZdfji3ZUukAZS+KZnHhb75M1ht6KzHpz6cF/LDt+ap6sMzeUNww710md4rZd0mqTLpkWvgviBrRRU4dJ6xfNCl7loCyXzJh+TEo7qJm2gktw8SoDJeNnbAR9BxXLwQzq6fVc4m3HZHhYaPcoi6fszYma5cZM8tQpXb6xWex58r5ev7LDd4NaqLKyoPjsRcNKYltgf9c4Exq4lRMHGNfCZcV8zDTj1v0RkTuEePGT74LjV934TZd8fN3e3WmOYwU9R1voJYrRW7SL9tAh6iEe9IMvwbfge/gp/Br+CK9m0jBoZjbRrQp//gVeBNhe</latexit>

L =

2

4
| |
�0 . . . �N

| |

3

5

2

64
�1 0

. . .
0 �N

3

75

2

4
� �0 �

. . .
� �N �

3

5

<latexit sha1_base64="xSeQLZHQ9RzqtHeMP1m0+qT1vow=">AAACGXicbVDLSgMxFM34rPU16tJNsAiuhkxRdKMU3LiSCvYB7TBkMmkbmskMSUYoQ3/Djb/ixoUiLnXl35hOB6mtFwLnnnMPN/cECWdKI/RtLS2vrK6tlzbKm1vbO7v23n5TxakktEFiHst2gBXlTNCGZprTdiIpjgJOW8HweqK3HqhULBb3epRQL8J9wXqMYG0o30YIXsIuN4YQ+65B9Ler5p3jOLPkrW9XkIPygovALUAFFFX37c9uGJM0okITjpXquCjRXoalZoTTcbmbKppgMsR92jFQ4IgqL8svG8Njw4SwF0vzhIY5O+vIcKTUKArMZIT1QM1rE/I/rZPq3oWXMZGkmgoyXdRLOdQxnMQEQyYp0XxkACaSmb9CMsASE23CLJsQ3PmTF0Gz6rhnDro7rdSuijhK4BAcgRPggnNQAzegDhqAgEfwDF7Bm/VkvVjv1sd0dMkqPAfgT1lfPy0Vne4=</latexit>

0 = �1  �2  ...  �N

<latexit sha1_base64="c66qwoTa1Xz/bo0CRZPBblJTIac=">AAAB7XicbVDLSgNBEOz1GeMr6tHLYBA8hV1R9CQBLx4jmAckS5id9CZjZmeWmVkhhPyDFw+KePV/vPk3TpI9aGJBQ1HVTXdXlApurO9/eyura+sbm4Wt4vbO7t5+6eCwYVSmGdaZEkq3ImpQcIl1y63AVqqRJpHAZjS8nfrNJ9SGK/lgRymGCe1LHnNGrZMaHTbg3aBbKvsVfwayTIKclCFHrVv66vQUyxKUlglqTDvwUxuOqbacCZwUO5nBlLIh7WPbUUkTNOF4du2EnDqlR2KlXUlLZurviTFNjBklketMqB2YRW8q/ue1Mxtfh2Mu08yiZPNFcSaIVWT6OulxjcyKkSOUae5uJWxANWXWBVR0IQSLLy+TxnkluKz49xfl6k0eRwGO4QTOIIArqMId1KAODB7hGV7hzVPei/fufcxbV7x85gj+wPv8ASd8jtY=</latexit>�1

<latexit sha1_base64="c66qwoTa1Xz/bo0CRZPBblJTIac=">AAAB7XicbVDLSgNBEOz1GeMr6tHLYBA8hV1R9CQBLx4jmAckS5id9CZjZmeWmVkhhPyDFw+KePV/vPk3TpI9aGJBQ1HVTXdXlApurO9/eyura+sbm4Wt4vbO7t5+6eCwYVSmGdaZEkq3ImpQcIl1y63AVqqRJpHAZjS8nfrNJ9SGK/lgRymGCe1LHnNGrZMaHTbg3aBbKvsVfwayTIKclCFHrVv66vQUyxKUlglqTDvwUxuOqbacCZwUO5nBlLIh7WPbUUkTNOF4du2EnDqlR2KlXUlLZurviTFNjBklketMqB2YRW8q/ue1Mxtfh2Mu08yiZPNFcSaIVWT6OulxjcyKkSOUae5uJWxANWXWBVR0IQSLLy+TxnkluKz49xfl6k0eRwGO4QTOIIArqMId1KAODB7hGV7hzVPei/fufcxbV7x85gj+wPv8ASd8jtY=</latexit>�1



Back to our toy example

! From the spectral decomposition:


! What is an eigenvector of    ?  
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<latexit sha1_base64="7GADdbkcgoEXWR6E73XJR0HYi6A=">AAACQHicbZA7T8MwEMed8irlVWBksahALFRJBYIFVImFgaFI9CE1VeW419aq40S2g6iifjQWPgIbMwsDCLEy4aYRj5aTbP3vd3d+/L2QM6Vt+8nKzM0vLC5ll3Mrq2vrG/nNrZoKIkmhSgMeyIZHFHAmoKqZ5tAIJRDf41D3Bhfjev0WpGKBuNHDEFo+6QnWZZRog9r5+hU+w64HPSZizydasrsRzmFcwvv40JlsrmtAkkzoT57CBLggOt9H5Nr5gl20k8CzwklFAaVRaecf3U5AIx+Eppwo1XTsULdiIjWjHEY5N1IQEjogPWgaKYgPqhUnBozwniEd3A2kWULjhP6eiImv1ND3TKd5YF9N18bwv1oz0t3TVsxEGGkQdHJRN+JYB3jsJu4wCVTzoRGESmbeimmfSEK18XxsgjP95VlRKxWd46J9fVQon6d2ZNEO2kUHyEEnqIwuUQVVEUX36Bm9ojfrwXqx3q2PSWvGSme20Z+wPr8Abg+llA==</latexit>

L =

2

4
2 �1 �1
�1 2 �1
�1 �1 2

3

5<latexit sha1_base64="3cev0r79vLDhvfkKDdogW3MtaUo=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69BIvgqSSi6EkKXjxWsLWQhrLZbtqlm92wO1FK6M/w4kERr/4ab/4bt20O2vpg4PHeDDPzolRwg5737ZRWVtfWN8qbla3tnd296v5B26hMU9aiSijdiYhhgkvWQo6CdVLNSBIJ9hCNbqb+wyPThit5j+OUhQkZSB5zStBKQVfzwRCJ1uqpV615dW8Gd5n4BalBgWav+tXtK5olTCIVxJjA91IMc6KRU8EmlW5mWEroiAxYYKkkCTNhPjt54p5Ype/GStuS6M7U3xM5SYwZJ5HtTAgOzaI3Ff/zggzjqzDnMs2QSTpfFGfCReVO/3f7XDOKYmwJoZrbW106JJpQtClVbAj+4svLpH1W9y/q3t15rXFdxFGGIziGU/DhEhpwC01oAQUFz/AKbw46L8678zFvLTnFzCH8gfP5A8LZkY0=</latexit>!

<latexit sha1_base64="/OgJhsyJK3KIwM6aSSDfaq5Pp9w=">AAAB/nicbVDLSgMxFL3js9bXqLhyEyyCqzIjim6UghsXXVSwD+gMJZPJtKGZzJBkhDIU/BU3LhRx63e4829Mp11o64HAyTn3kJsTpJwp7Tjf1tLyyuraemmjvLm1vbNr7+23VJJJQpsk4YnsBFhRzgRtaqY57aSS4jjgtB0Mbyd++5FKxRLxoEcp9WPcFyxiBGsj9ezDukcGDF0jr25CIUbFtWdXnKpTAC0Sd0YqMEOjZ395YUKymApNOFaq6zqp9nMsNSOcjstepmiKyRD3addQgWOq/LxYf4xOjBKiKJHmCI0K9Xcix7FSozgwkzHWAzXvTcT/vG6moys/ZyLNNBVk+lCUcaQTNOkChUxSovnIEEwkM7siMsASE20aK5sS3PkvL5LWWdW9qDr355XazayOEhzBMZyCC5dQgztoQBMI5PAMr/BmPVkv1rv1MR1dsmaZA/gD6/MHFNuUQw==</latexit>

L� = ⇤�

<latexit sha1_base64="eako/RmCJMGLTp8hfxoPm7OyiBk=">AAAB6HicbVA9SwNBEJ3zM8avqKXNYhCswp0oWknAxsIiAfMByRH2NnPJmr29Y3dPCEd+gY2FIrb+JDv/jZvkCk18MPB4b4aZeUEiuDau++2srK6tb2wWtorbO7t7+6WDw6aOU8WwwWIRq3ZANQousWG4EdhOFNIoENgKRrdTv/WESvNYPphxgn5EB5KHnFFjpfp9r1R2K+4MZJl4OSlDjlqv9NXtxyyNUBomqNYdz02Mn1FlOBM4KXZTjQllIzrAjqWSRqj9bHbohJxapU/CWNmShszU3xMZjbQeR4HtjKgZ6kVvKv7ndVITXvsZl0lqULL5ojAVxMRk+jXpc4XMiLEllClubyVsSBVlxmZTtCF4iy8vk+Z5xbusuPWLcvUmj6MAx3ACZ+DBFVThDmrQAAYIz/AKb86j8+K8Ox/z1hUnnzmCP3A+fwCjp4zQ</latexit>

L
<latexit sha1_base64="W2JKSaAv4gz1261Ev8IhClmkGMY=">AAACt3icjZHJTsMwEIadsJetwJHLiArEhSpBIOAAQuLCESQKiKaqHGfSWjhOsB1EFfGKHLjxNrhpQCxFYiTHf76Z38s4zATXxvPeHHdicmp6ZnauNr+wuLRcX1m91mmuGLZYKlJ1G1KNgktsGW4E3mYKaRIKvAnvz4b5m0dUmqfyygwy7CS0J3nMGTUWdesvQYg9LoswoUbxp2eoAezCFuz4o08QWFD+jGgQAHyQCpclAcroc5HamEUBtsrCcq7AGCscwx9u+I+9W294Ta8M+C38SjRIFRfd+msQpSxPUBomqNZt38tMp6DKcCbQ3iTXmFF2T3vYtlLSBHWnKPv+DJuWRBCnyg5poKRfHQVNtB4koa205+vrn7khHJdr5yY+7BRcZrlByUYbxbkAk8LwESHiCpkRAysoU9yeFVifKsqMfeqabYL/88q/xfVu099vepd7jdOTqh2zZJ1skG3ikwNySs7JBWkR5uw5dw5zIvfI7bqx2x+Vuk7lWSPfwn14B4kIwsk=</latexit>2

4
2 �1 �1
�1 2 �1
�1 �1 2

3

5

2

4

3

5 =

2

4

3

5



Back to our toy example

! From the spectral decomposition:


! What is an eigenvector of    ?  
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<latexit sha1_base64="7GADdbkcgoEXWR6E73XJR0HYi6A=">AAACQHicbZA7T8MwEMed8irlVWBksahALFRJBYIFVImFgaFI9CE1VeW419aq40S2g6iifjQWPgIbMwsDCLEy4aYRj5aTbP3vd3d+/L2QM6Vt+8nKzM0vLC5ll3Mrq2vrG/nNrZoKIkmhSgMeyIZHFHAmoKqZ5tAIJRDf41D3Bhfjev0WpGKBuNHDEFo+6QnWZZRog9r5+hU+w64HPSZizydasrsRzmFcwvv40JlsrmtAkkzoT57CBLggOt9H5Nr5gl20k8CzwklFAaVRaecf3U5AIx+Eppwo1XTsULdiIjWjHEY5N1IQEjogPWgaKYgPqhUnBozwniEd3A2kWULjhP6eiImv1ND3TKd5YF9N18bwv1oz0t3TVsxEGGkQdHJRN+JYB3jsJu4wCVTzoRGESmbeimmfSEK18XxsgjP95VlRKxWd46J9fVQon6d2ZNEO2kUHyEEnqIwuUQVVEUX36Bm9ojfrwXqx3q2PSWvGSme20Z+wPr8Abg+llA==</latexit>

L =

2

4
2 �1 �1
�1 2 �1
�1 �1 2

3

5<latexit sha1_base64="3cev0r79vLDhvfkKDdogW3MtaUo=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69BIvgqSSi6EkKXjxWsLWQhrLZbtqlm92wO1FK6M/w4kERr/4ab/4bt20O2vpg4PHeDDPzolRwg5737ZRWVtfWN8qbla3tnd296v5B26hMU9aiSijdiYhhgkvWQo6CdVLNSBIJ9hCNbqb+wyPThit5j+OUhQkZSB5zStBKQVfzwRCJ1uqpV615dW8Gd5n4BalBgWav+tXtK5olTCIVxJjA91IMc6KRU8EmlW5mWEroiAxYYKkkCTNhPjt54p5Ype/GStuS6M7U3xM5SYwZJ5HtTAgOzaI3Ff/zggzjqzDnMs2QSTpfFGfCReVO/3f7XDOKYmwJoZrbW106JJpQtClVbAj+4svLpH1W9y/q3t15rXFdxFGGIziGU/DhEhpwC01oAQUFz/AKbw46L8678zFvLTnFzCH8gfP5A8LZkY0=</latexit>!

<latexit sha1_base64="/OgJhsyJK3KIwM6aSSDfaq5Pp9w=">AAAB/nicbVDLSgMxFL3js9bXqLhyEyyCqzIjim6UghsXXVSwD+gMJZPJtKGZzJBkhDIU/BU3LhRx63e4829Mp11o64HAyTn3kJsTpJwp7Tjf1tLyyuraemmjvLm1vbNr7+23VJJJQpsk4YnsBFhRzgRtaqY57aSS4jjgtB0Mbyd++5FKxRLxoEcp9WPcFyxiBGsj9ezDukcGDF0jr25CIUbFtWdXnKpTAC0Sd0YqMEOjZ395YUKymApNOFaq6zqp9nMsNSOcjstepmiKyRD3addQgWOq/LxYf4xOjBKiKJHmCI0K9Xcix7FSozgwkzHWAzXvTcT/vG6moys/ZyLNNBVk+lCUcaQTNOkChUxSovnIEEwkM7siMsASE20aK5sS3PkvL5LWWdW9qDr355XazayOEhzBMZyCC5dQgztoQBMI5PAMr/BmPVkv1rv1MR1dsmaZA/gD6/MHFNuUQw==</latexit>

L� = ⇤�

<latexit sha1_base64="eako/RmCJMGLTp8hfxoPm7OyiBk=">AAAB6HicbVA9SwNBEJ3zM8avqKXNYhCswp0oWknAxsIiAfMByRH2NnPJmr29Y3dPCEd+gY2FIrb+JDv/jZvkCk18MPB4b4aZeUEiuDau++2srK6tb2wWtorbO7t7+6WDw6aOU8WwwWIRq3ZANQousWG4EdhOFNIoENgKRrdTv/WESvNYPphxgn5EB5KHnFFjpfp9r1R2K+4MZJl4OSlDjlqv9NXtxyyNUBomqNYdz02Mn1FlOBM4KXZTjQllIzrAjqWSRqj9bHbohJxapU/CWNmShszU3xMZjbQeR4HtjKgZ6kVvKv7ndVITXvsZl0lqULL5ojAVxMRk+jXpc4XMiLEllClubyVsSBVlxmZTtCF4iy8vk+Z5xbusuPWLcvUmj6MAx3ACZ+DBFVThDmrQAAYIz/AKb86j8+K8Ox/z1hUnnzmCP3A+fwCjp4zQ</latexit>

L
<latexit sha1_base64="NcGx6OT5xCOec4Siu51IVGbf8p8=">AAACuHicbZFdS8MwFIbT+j2/pl56c3Ao3jhaURRBGXjj5QSnwjpmmp7NsDQtSSqO4m8UvPPfmLVVnC7Q8vY573uanISp4Np43qfjzs0vLC4tr9RW19Y3Nutb2/c6yRTDDktEoh5DqlFwiR3DjcDHVCGNQ4EP4eh6Un94QaV5Iu/MOMVeTIeSDzijxqJ+/T0IcchlHsbUKP76BjWAYziAI798BYEFxUdJgwDgm1S4sAQoo58mtRlNrbV0WmGb/CZTWbiEWXEPKrMHVfyHTMX79YbX9IoF/4VfiQapVrtf/wiihGUxSsME1brre6np5VQZzgTao2QaU8pGdIhdKyWNUffyYvBvsG9JBINE2UcaKOjvRE5jrcdxaJ12f8/6b20CZ9W6mRmc93Iu08ygZOWPBpkAk8DkFiHiCpkRYysoU9zuFdgzVZQZe9c1OwT/75H/i/vjpn/a9G5PGq2rahzLZJfskUPikzPSIjekTTqEOadO14kcdC/cJ3fo8tLqOlVmh0wtV30BOeDDEQ==</latexit>2

4
2 �1 �1
�1 2 �1
�1 �1 2

3
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2

4

3

5 =

2

4
0
0
0

3

5



Back to our toy example

! From the spectral decomposition:


! What is an eigenvector of    ?  
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<latexit sha1_base64="7GADdbkcgoEXWR6E73XJR0HYi6A=">AAACQHicbZA7T8MwEMed8irlVWBksahALFRJBYIFVImFgaFI9CE1VeW419aq40S2g6iifjQWPgIbMwsDCLEy4aYRj5aTbP3vd3d+/L2QM6Vt+8nKzM0vLC5ll3Mrq2vrG/nNrZoKIkmhSgMeyIZHFHAmoKqZ5tAIJRDf41D3Bhfjev0WpGKBuNHDEFo+6QnWZZRog9r5+hU+w64HPSZizydasrsRzmFcwvv40JlsrmtAkkzoT57CBLggOt9H5Nr5gl20k8CzwklFAaVRaecf3U5AIx+Eppwo1XTsULdiIjWjHEY5N1IQEjogPWgaKYgPqhUnBozwniEd3A2kWULjhP6eiImv1ND3TKd5YF9N18bwv1oz0t3TVsxEGGkQdHJRN+JYB3jsJu4wCVTzoRGESmbeimmfSEK18XxsgjP95VlRKxWd46J9fVQon6d2ZNEO2kUHyEEnqIwuUQVVEUX36Bm9ojfrwXqx3q2PSWvGSme20Z+wPr8Abg+llA==</latexit>

L =

2

4
2 �1 �1
�1 2 �1
�1 �1 2

3

5<latexit sha1_base64="3cev0r79vLDhvfkKDdogW3MtaUo=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69BIvgqSSi6EkKXjxWsLWQhrLZbtqlm92wO1FK6M/w4kERr/4ab/4bt20O2vpg4PHeDDPzolRwg5737ZRWVtfWN8qbla3tnd296v5B26hMU9aiSijdiYhhgkvWQo6CdVLNSBIJ9hCNbqb+wyPThit5j+OUhQkZSB5zStBKQVfzwRCJ1uqpV615dW8Gd5n4BalBgWav+tXtK5olTCIVxJjA91IMc6KRU8EmlW5mWEroiAxYYKkkCTNhPjt54p5Ype/GStuS6M7U3xM5SYwZJ5HtTAgOzaI3Ff/zggzjqzDnMs2QSTpfFGfCReVO/3f7XDOKYmwJoZrbW106JJpQtClVbAj+4svLpH1W9y/q3t15rXFdxFGGIziGU/DhEhpwC01oAQUFz/AKbw46L8678zFvLTnFzCH8gfP5A8LZkY0=</latexit>!

<latexit sha1_base64="/OgJhsyJK3KIwM6aSSDfaq5Pp9w=">AAAB/nicbVDLSgMxFL3js9bXqLhyEyyCqzIjim6UghsXXVSwD+gMJZPJtKGZzJBkhDIU/BU3LhRx63e4829Mp11o64HAyTn3kJsTpJwp7Tjf1tLyyuraemmjvLm1vbNr7+23VJJJQpsk4YnsBFhRzgRtaqY57aSS4jjgtB0Mbyd++5FKxRLxoEcp9WPcFyxiBGsj9ezDukcGDF0jr25CIUbFtWdXnKpTAC0Sd0YqMEOjZ395YUKymApNOFaq6zqp9nMsNSOcjstepmiKyRD3addQgWOq/LxYf4xOjBKiKJHmCI0K9Xcix7FSozgwkzHWAzXvTcT/vG6moys/ZyLNNBVk+lCUcaQTNOkChUxSovnIEEwkM7siMsASE20aK5sS3PkvL5LWWdW9qDr355XazayOEhzBMZyCC5dQgztoQBMI5PAMr/BmPVkv1rv1MR1dsmaZA/gD6/MHFNuUQw==</latexit>

L� = ⇤�

<latexit sha1_base64="eako/RmCJMGLTp8hfxoPm7OyiBk=">AAAB6HicbVA9SwNBEJ3zM8avqKXNYhCswp0oWknAxsIiAfMByRH2NnPJmr29Y3dPCEd+gY2FIrb+JDv/jZvkCk18MPB4b4aZeUEiuDau++2srK6tb2wWtorbO7t7+6WDw6aOU8WwwWIRq3ZANQousWG4EdhOFNIoENgKRrdTv/WESvNYPphxgn5EB5KHnFFjpfp9r1R2K+4MZJl4OSlDjlqv9NXtxyyNUBomqNYdz02Mn1FlOBM4KXZTjQllIzrAjqWSRqj9bHbohJxapU/CWNmShszU3xMZjbQeR4HtjKgZ6kVvKv7ndVITXvsZl0lqULL5ojAVxMRk+jXpc4XMiLEllClubyVsSBVlxmZTtCF4iy8vk+Z5xbusuPWLcvUmj6MAx3ACZ+DBFVThDmrQAAYIz/AKb86j8+K8Ox/z1hUnnzmCP3A+fwCjp4zQ</latexit>

L
<latexit sha1_base64="1mNryqfbynFoYZSTFeSV8VeHPa0=">AAACuHicbZFdS8MwFIbT+j2/pl56c3Ao3jhaURRBGXjj5QSnwjpmmp7NsDQtSSqO4m8UvPPfmLVVnO5Awulz3vc0OQlTwbXxvE/HnZtfWFxaXqmtrq1vbNa3tu91kimGHZaIRD2GVKPgEjuGG4GPqUIahwIfwtH1pP7wgkrzRN6ZcYq9mA4lH3BGjUX9+nsQ4pDLPIypUfz1DWoAx3AAR365BYEFxUdJgwDgm1S4kAQoo58mtRlNwYdSCZOmU2TKC5cwy+5BJfagsv+QKXu/3vCaXhHwP/GrpEGqaPfrH0GUsCxGaZigWnd9LzW9nCrDmUB7lUxjStmIDrFrU0lj1L28GPwb7FsSwSBRdkkDBf3tyGms9TgOrdKe71n/rU3grFo3M4PzXs5lmhmUrPzRIBNgEpi8IkRcITNibBPKFLdnBfZMFWXGvnXNDsH/e+X/yf1x0z9tercnjdZVNY5lskv2yCHxyRlpkRvSJh3CnFOn60QOuhfukzt0eSl1ncqzQ6bCVV93wMMy</latexit>2
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�1 �1 2
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2

4
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Back to our toy example

! From the spectral decomposition:


! What is an eigenvector of    ?  

14

Network Machine Learning - EE452

Dr Dorina Thanou 


Prof. Pascal Frossard

<latexit sha1_base64="7GADdbkcgoEXWR6E73XJR0HYi6A=">AAACQHicbZA7T8MwEMed8irlVWBksahALFRJBYIFVImFgaFI9CE1VeW419aq40S2g6iifjQWPgIbMwsDCLEy4aYRj5aTbP3vd3d+/L2QM6Vt+8nKzM0vLC5ll3Mrq2vrG/nNrZoKIkmhSgMeyIZHFHAmoKqZ5tAIJRDf41D3Bhfjev0WpGKBuNHDEFo+6QnWZZRog9r5+hU+w64HPSZizydasrsRzmFcwvv40JlsrmtAkkzoT57CBLggOt9H5Nr5gl20k8CzwklFAaVRaecf3U5AIx+Eppwo1XTsULdiIjWjHEY5N1IQEjogPWgaKYgPqhUnBozwniEd3A2kWULjhP6eiImv1ND3TKd5YF9N18bwv1oz0t3TVsxEGGkQdHJRN+JYB3jsJu4wCVTzoRGESmbeimmfSEK18XxsgjP95VlRKxWd46J9fVQon6d2ZNEO2kUHyEEnqIwuUQVVEUX36Bm9ojfrwXqx3q2PSWvGSme20Z+wPr8Abg+llA==</latexit>

L =

2

4
2 �1 �1
�1 2 �1
�1 �1 2

3

5<latexit sha1_base64="3cev0r79vLDhvfkKDdogW3MtaUo=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69BIvgqSSi6EkKXjxWsLWQhrLZbtqlm92wO1FK6M/w4kERr/4ab/4bt20O2vpg4PHeDDPzolRwg5737ZRWVtfWN8qbla3tnd296v5B26hMU9aiSijdiYhhgkvWQo6CdVLNSBIJ9hCNbqb+wyPThit5j+OUhQkZSB5zStBKQVfzwRCJ1uqpV615dW8Gd5n4BalBgWav+tXtK5olTCIVxJjA91IMc6KRU8EmlW5mWEroiAxYYKkkCTNhPjt54p5Ype/GStuS6M7U3xM5SYwZJ5HtTAgOzaI3Ff/zggzjqzDnMs2QSTpfFGfCReVO/3f7XDOKYmwJoZrbW106JJpQtClVbAj+4svLpH1W9y/q3t15rXFdxFGGIziGU/DhEhpwC01oAQUFz/AKbw46L8678zFvLTnFzCH8gfP5A8LZkY0=</latexit>!

<latexit sha1_base64="/OgJhsyJK3KIwM6aSSDfaq5Pp9w=">AAAB/nicbVDLSgMxFL3js9bXqLhyEyyCqzIjim6UghsXXVSwD+gMJZPJtKGZzJBkhDIU/BU3LhRx63e4829Mp11o64HAyTn3kJsTpJwp7Tjf1tLyyuraemmjvLm1vbNr7+23VJJJQpsk4YnsBFhRzgRtaqY57aSS4jjgtB0Mbyd++5FKxRLxoEcp9WPcFyxiBGsj9ezDukcGDF0jr25CIUbFtWdXnKpTAC0Sd0YqMEOjZ395YUKymApNOFaq6zqp9nMsNSOcjstepmiKyRD3addQgWOq/LxYf4xOjBKiKJHmCI0K9Xcix7FSozgwkzHWAzXvTcT/vG6moys/ZyLNNBVk+lCUcaQTNOkChUxSovnIEEwkM7siMsASE20aK5sS3PkvL5LWWdW9qDr355XazayOEhzBMZyCC5dQgztoQBMI5PAMr/BmPVkv1rv1MR1dsmaZA/gD6/MHFNuUQw==</latexit>

L� = ⇤�

<latexit sha1_base64="eako/RmCJMGLTp8hfxoPm7OyiBk=">AAAB6HicbVA9SwNBEJ3zM8avqKXNYhCswp0oWknAxsIiAfMByRH2NnPJmr29Y3dPCEd+gY2FIrb+JDv/jZvkCk18MPB4b4aZeUEiuDau++2srK6tb2wWtorbO7t7+6WDw6aOU8WwwWIRq3ZANQousWG4EdhOFNIoENgKRrdTv/WESvNYPphxgn5EB5KHnFFjpfp9r1R2K+4MZJl4OSlDjlqv9NXtxyyNUBomqNYdz02Mn1FlOBM4KXZTjQllIzrAjqWSRqj9bHbohJxapU/CWNmShszU3xMZjbQeR4HtjKgZ6kVvKv7ndVITXvsZl0lqULL5ojAVxMRk+jXpc4XMiLEllClubyVsSBVlxmZTtCF4iy8vk+Z5xbusuPWLcvUmj6MAx3ACZ+DBFVThDmrQAAYIz/AKb86j8+K8Ox/z1hUnnzmCP3A+fwCjp4zQ</latexit>

L
<latexit sha1_base64="1mNryqfbynFoYZSTFeSV8VeHPa0=">AAACuHicbZFdS8MwFIbT+j2/pl56c3Ao3jhaURRBGXjj5QSnwjpmmp7NsDQtSSqO4m8UvPPfmLVVnO5Awulz3vc0OQlTwbXxvE/HnZtfWFxaXqmtrq1vbNa3tu91kimGHZaIRD2GVKPgEjuGG4GPqUIahwIfwtH1pP7wgkrzRN6ZcYq9mA4lH3BGjUX9+nsQ4pDLPIypUfz1DWoAx3AAR365BYEFxUdJgwDgm1S4kAQoo58mtRlNwYdSCZOmU2TKC5cwy+5BJfagsv+QKXu/3vCaXhHwP/GrpEGqaPfrH0GUsCxGaZigWnd9LzW9nCrDmUB7lUxjStmIDrFrU0lj1L28GPwb7FsSwSBRdkkDBf3tyGms9TgOrdKe71n/rU3grFo3M4PzXs5lmhmUrPzRIBNgEpi8IkRcITNibBPKFLdnBfZMFWXGvnXNDsH/e+X/yf1x0z9tercnjdZVNY5lskv2yCHxyRlpkRvSJh3CnFOn60QOuhfukzt0eSl1ncqzQ6bCVV93wMMy</latexit>2
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For any graph,                             is always an eigenvector with eigenvalue 0!  
<latexit sha1_base64="0TvRQOEjPrUCrqc6F0MnX088kHU=">AAACBHicbVDLSgMxFM34rPU16rKbYBFcSJkRxW6EghuXFfqC6Thk0kwbmskMyR2hDF248VfcuFDErR/hzr8xfSy09ZDA4Zx7SO4JU8E1OM63tbK6tr6xWdgqbu/s7u3bB4ctnWSKsiZNRKI6IdFMcMmawEGwTqoYiUPB2uHwZuK3H5jSPJENGKXMj0lf8ohTAkYK7FKXDnjg4mvsuWfYnG4vAW2Yf98I7LJTcabAy8SdkzKaox7YXyZNs5hJoIJo7blOCn5OFHAq2LjYzTRLCR2SPvMMlSRm2s+nS4zxiVF6OEqUuRLwVP2dyEms9SgOzWRMYKAXvYn4n+dlEFX9nMs0Aybp7KEoExgSPGkE97hiFMTIEEIVN3/FdEAUoWB6K5oS3MWVl0nrvOJeVpy7i3KtOq+jgEroGJ0iF12hGrpFddREFD2iZ/SK3qwn68V6tz5moyvWPHOE/sD6/AFJQZVH</latexit>

�1 = [1, 1, . . . , 1]T



An extended toy example
! Consider a network of two disconnected components 


! How does the first eigenvector change?
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<latexit sha1_base64="DZFOgf2UutdzRe3kgjtsr1ANigg=">AAADYXicpVI7T8MwEHYTnuVVYGQ5UYFYqJIKBAsIiYURJApITVU57rVYOE5kO0AV8SfZWFj4I7ghFPpg4iTbn7/v7nxnXZgIro3nvZUcd2Z2bn5hsby0vLK6VlnfuNFxqhg2WCxidRdSjYJLbBhuBN4lCmkUCrwNH84H+u0jKs1jeW36CbYi2pO8yxk1lmqvl56CEHtcZmFEjeLPL1AGqMMu7PvfmzdcQWDFnKtPiEEA8K0OXUZCfy6/E9htXBt5I887TS58bHCAsjOsvzylHxuVl56fBZE38wcNIxnhBP5ICv/I2q5UvZqXG0wCvwBVUthlu/IadGKWRigNE1Trpu8lppVRZTgTaPtONSaUPdAeNi2UNELdyvIJeYEdy3SgGyu7pIGc/R2R0UjrfhRaT1vfvR7XBuQ0rZma7nEr4zJJDUr29VA3FWBiGIwbdLhCZkTfAsoUt7UCu6eKMmOHsmw/wR9veRLc1Gv+Yc27OqienRbfsUC2yDbZIz45ImfkglySBmGld2fGWXFWnQ930a24G1+uTqmI2SQj5m59AvOJ3MU=</latexit>2

6666664

2 �1 �1 0 0 0
�1 2 �1 0 0 0
�1 �1 2 0 0 0
0 0 0 2 �1 �1
0 0 0 �1 2 �1
0 0 0 �1 �1 2

3

7777775
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6666664

3

7777775
=
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6666664

3

7777775



An extended toy example
! Consider a network of two disconnected components 


! How does the first eigenvector change?
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<latexit sha1_base64="IVJ+diVHMGiQ2EVZGMOXYwn+BDM=">AAADjXicbVJdb9MwFHWTwUb4WDceebmiAvFC5VRMDDTQJB7gcUjrNqmpKse97aw5TmQ7iCrar+Ef7W3/BjfNujTplWwd33Puh69unElhLKX3Hc/fefJ0d+9Z8PzFy1f73YPDC5PmmuOQpzLVVzEzKIXCoRVW4lWmkSWxxMv45seSv/yD2ohUndtFhuOEzZWYCc6sc00OOv+iGOdCFXHCrBZ/byEAGMB7+Bg+XHR9osiRpW/QIqMI4IFdSzZCHx/1BO5qchs1yrzb6ErjgiNU03X/wZb/AISrFuu4QSzThytFBVeCR/9GGfgG2yvVJgXryTQYWuumLWkXm3R7tE9LgzYIK9AjlZ1NunfRNOV5gspyyYwZhTSz44JpK7hEN6PcYMb4DZvjyEHFEjTjotymW3jnPFOYpdodZaH01iMKlhizSGKndP1dmya3dG7jRrmdHY8LobLcouKrQrNcgk1huZowFRq5lQsHGNfC9Qr8mmnGrVvgwA0hbH65DS4G/fCoT39/6p1+r8axR96Qt+QDCclnckp+kTMyJNwLPOp98b76+/6Rf+JXWq9TxbwmG+b//A9vEeOF</latexit>2

6666664

2 �1 �1 0 0 0
�1 2 �1 0 0 0
�1 �1 2 0 0 0
0 0 0 2 �1 �1
0 0 0 �1 2 �1
0 0 0 �1 �1 2

3

7777775

2

6666664

1 0
1 0
1 0
0 1
0 1
0 1

3

7777775
=

2

6666664

0 0
0 0
0 0
0 0
0 0
0 0

3

7777775



An extended toy example
! Consider a network of two disconnected components 


! How does the first eigenvector change?
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<latexit sha1_base64="IVJ+diVHMGiQ2EVZGMOXYwn+BDM=">AAADjXicbVJdb9MwFHWTwUb4WDceebmiAvFC5VRMDDTQJB7gcUjrNqmpKse97aw5TmQ7iCrar+Ef7W3/BjfNujTplWwd33Puh69unElhLKX3Hc/fefJ0d+9Z8PzFy1f73YPDC5PmmuOQpzLVVzEzKIXCoRVW4lWmkSWxxMv45seSv/yD2ohUndtFhuOEzZWYCc6sc00OOv+iGOdCFXHCrBZ/byEAGMB7+Bg+XHR9osiRpW/QIqMI4IFdSzZCHx/1BO5qchs1yrzb6ErjgiNU03X/wZb/AISrFuu4QSzThytFBVeCR/9GGfgG2yvVJgXryTQYWuumLWkXm3R7tE9LgzYIK9AjlZ1NunfRNOV5gspyyYwZhTSz44JpK7hEN6PcYMb4DZvjyEHFEjTjotymW3jnPFOYpdodZaH01iMKlhizSGKndP1dmya3dG7jRrmdHY8LobLcouKrQrNcgk1huZowFRq5lQsHGNfC9Qr8mmnGrVvgwA0hbH65DS4G/fCoT39/6p1+r8axR96Qt+QDCclnckp+kTMyJNwLPOp98b76+/6Rf+JXWq9TxbwmG+b//A9vEeOF</latexit>2

6666664

2 �1 �1 0 0 0
�1 2 �1 0 0 0
�1 �1 2 0 0 0
0 0 0 2 �1 �1
0 0 0 �1 2 �1
0 0 0 �1 �1 2

3

7777775

2

6666664

1 0
1 0
1 0
0 1
0 1
0 1

3

7777775
=

2

6666664

0 0
0 0
0 0
0 0
0 0
0 0

3

7777775

The multiplicity of eigenvalue 0 is equal to the number of connected components!  



Fiedler vector 
! The second eigenvalue is              iff the graph is connected

! More connected graphs have higher values of 


! The eigenvalue     is called the algebraic connectivity

! The eigenvector corresponding to     is called the Fiedler vector 
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<latexit sha1_base64="iqASwXPT9levMJU5RXZuNhufnk8=">AAAB9XicbVDLSgMxFL1TX7W+qi7dBIvgqmSKoqtScOOygn1AO5ZMJtOGZjJDklHK0P9w40IRt/6LO//GtJ2Fth4IHM45l3tz/ERwbTD+dgpr6xubW8Xt0s7u3v5B+fCoreNUUdaisYhV1yeaCS5Zy3AjWDdRjES+YB1/fDPzO49MaR7LezNJmBeRoeQhp8RY6aEvbDQggxqqI4wG5Qqu4jnQKnFzUoEczUH5qx/ENI2YNFQQrXsuToyXEWU4FWxa6qeaJYSOyZD1LJUkYtrL5ldP0ZlVAhTGyj5p0Fz9PZGRSOtJ5NtkRMxIL3sz8T+vl5rw2su4TFLDJF0sClOBTIxmFaCAK0aNmFhCqOL2VkRHRBFqbFElW4K7/OVV0q5V3csqvruoNOp5HUU4gVM4BxeuoAG30IQWUFDwDK/w5jw5L86787GIFpx85hj+wPn8AWvPkSI=</latexit>

�2 > 0
<latexit sha1_base64="mfMfZO6KfjXLbth9nff/KKZWMq0=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqswURVdScOOygn1gO5RM5k4bmskMSUYopX/hxoUibv0bd/6NaTsLbT0QOJxzLrn3BKng2rjut1NYW9/Y3Cpul3Z29/YPyodHLZ1kimGTJSJRnYBqFFxi03AjsJMqpHEgsB2Mbmd++wmV5ol8MOMU/ZgOJI84o8ZKjz1hoyHt10i/XHGr7hxklXg5qUCORr/81QsTlsUoDRNU667npsafUGU4Ezgt9TKNKWUjOsCupZLGqP3JfOMpObNKSKJE2ScNmau/JyY01nocBzYZUzPUy95M/M/rZia69idcpplByRYfRZkgJiGz80nIFTIjxpZQprjdlbAhVZQZW1LJluAtn7xKWrWqd1l17y8q9Zu8jiKcwCmcgwdXUIc7aEATGEh4hld4c7Tz4rw7H4towclnjuEPnM8fwTOQTA==</latexit>

�2

<latexit sha1_base64="mfMfZO6KfjXLbth9nff/KKZWMq0=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqswURVdScOOygn1gO5RM5k4bmskMSUYopX/hxoUibv0bd/6NaTsLbT0QOJxzLrn3BKng2rjut1NYW9/Y3Cpul3Z29/YPyodHLZ1kimGTJSJRnYBqFFxi03AjsJMqpHEgsB2Mbmd++wmV5ol8MOMU/ZgOJI84o8ZKjz1hoyHt10i/XHGr7hxklXg5qUCORr/81QsTlsUoDRNU667npsafUGU4Ezgt9TKNKWUjOsCupZLGqP3JfOMpObNKSKJE2ScNmau/JyY01nocBzYZUzPUy95M/M/rZia69idcpplByRYfRZkgJiGz80nIFTIjxpZQprjdlbAhVZQZW1LJluAtn7xKWrWqd1l17y8q9Zu8jiKcwCmcgwdXUIc7aEATGEh4hld4c7Tz4rw7H4towclnjuEPnM8fwTOQTA==</latexit>

�2

<latexit sha1_base64="U2z9nPz42bUpa+cdV25PG94sDK0=">AAAB9HicbVDLSgMxFL1TX7W+qi7dBIvgqmSKohul4MZlBfuAdiiZTKYNzWTGJFMoQ7/DjQtF3Pox7vwb03YW2nogcDjnXO7N8RPBtcH42ymsrW9sbhW3Szu7e/sH5cOjlo5TRVmTxiJWHZ9oJrhkTcONYJ1EMRL5grX90d3Mb4+Z0jyWj2aSMC8iA8lDTomxktcTNhqQfg3dINwvV3AVz4FWiZuTCuRo9MtfvSCmacSkoYJo3XVxYryMKMOpYNNSL9UsIXREBqxrqSQR0142P3qKzqwSoDBW9kmD5urviYxEWk8i3yYjYoZ62ZuJ/3nd1ITXXsZlkhom6WJRmApkYjRrAAVcMWrExBJCFbe3IjokilBjeyrZEtzlL6+SVq3qXlbxw0WlfpvXUYQTOIVzcOEK6nAPDWgChSd4hld4c8bOi/PufCyiBSefOYY/cD5/ABDRkPc=</latexit>

�2 = 0

<latexit sha1_base64="mfMfZO6KfjXLbth9nff/KKZWMq0=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqswURVdScOOygn1gO5RM5k4bmskMSUYopX/hxoUibv0bd/6NaTsLbT0QOJxzLrn3BKng2rjut1NYW9/Y3Cpul3Z29/YPyodHLZ1kimGTJSJRnYBqFFxi03AjsJMqpHEgsB2Mbmd++wmV5ol8MOMU/ZgOJI84o8ZKjz1hoyHt10i/XHGr7hxklXg5qUCORr/81QsTlsUoDRNU667npsafUGU4Ezgt9TKNKWUjOsCupZLGqP3JfOMpObNKSKJE2ScNmau/JyY01nocBzYZUzPUy95M/M/rZia69idcpplByRYfRZkgJiGz80nIFTIjxpZQprjdlbAhVZQZW1LJluAtn7xKWrWqd1l17y8q9Zu8jiKcwCmcgwdXUIc7aEATGEh4hld4c7Tz4rw7H4towclnjuEPnM8fwTOQTA==</latexit>

�2



Fiedler vector 
! The second eigenvalue is              iff the graph is connected

! More connected graphs have higher values of 


! The eigenvalue     is called the algebraic connectivity

! The eigenvector corresponding to     is called the Fiedler vector 
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<latexit sha1_base64="iqASwXPT9levMJU5RXZuNhufnk8=">AAAB9XicbVDLSgMxFL1TX7W+qi7dBIvgqmSKoqtScOOygn1AO5ZMJtOGZjJDklHK0P9w40IRt/6LO//GtJ2Fth4IHM45l3tz/ERwbTD+dgpr6xubW8Xt0s7u3v5B+fCoreNUUdaisYhV1yeaCS5Zy3AjWDdRjES+YB1/fDPzO49MaR7LezNJmBeRoeQhp8RY6aEvbDQggxqqI4wG5Qqu4jnQKnFzUoEczUH5qx/ENI2YNFQQrXsuToyXEWU4FWxa6qeaJYSOyZD1LJUkYtrL5ldP0ZlVAhTGyj5p0Fz9PZGRSOtJ5NtkRMxIL3sz8T+vl5rw2su4TFLDJF0sClOBTIxmFaCAK0aNmFhCqOL2VkRHRBFqbFElW4K7/OVV0q5V3csqvruoNOp5HUU4gVM4BxeuoAG30IQWUFDwDK/w5jw5L86787GIFpx85hj+wPn8AWvPkSI=</latexit>

�2 > 0
<latexit sha1_base64="mfMfZO6KfjXLbth9nff/KKZWMq0=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqswURVdScOOygn1gO5RM5k4bmskMSUYopX/hxoUibv0bd/6NaTsLbT0QOJxzLrn3BKng2rjut1NYW9/Y3Cpul3Z29/YPyodHLZ1kimGTJSJRnYBqFFxi03AjsJMqpHEgsB2Mbmd++wmV5ol8MOMU/ZgOJI84o8ZKjz1hoyHt10i/XHGr7hxklXg5qUCORr/81QsTlsUoDRNU667npsafUGU4Ezgt9TKNKWUjOsCupZLGqP3JfOMpObNKSKJE2ScNmau/JyY01nocBzYZUzPUy95M/M/rZia69idcpplByRYfRZkgJiGz80nIFTIjxpZQprjdlbAhVZQZW1LJluAtn7xKWrWqd1l17y8q9Zu8jiKcwCmcgwdXUIc7aEATGEh4hld4c7Tz4rw7H4towclnjuEPnM8fwTOQTA==</latexit>

�2

<latexit sha1_base64="mfMfZO6KfjXLbth9nff/KKZWMq0=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqswURVdScOOygn1gO5RM5k4bmskMSUYopX/hxoUibv0bd/6NaTsLbT0QOJxzLrn3BKng2rjut1NYW9/Y3Cpul3Z29/YPyodHLZ1kimGTJSJRnYBqFFxi03AjsJMqpHEgsB2Mbmd++wmV5ol8MOMU/ZgOJI84o8ZKjz1hoyHt10i/XHGr7hxklXg5qUCORr/81QsTlsUoDRNU667npsafUGU4Ezgt9TKNKWUjOsCupZLGqP3JfOMpObNKSKJE2ScNmau/JyY01nocBzYZUzPUy95M/M/rZia69idcpplByRYfRZkgJiGz80nIFTIjxpZQprjdlbAhVZQZW1LJluAtn7xKWrWqd1l17y8q9Zu8jiKcwCmcgwdXUIc7aEATGEh4hld4c7Tz4rw7H4towclnjuEPnM8fwTOQTA==</latexit>

�2

<latexit sha1_base64="U2z9nPz42bUpa+cdV25PG94sDK0=">AAAB9HicbVDLSgMxFL1TX7W+qi7dBIvgqmSKohul4MZlBfuAdiiZTKYNzWTGJFMoQ7/DjQtF3Pox7vwb03YW2nogcDjnXO7N8RPBtcH42ymsrW9sbhW3Szu7e/sH5cOjlo5TRVmTxiJWHZ9oJrhkTcONYJ1EMRL5grX90d3Mb4+Z0jyWj2aSMC8iA8lDTomxktcTNhqQfg3dINwvV3AVz4FWiZuTCuRo9MtfvSCmacSkoYJo3XVxYryMKMOpYNNSL9UsIXREBqxrqSQR0142P3qKzqwSoDBW9kmD5urviYxEWk8i3yYjYoZ62ZuJ/3nd1ITXXsZlkhom6WJRmApkYjRrAAVcMWrExBJCFbe3IjokilBjeyrZEtzlL6+SVq3qXlbxw0WlfpvXUYQTOIVzcOEK6nAPDWgChSd4hld4c8bOi/PufCyiBSefOYY/cD5/ABDRkPc=</latexit>

�2 = 0
<latexit sha1_base64="PTx1Kw5jMSqFoQQS270dbH9RUTg=">AAACAHicbVDLSgMxFM3UV62vURcu3ASL4GqYKYp1IwU3LivYB3SGIZPJtKGZZEgyYind+CtuXCji1s9w59+YtrPQ1gOBwznncnNPlDGqtOt+W6WV1bX1jfJmZWt7Z3fP3j9oK5FLTFpYMCG7EVKEUU5ammpGupkkKI0Y6UTDm6nfeSBSUcHv9SgjQYr6nCYUI22k0D7ymQnHKKxBH2WZFI/QdWpX9dCuuo47A1wmXkGqoEAztL/8WOA8JVxjhpTqeW6mgzGSmmJGJhU/VyRDeIj6pGcoRylRwXh2wASeGiWGiZDmcQ1n6u+JMUqVGqWRSaZID9SiNxX/83q5TurBmPIs14Tj+aIkZ1ALOG0DxlQSrNnIEIQlNX+FeIAkwtp0VjEleIsnL5N2zfEuHPfuvNq4Luoog2NwAs6ABy5BA9yCJmgBDCbgGbyCN+vJerHerY95tGQVM4fgD6zPH5eulRY=</latexit>

�2 ⇡ 0.298

<latexit sha1_base64="mfMfZO6KfjXLbth9nff/KKZWMq0=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqswURVdScOOygn1gO5RM5k4bmskMSUYopX/hxoUibv0bd/6NaTsLbT0QOJxzLrn3BKng2rjut1NYW9/Y3Cpul3Z29/YPyodHLZ1kimGTJSJRnYBqFFxi03AjsJMqpHEgsB2Mbmd++wmV5ol8MOMU/ZgOJI84o8ZKjz1hoyHt10i/XHGr7hxklXg5qUCORr/81QsTlsUoDRNU667npsafUGU4Ezgt9TKNKWUjOsCupZLGqP3JfOMpObNKSKJE2ScNmau/JyY01nocBzYZUzPUy95M/M/rZia69idcpplByRYfRZkgJiGz80nIFTIjxpZQprjdlbAhVZQZW1LJluAtn7xKWrWqd1l17y8q9Zu8jiKcwCmcgwdXUIc7aEATGEh4hld4c7Tz4rw7H4towclnjuEPnM8fwTOQTA==</latexit>

�2



Fiedler vector 
! The second eigenvalue is              iff the graph is connected

! More connected graphs have higher values of 


! The eigenvalue     is called the algebraic connectivity

! The eigenvector corresponding to     is called the Fiedler vector 
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<latexit sha1_base64="iqASwXPT9levMJU5RXZuNhufnk8=">AAAB9XicbVDLSgMxFL1TX7W+qi7dBIvgqmSKoqtScOOygn1AO5ZMJtOGZjJDklHK0P9w40IRt/6LO//GtJ2Fth4IHM45l3tz/ERwbTD+dgpr6xubW8Xt0s7u3v5B+fCoreNUUdaisYhV1yeaCS5Zy3AjWDdRjES+YB1/fDPzO49MaR7LezNJmBeRoeQhp8RY6aEvbDQggxqqI4wG5Qqu4jnQKnFzUoEczUH5qx/ENI2YNFQQrXsuToyXEWU4FWxa6qeaJYSOyZD1LJUkYtrL5ldP0ZlVAhTGyj5p0Fz9PZGRSOtJ5NtkRMxIL3sz8T+vl5rw2su4TFLDJF0sClOBTIxmFaCAK0aNmFhCqOL2VkRHRBFqbFElW4K7/OVV0q5V3csqvruoNOp5HUU4gVM4BxeuoAG30IQWUFDwDK/w5jw5L86787GIFpx85hj+wPn8AWvPkSI=</latexit>

�2 > 0
<latexit sha1_base64="mfMfZO6KfjXLbth9nff/KKZWMq0=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqswURVdScOOygn1gO5RM5k4bmskMSUYopX/hxoUibv0bd/6NaTsLbT0QOJxzLrn3BKng2rjut1NYW9/Y3Cpul3Z29/YPyodHLZ1kimGTJSJRnYBqFFxi03AjsJMqpHEgsB2Mbmd++wmV5ol8MOMU/ZgOJI84o8ZKjz1hoyHt10i/XHGr7hxklXg5qUCORr/81QsTlsUoDRNU667npsafUGU4Ezgt9TKNKWUjOsCupZLGqP3JfOMpObNKSKJE2ScNmau/JyY01nocBzYZUzPUy95M/M/rZia69idcpplByRYfRZkgJiGz80nIFTIjxpZQprjdlbAhVZQZW1LJluAtn7xKWrWqd1l17y8q9Zu8jiKcwCmcgwdXUIc7aEATGEh4hld4c7Tz4rw7H4towclnjuEPnM8fwTOQTA==</latexit>

�2

<latexit sha1_base64="mfMfZO6KfjXLbth9nff/KKZWMq0=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqswURVdScOOygn1gO5RM5k4bmskMSUYopX/hxoUibv0bd/6NaTsLbT0QOJxzLrn3BKng2rjut1NYW9/Y3Cpul3Z29/YPyodHLZ1kimGTJSJRnYBqFFxi03AjsJMqpHEgsB2Mbmd++wmV5ol8MOMU/ZgOJI84o8ZKjz1hoyHt10i/XHGr7hxklXg5qUCORr/81QsTlsUoDRNU667npsafUGU4Ezgt9TKNKWUjOsCupZLGqP3JfOMpObNKSKJE2ScNmau/JyY01nocBzYZUzPUy95M/M/rZia69idcpplByRYfRZkgJiGz80nIFTIjxpZQprjdlbAhVZQZW1LJluAtn7xKWrWqd1l17y8q9Zu8jiKcwCmcgwdXUIc7aEATGEh4hld4c7Tz4rw7H4towclnjuEPnM8fwTOQTA==</latexit>

�2

<latexit sha1_base64="U2z9nPz42bUpa+cdV25PG94sDK0=">AAAB9HicbVDLSgMxFL1TX7W+qi7dBIvgqmSKohul4MZlBfuAdiiZTKYNzWTGJFMoQ7/DjQtF3Pox7vwb03YW2nogcDjnXO7N8RPBtcH42ymsrW9sbhW3Szu7e/sH5cOjlo5TRVmTxiJWHZ9oJrhkTcONYJ1EMRL5grX90d3Mb4+Z0jyWj2aSMC8iA8lDTomxktcTNhqQfg3dINwvV3AVz4FWiZuTCuRo9MtfvSCmacSkoYJo3XVxYryMKMOpYNNSL9UsIXREBqxrqSQR0142P3qKzqwSoDBW9kmD5urviYxEWk8i3yYjYoZ62ZuJ/3nd1ITXXsZlkhom6WJRmApkYjRrAAVcMWrExBJCFbe3IjokilBjeyrZEtzlL6+SVq3qXlbxw0WlfpvXUYQTOIVzcOEK6nAPDWgChSd4hld4c8bOi/PufCyiBSefOYY/cD5/ABDRkPc=</latexit>

�2 = 0
<latexit sha1_base64="PTx1Kw5jMSqFoQQS270dbH9RUTg=">AAACAHicbVDLSgMxFM3UV62vURcu3ASL4GqYKYp1IwU3LivYB3SGIZPJtKGZZEgyYind+CtuXCji1s9w59+YtrPQ1gOBwznncnNPlDGqtOt+W6WV1bX1jfJmZWt7Z3fP3j9oK5FLTFpYMCG7EVKEUU5ammpGupkkKI0Y6UTDm6nfeSBSUcHv9SgjQYr6nCYUI22k0D7ymQnHKKxBH2WZFI/QdWpX9dCuuo47A1wmXkGqoEAztL/8WOA8JVxjhpTqeW6mgzGSmmJGJhU/VyRDeIj6pGcoRylRwXh2wASeGiWGiZDmcQ1n6u+JMUqVGqWRSaZID9SiNxX/83q5TurBmPIs14Tj+aIkZ1ALOG0DxlQSrNnIEIQlNX+FeIAkwtp0VjEleIsnL5N2zfEuHPfuvNq4Luoog2NwAs6ABy5BA9yCJmgBDCbgGbyCN+vJerHerY95tGQVM4fgD6zPH5eulRY=</latexit>

�2 ⇡ 0.298
<latexit sha1_base64="2+gKc4OjR2L9o1ksyTQebXixQSg=">AAACAHicbVC7TsMwFHXKq5RXgIGBxaJCYoqSQgUTqsTCWCT6kJoochynterYke0gqqoLv8LCAEKsfAYbf4PbZoCWI1k6OudcXd8TZYwq7brfVmlldW19o7xZ2dre2d2z9w/aSuQSkxYWTMhuhBRhlJOWppqRbiYJSiNGOtHwZup3HohUVPB7PcpIkKI+pwnFSBsptI98ZsIxCmvQR1kmxSN0nfp5PbSrruPOAJeJV5AqKNAM7S8/FjhPCdeYIaV6npvpYIykppiRScXPFckQHqI+6RnKUUpUMJ4dMIGnRolhIqR5XMOZ+ntijFKlRmlkkinSA7XoTcX/vF6uk6tgTHmWa8LxfFGSM6gFnLYBYyoJ1mxkCMKSmr9CPEASYW06q5gSvMWTl0m75nh1x727qDauizrK4BicgDPggUvQALegCVoAgwl4Bq/gzXqyXqx362MeLVnFzCH4A+vzB46WlRA=</latexit>

�2 ⇡ 0.535

<latexit sha1_base64="mfMfZO6KfjXLbth9nff/KKZWMq0=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqswURVdScOOygn1gO5RM5k4bmskMSUYopX/hxoUibv0bd/6NaTsLbT0QOJxzLrn3BKng2rjut1NYW9/Y3Cpul3Z29/YPyodHLZ1kimGTJSJRnYBqFFxi03AjsJMqpHEgsB2Mbmd++wmV5ol8MOMU/ZgOJI84o8ZKjz1hoyHt10i/XHGr7hxklXg5qUCORr/81QsTlsUoDRNU667npsafUGU4Ezgt9TKNKWUjOsCupZLGqP3JfOMpObNKSKJE2ScNmau/JyY01nocBzYZUzPUy95M/M/rZia69idcpplByRYfRZkgJiGz80nIFTIjxpZQprjdlbAhVZQZW1LJluAtn7xKWrWqd1l17y8q9Zu8jiKcwCmcgwdXUIc7aEATGEh4hld4c7Tz4rw7H4towclnjuEPnM8fwTOQTA==</latexit>

�2



Fiedler vector 
! The second eigenvalue is              iff the graph is connected

! More connected graphs have higher values of 


! The eigenvalue     is called the algebraic connectivity

! The eigenvector corresponding to     is called the Fiedler vector 
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<latexit sha1_base64="iqASwXPT9levMJU5RXZuNhufnk8=">AAAB9XicbVDLSgMxFL1TX7W+qi7dBIvgqmSKoqtScOOygn1AO5ZMJtOGZjJDklHK0P9w40IRt/6LO//GtJ2Fth4IHM45l3tz/ERwbTD+dgpr6xubW8Xt0s7u3v5B+fCoreNUUdaisYhV1yeaCS5Zy3AjWDdRjES+YB1/fDPzO49MaR7LezNJmBeRoeQhp8RY6aEvbDQggxqqI4wG5Qqu4jnQKnFzUoEczUH5qx/ENI2YNFQQrXsuToyXEWU4FWxa6qeaJYSOyZD1LJUkYtrL5ldP0ZlVAhTGyj5p0Fz9PZGRSOtJ5NtkRMxIL3sz8T+vl5rw2su4TFLDJF0sClOBTIxmFaCAK0aNmFhCqOL2VkRHRBFqbFElW4K7/OVV0q5V3csqvruoNOp5HUU4gVM4BxeuoAG30IQWUFDwDK/w5jw5L86787GIFpx85hj+wPn8AWvPkSI=</latexit>

�2 > 0
<latexit sha1_base64="mfMfZO6KfjXLbth9nff/KKZWMq0=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqswURVdScOOygn1gO5RM5k4bmskMSUYopX/hxoUibv0bd/6NaTsLbT0QOJxzLrn3BKng2rjut1NYW9/Y3Cpul3Z29/YPyodHLZ1kimGTJSJRnYBqFFxi03AjsJMqpHEgsB2Mbmd++wmV5ol8MOMU/ZgOJI84o8ZKjz1hoyHt10i/XHGr7hxklXg5qUCORr/81QsTlsUoDRNU667npsafUGU4Ezgt9TKNKWUjOsCupZLGqP3JfOMpObNKSKJE2ScNmau/JyY01nocBzYZUzPUy95M/M/rZia69idcpplByRYfRZkgJiGz80nIFTIjxpZQprjdlbAhVZQZW1LJluAtn7xKWrWqd1l17y8q9Zu8jiKcwCmcgwdXUIc7aEATGEh4hld4c7Tz4rw7H4towclnjuEPnM8fwTOQTA==</latexit>

�2

<latexit sha1_base64="mfMfZO6KfjXLbth9nff/KKZWMq0=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqswURVdScOOygn1gO5RM5k4bmskMSUYopX/hxoUibv0bd/6NaTsLbT0QOJxzLrn3BKng2rjut1NYW9/Y3Cpul3Z29/YPyodHLZ1kimGTJSJRnYBqFFxi03AjsJMqpHEgsB2Mbmd++wmV5ol8MOMU/ZgOJI84o8ZKjz1hoyHt10i/XHGr7hxklXg5qUCORr/81QsTlsUoDRNU667npsafUGU4Ezgt9TKNKWUjOsCupZLGqP3JfOMpObNKSKJE2ScNmau/JyY01nocBzYZUzPUy95M/M/rZia69idcpplByRYfRZkgJiGz80nIFTIjxpZQprjdlbAhVZQZW1LJluAtn7xKWrWqd1l17y8q9Zu8jiKcwCmcgwdXUIc7aEATGEh4hld4c7Tz4rw7H4towclnjuEPnM8fwTOQTA==</latexit>

�2

<latexit sha1_base64="U2z9nPz42bUpa+cdV25PG94sDK0=">AAAB9HicbVDLSgMxFL1TX7W+qi7dBIvgqmSKohul4MZlBfuAdiiZTKYNzWTGJFMoQ7/DjQtF3Pox7vwb03YW2nogcDjnXO7N8RPBtcH42ymsrW9sbhW3Szu7e/sH5cOjlo5TRVmTxiJWHZ9oJrhkTcONYJ1EMRL5grX90d3Mb4+Z0jyWj2aSMC8iA8lDTomxktcTNhqQfg3dINwvV3AVz4FWiZuTCuRo9MtfvSCmacSkoYJo3XVxYryMKMOpYNNSL9UsIXREBqxrqSQR0142P3qKzqwSoDBW9kmD5urviYxEWk8i3yYjYoZ62ZuJ/3nd1ITXXsZlkhom6WJRmApkYjRrAAVcMWrExBJCFbe3IjokilBjeyrZEtzlL6+SVq3qXlbxw0WlfpvXUYQTOIVzcOEK6nAPDWgChSd4hld4c8bOi/PufCyiBSefOYY/cD5/ABDRkPc=</latexit>

�2 = 0
<latexit sha1_base64="PTx1Kw5jMSqFoQQS270dbH9RUTg=">AAACAHicbVDLSgMxFM3UV62vURcu3ASL4GqYKYp1IwU3LivYB3SGIZPJtKGZZEgyYind+CtuXCji1s9w59+YtrPQ1gOBwznncnNPlDGqtOt+W6WV1bX1jfJmZWt7Z3fP3j9oK5FLTFpYMCG7EVKEUU5ammpGupkkKI0Y6UTDm6nfeSBSUcHv9SgjQYr6nCYUI22k0D7ymQnHKKxBH2WZFI/QdWpX9dCuuo47A1wmXkGqoEAztL/8WOA8JVxjhpTqeW6mgzGSmmJGJhU/VyRDeIj6pGcoRylRwXh2wASeGiWGiZDmcQ1n6u+JMUqVGqWRSaZID9SiNxX/83q5TurBmPIs14Tj+aIkZ1ALOG0DxlQSrNnIEIQlNX+FeIAkwtp0VjEleIsnL5N2zfEuHPfuvNq4Luoog2NwAs6ABy5BA9yCJmgBDCbgGbyCN+vJerHerY95tGQVM4fgD6zPH5eulRY=</latexit>

�2 ⇡ 0.298
<latexit sha1_base64="2+gKc4OjR2L9o1ksyTQebXixQSg=">AAACAHicbVC7TsMwFHXKq5RXgIGBxaJCYoqSQgUTqsTCWCT6kJoochynterYke0gqqoLv8LCAEKsfAYbf4PbZoCWI1k6OudcXd8TZYwq7brfVmlldW19o7xZ2dre2d2z9w/aSuQSkxYWTMhuhBRhlJOWppqRbiYJSiNGOtHwZup3HohUVPB7PcpIkKI+pwnFSBsptI98ZsIxCmvQR1kmxSN0nfp5PbSrruPOAJeJV5AqKNAM7S8/FjhPCdeYIaV6npvpYIykppiRScXPFckQHqI+6RnKUUpUMJ4dMIGnRolhIqR5XMOZ+ntijFKlRmlkkinSA7XoTcX/vF6uk6tgTHmWa8LxfFGSM6gFnLYBYyoJ1mxkCMKSmr9CPEASYW06q5gSvMWTl0m75nh1x727qDauizrK4BicgDPggUvQALegCVoAgwl4Bq/gzXqyXqx362MeLVnFzCH4A+vzB46WlRA=</latexit>

�2 ⇡ 0.535
<latexit sha1_base64="+PCPHpV1UxX286RZYWl/oJPoe30=">AAACAHicbVC7TsMwFHV4lvIKMDCwWFRITFFSAe2EKrEwFok+pCaKHMdprTqOZTuIqurCr7AwgBArn8HG3+C2GaDlSJaOzjlX1/dEglGlXffbWlldW9/YLG2Vt3d29/btg8O2ynKJSQtnLJPdCCnCKCctTTUjXSEJSiNGOtHwZup3HohUNOP3eiRIkKI+pwnFSBsptI99ZsIxCqvQR0LI7BG6Tr12FdoV13FngMvEK0gFFGiG9pcfZzhPCdeYIaV6nit0MEZSU8zIpOznigiEh6hPeoZylBIVjGcHTOCZUWKYZNI8ruFM/T0xRqlSozQyyRTpgVr0puJ/Xi/XST0YUy5yTTieL0pyBnUGp23AmEqCNRsZgrCk5q8QD5BEWJvOyqYEb/HkZdKuOt6l495dVBrXRR0lcAJOwTnwQA00wC1oghbAYAKewSt4s56sF+vd+phHV6xi5gj8gfX5A5rAlRg=</latexit>

�2 ⇡ 0.876

<latexit sha1_base64="mfMfZO6KfjXLbth9nff/KKZWMq0=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqswURVdScOOygn1gO5RM5k4bmskMSUYopX/hxoUibv0bd/6NaTsLbT0QOJxzLrn3BKng2rjut1NYW9/Y3Cpul3Z29/YPyodHLZ1kimGTJSJRnYBqFFxi03AjsJMqpHEgsB2Mbmd++wmV5ol8MOMU/ZgOJI84o8ZKjz1hoyHt10i/XHGr7hxklXg5qUCORr/81QsTlsUoDRNU667npsafUGU4Ezgt9TKNKWUjOsCupZLGqP3JfOMpObNKSKJE2ScNmau/JyY01nocBzYZUzPUy95M/M/rZia69idcpplByRYfRZkgJiGz80nIFTIjxpZQprjdlbAhVZQZW1LJluAtn7xKWrWqd1l17y8q9Zu8jiKcwCmcgwdXUIc7aEATGEh4hld4c7Tz4rw7H4towclnjuEPnM8fwTOQTA==</latexit>

�2



Fiedler vector 
! The second eigenvalue is              iff the graph is connected

! More connected graphs have higher values of 


! The eigenvalue     is called the algebraic connectivity

! The eigenvector corresponding to     is called the Fiedler vector 
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<latexit sha1_base64="iqASwXPT9levMJU5RXZuNhufnk8=">AAAB9XicbVDLSgMxFL1TX7W+qi7dBIvgqmSKoqtScOOygn1AO5ZMJtOGZjJDklHK0P9w40IRt/6LO//GtJ2Fth4IHM45l3tz/ERwbTD+dgpr6xubW8Xt0s7u3v5B+fCoreNUUdaisYhV1yeaCS5Zy3AjWDdRjES+YB1/fDPzO49MaR7LezNJmBeRoeQhp8RY6aEvbDQggxqqI4wG5Qqu4jnQKnFzUoEczUH5qx/ENI2YNFQQrXsuToyXEWU4FWxa6qeaJYSOyZD1LJUkYtrL5ldP0ZlVAhTGyj5p0Fz9PZGRSOtJ5NtkRMxIL3sz8T+vl5rw2su4TFLDJF0sClOBTIxmFaCAK0aNmFhCqOL2VkRHRBFqbFElW4K7/OVV0q5V3csqvruoNOp5HUU4gVM4BxeuoAG30IQWUFDwDK/w5jw5L86787GIFpx85hj+wPn8AWvPkSI=</latexit>

�2 > 0
<latexit sha1_base64="mfMfZO6KfjXLbth9nff/KKZWMq0=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqswURVdScOOygn1gO5RM5k4bmskMSUYopX/hxoUibv0bd/6NaTsLbT0QOJxzLrn3BKng2rjut1NYW9/Y3Cpul3Z29/YPyodHLZ1kimGTJSJRnYBqFFxi03AjsJMqpHEgsB2Mbmd++wmV5ol8MOMU/ZgOJI84o8ZKjz1hoyHt10i/XHGr7hxklXg5qUCORr/81QsTlsUoDRNU667npsafUGU4Ezgt9TKNKWUjOsCupZLGqP3JfOMpObNKSKJE2ScNmau/JyY01nocBzYZUzPUy95M/M/rZia69idcpplByRYfRZkgJiGz80nIFTIjxpZQprjdlbAhVZQZW1LJluAtn7xKWrWqd1l17y8q9Zu8jiKcwCmcgwdXUIc7aEATGEh4hld4c7Tz4rw7H4towclnjuEPnM8fwTOQTA==</latexit>

�2

<latexit sha1_base64="mfMfZO6KfjXLbth9nff/KKZWMq0=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqswURVdScOOygn1gO5RM5k4bmskMSUYopX/hxoUibv0bd/6NaTsLbT0QOJxzLrn3BKng2rjut1NYW9/Y3Cpul3Z29/YPyodHLZ1kimGTJSJRnYBqFFxi03AjsJMqpHEgsB2Mbmd++wmV5ol8MOMU/ZgOJI84o8ZKjz1hoyHt10i/XHGr7hxklXg5qUCORr/81QsTlsUoDRNU667npsafUGU4Ezgt9TKNKWUjOsCupZLGqP3JfOMpObNKSKJE2ScNmau/JyY01nocBzYZUzPUy95M/M/rZia69idcpplByRYfRZkgJiGz80nIFTIjxpZQprjdlbAhVZQZW1LJluAtn7xKWrWqd1l17y8q9Zu8jiKcwCmcgwdXUIc7aEATGEh4hld4c7Tz4rw7H4towclnjuEPnM8fwTOQTA==</latexit>

�2

<latexit sha1_base64="U2z9nPz42bUpa+cdV25PG94sDK0=">AAAB9HicbVDLSgMxFL1TX7W+qi7dBIvgqmSKohul4MZlBfuAdiiZTKYNzWTGJFMoQ7/DjQtF3Pox7vwb03YW2nogcDjnXO7N8RPBtcH42ymsrW9sbhW3Szu7e/sH5cOjlo5TRVmTxiJWHZ9oJrhkTcONYJ1EMRL5grX90d3Mb4+Z0jyWj2aSMC8iA8lDTomxktcTNhqQfg3dINwvV3AVz4FWiZuTCuRo9MtfvSCmacSkoYJo3XVxYryMKMOpYNNSL9UsIXREBqxrqSQR0142P3qKzqwSoDBW9kmD5urviYxEWk8i3yYjYoZ62ZuJ/3nd1ITXXsZlkhom6WJRmApkYjRrAAVcMWrExBJCFbe3IjokilBjeyrZEtzlL6+SVq3qXlbxw0WlfpvXUYQTOIVzcOEK6nAPDWgChSd4hld4c8bOi/PufCyiBSefOYY/cD5/ABDRkPc=</latexit>

�2 = 0
<latexit sha1_base64="PTx1Kw5jMSqFoQQS270dbH9RUTg=">AAACAHicbVDLSgMxFM3UV62vURcu3ASL4GqYKYp1IwU3LivYB3SGIZPJtKGZZEgyYind+CtuXCji1s9w59+YtrPQ1gOBwznncnNPlDGqtOt+W6WV1bX1jfJmZWt7Z3fP3j9oK5FLTFpYMCG7EVKEUU5ammpGupkkKI0Y6UTDm6nfeSBSUcHv9SgjQYr6nCYUI22k0D7ymQnHKKxBH2WZFI/QdWpX9dCuuo47A1wmXkGqoEAztL/8WOA8JVxjhpTqeW6mgzGSmmJGJhU/VyRDeIj6pGcoRylRwXh2wASeGiWGiZDmcQ1n6u+JMUqVGqWRSaZID9SiNxX/83q5TurBmPIs14Tj+aIkZ1ALOG0DxlQSrNnIEIQlNX+FeIAkwtp0VjEleIsnL5N2zfEuHPfuvNq4Luoog2NwAs6ABy5BA9yCJmgBDCbgGbyCN+vJerHerY95tGQVM4fgD6zPH5eulRY=</latexit>

�2 ⇡ 0.298
<latexit sha1_base64="2+gKc4OjR2L9o1ksyTQebXixQSg=">AAACAHicbVC7TsMwFHXKq5RXgIGBxaJCYoqSQgUTqsTCWCT6kJoochynterYke0gqqoLv8LCAEKsfAYbf4PbZoCWI1k6OudcXd8TZYwq7brfVmlldW19o7xZ2dre2d2z9w/aSuQSkxYWTMhuhBRhlJOWppqRbiYJSiNGOtHwZup3HohUVPB7PcpIkKI+pwnFSBsptI98ZsIxCmvQR1kmxSN0nfp5PbSrruPOAJeJV5AqKNAM7S8/FjhPCdeYIaV6npvpYIykppiRScXPFckQHqI+6RnKUUpUMJ4dMIGnRolhIqR5XMOZ+ntijFKlRmlkkinSA7XoTcX/vF6uk6tgTHmWa8LxfFGSM6gFnLYBYyoJ1mxkCMKSmr9CPEASYW06q5gSvMWTl0m75nh1x727qDauizrK4BicgDPggUvQALegCVoAgwl4Bq/gzXqyXqx362MeLVnFzCH4A+vzB46WlRA=</latexit>

�2 ⇡ 0.535
<latexit sha1_base64="+PCPHpV1UxX286RZYWl/oJPoe30=">AAACAHicbVC7TsMwFHV4lvIKMDCwWFRITFFSAe2EKrEwFok+pCaKHMdprTqOZTuIqurCr7AwgBArn8HG3+C2GaDlSJaOzjlX1/dEglGlXffbWlldW9/YLG2Vt3d29/btg8O2ynKJSQtnLJPdCCnCKCctTTUjXSEJSiNGOtHwZup3HohUNOP3eiRIkKI+pwnFSBsptI99ZsIxCqvQR0LI7BG6Tr12FdoV13FngMvEK0gFFGiG9pcfZzhPCdeYIaV6nit0MEZSU8zIpOznigiEh6hPeoZylBIVjGcHTOCZUWKYZNI8ruFM/T0xRqlSozQyyRTpgVr0puJ/Xi/XST0YUy5yTTieL0pyBnUGp23AmEqCNRsZgrCk5q8QD5BEWJvOyqYEb/HkZdKuOt6l495dVBrXRR0lcAJOwTnwQA00wC1oghbAYAKewSt4s56sF+vd+phHV6xi5gj8gfX5A5rAlRg=</latexit>

�2 ⇡ 0.876
<latexit sha1_base64="yBOkQT7AZmkCzOlGhzKgm4IuC28=">AAAB/HicbVDLSsNAFJ3UV62vaJduBovgqiRF0ZUU3LisYB/QhDCZTNqhk8kwMxFDqL/ixoUibv0Qd/6N0zYLbT0wcDjnXO6dEwpGlXacb6uytr6xuVXdru3s7u0f2IdHPZVmEpMuTlkqByFShFFOuppqRgZCEpSEjPTDyc3M7z8QqWjK73UuiJ+gEacxxUgbKbDrHjPhCAUt6CEhZPoI3cBuOE1nDrhK3JI0QIlOYH95UYqzhHCNGVJq6DpC+wWSmmJGpjUvU0QgPEEjMjSUo4Qov5gfP4WnRolgnErzuIZz9fdEgRKl8iQ0yQTpsVr2ZuJ/3jDT8ZVfUC4yTTheLIozBnUKZ03AiEqCNcsNQVhScyvEYyQR1qavminBXf7yKum1mu5F07k7b7Svyzqq4BicgDPggkvQBregA7oAgxw8g1fwZj1ZL9a79bGIVqxypg7+wPr8AauxlB4=</latexit>

�2 ⇡ 1

<latexit sha1_base64="mfMfZO6KfjXLbth9nff/KKZWMq0=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqswURVdScOOygn1gO5RM5k4bmskMSUYopX/hxoUibv0bd/6NaTsLbT0QOJxzLrn3BKng2rjut1NYW9/Y3Cpul3Z29/YPyodHLZ1kimGTJSJRnYBqFFxi03AjsJMqpHEgsB2Mbmd++wmV5ol8MOMU/ZgOJI84o8ZKjz1hoyHt10i/XHGr7hxklXg5qUCORr/81QsTlsUoDRNU667npsafUGU4Ezgt9TKNKWUjOsCupZLGqP3JfOMpObNKSKJE2ScNmau/JyY01nocBzYZUzPUy95M/M/rZia69idcpplByRYfRZkgJiGz80nIFTIjxpZQprjdlbAhVZQZW1LJluAtn7xKWrWqd1l17y8q9Zu8jiKcwCmcgwdXUIc7aEATGEh4hld4c7Tz4rw7H4towclnjuEPnM8fwTOQTA==</latexit>

�2



Graph partitioning 
! One of the fundamental problems when dealing with graphs


! It aims at cutting a weighted, undirected graph into two or more 
subgraphs, so that the total weight of the cut edges is as small as 
possible 


What can the spectrum tell us about partitioning the graph?
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Subgraph 1 edges
Subgraph 2 edges
Cut edges



! Cut: Partition of the vertices into two disjoint sets  

- Let             , and                      its complement 

- The cut induced by     is defined as

- The volume of the set is   


! Conductance of a cut: 


! Conductance of a graph i.e., Cheeger constant

- Small conductance means well-connected and partitionable subgraphs 

- Measures the presence of a bottleneck

Cuts and bottlenecks 
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<latexit sha1_base64="scaUO1lbvTPlv2bDVWN8XDUvj90=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsceCF48V7QekoWy2m3bpZhN2J0IJ/RlePCji1V/jzX/jts1Bqw8GHu/NMDMvTKUw6LpfTmltfWNzq7xd2dnd2z+oHh51TJJpxtsskYnuhdRwKRRvo0DJe6nmNA4l74aTm7nffeTaiEQ94DTlQUxHSkSCUbSSf0/6JgsNR9IZVGtu3V2A/CVeQWpQoDWofvaHCctirpBJaozvuSkGOdUomOSzSj8zPKVsQkfct1TRmJsgX5w8I2dWGZIo0bYUkoX6cyKnsTHTOLSdMcWxWfXm4n+en2HUCHKh0gy5YstFUSYJJmT+PxkKzRnKqSWUaWFvJWxMNWVoU6rYELzVl/+SzkXdu6q7d5e1ZqOIowwncArn4ME1NOEWWtAGBgk8wQu8Oug8O2/O+7K15BQzx/ALzsc3i06QvQ==</latexit>

S ⇢ V
<latexit sha1_base64="v9s4e7dreBKp0PpuKeZWPcTbpPM=">AAAB+HicbVBNS8NAEJ3Ur1o/GvXoZbEIXiyJVCyCUPDisVL7AW0om+2mXbrZhN2NUEN/iRcPinj1p3jz37htc9DWBwOP92aYmefHnCntON9Wbm19Y3Mrv13Y2d3bL9oHhy0VJZLQJol4JDs+VpQzQZuaaU47saQ49Dlt++Pbmd9+pFKxSDzoSUy9EA8FCxjB2kh9u9jzsUwb0+sb1ELnqNG3S07ZmQOtEjcjJchQ79tfvUFEkpAKTThWqus6sfZSLDUjnE4LvUTRGJMxHtKuoQKHVHnp/PApOjXKAAWRNCU0mqu/J1IcKjUJfdMZYj1Sy95M/M/rJjqoeikTcaKpIItFQcKRjtAsBTRgkhLNJ4ZgIpm5FZERlphok1XBhOAuv7xKWhdl97Ls3FdKtWoWRx6O4QTOwIUrqMEd1KEJBBJ4hld4s56sF+vd+li05qxs5gj+wPr8AbCikcQ=</latexit>

S̄ := V � S
<latexit sha1_base64="hkychjubctzZsOe9y3S4MCa3pMc=">AAAB6XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKYo4BLx7jIw9IljA7mU2GzM4uM71CWPIHXjwo4tU/8ubfOEn2oIkFDUVVN91dQSKFQdf9dgpr6xubW8Xt0s7u3v5B+fCoZeJUM95ksYx1J6CGS6F4EwVK3kk0p1EgeTsY38z89hPXRsTqEScJ9yM6VCIUjKKV7h9Iv1xxq+4cZJV4OalAjka//NUbxCyNuEImqTFdz03Qz6hGwSSflnqp4QllYzrkXUsVjbjxs/mlU3JmlQEJY21LIZmrvycyGhkziQLbGVEcmWVvJv7ndVMMa34mVJIiV2yxKEwlwZjM3iYDoTlDObGEMi3srYSNqKYMbTglG4K3/PIqaV1Uvauqe3dZqdfyOIpwAqdwDh5cQx1uoQFNYBDCM7zCmzN2Xpx352PRWnDymWP4A+fzBwI7jPs=</latexit>

S
<latexit sha1_base64="+Tcoc3V2+hQeMHqlM//QzuWRX8g=">AAACHXicbVDLSsNAFJ34rPUVdelmsAgVpCRSsQhCwY3LSu0DmlAm02k77WQSZiZKCfkRN/6KGxeKuHAj/o3TNAttPTBwOOdc7tzjhYxKZVnfxtLyyuraem4jv7m1vbNr7u03ZRAJTBo4YIFoe0gSRjlpKKoYaYeCIN9jpOWNr6d+654ISQN+pyYhcX004LRPMVJa6prlh2L9FDoeEnE9OYGXV9CRkd+NKXQoh9oapSQLJC3tjJKuWbBKVgq4SOyMFECGWtf8dHoBjnzCFWZIyo5thcqNkVAUM5LknUiSEOExGpCOphz5RLpxel0Cj7XSg/1A6McVTNXfEzHypZz4nk76SA3lvDcV//M6kepX3JjyMFKE49mifsSgCuC0KtijgmDFJpogLKj+K8RDJBBWutC8LsGeP3mRNM9K9nnJui0XqpWsjhw4BEegCGxwAargBtRAA2DwCJ7BK3gznowX4934mEWXjGzmAPyB8fUDkvagZA==</latexit>

w(S, S̄) :=
X

i2S,j2S̄

Wij

<latexit sha1_base64="RYsdbLizDS1uyp2WX6TPefvIPYE=">AAACB3icbZDLSsNAFIYnXmu9RV0KMliEuimJKBZBKOjCZaX2Ak0Ik+mkHTqZhJlJoYTs3Pgqblwo4tZXcOfbOG2z0NYfBj7+cw5nzu/HjEplWd/G0vLK6tp6YaO4ubW9s2vu7bdklAhMmjhikej4SBJGOWkqqhjpxIKg0Gek7Q9vJvX2iAhJI/6gxjFxQ9TnNKAYKW155tEoYuXGKby6ho5MQi+l0KEcNrJbjTTzzJJVsaaCi2DnUAK56p755fQinISEK8yQlF3bipWbIqEoZiQrOokkMcJD1CddjRyFRLrp9I4MnminB4NI6McVnLq/J1IUSjkOfd0ZIjWQ87WJ+V+tm6ig6qaUx4kiHM8WBQmDKoKTUGCPCoIVG2tAWFD9V4gHSCCsdHRFHYI9f/IitM4q9kXFuj8v1ap5HAVwCI5BGdjgEtTAHaiDJsDgETyDV/BmPBkvxrvxMWtdMvKZA/BHxucPCCqYIQ==</latexit>

vol(S) :=
X

i2S

Dii

<latexit sha1_base64="BJqRM+ABjQQUWhwzbf1UiGEEI90=">AAACLHicbVBLSwMxGMz6rPVV9eglWIQKUnZFsQhCwYMeK7UqdEvJplkbmseSZKsl7A/y4l8RxIMiXv0dpg/B10DIMDMfyTdRwqg2vv/qTU3PzM7N5xbyi0vLK6uFtfVLLVOFSQNLJtV1hDRhVJCGoYaR60QRxCNGrqLeydC/6hOlqRQXZpCQFkc3gsYUI+OkduGk2z4t1Xfg0TEMY4WwvS3Vd2EYIWXr2U5mQx7JO8upyGBo+5K57C4c3l+RMMvahaJf9keAf0kwIUUwQa1deAo7EqecCIMZ0roZ+IlpWaQMxYxk+TDVJEG4h25I01GBONEtO1o2g9tO6cBYKneEgSP1+4RFXOsBj1ySI9PVv72h+J/XTE1caVkqktQQgccPxSmDRsJhc7BDFcGGDRxBWFH3V4i7yHVmXL95V0Lwe+W/5HKvHByU/fP9YrUyqSMHNsEWKIEAHIIqOAM10AAY3INH8AJevQfv2Xvz3sfRKW8yswF+wPv4BK42prQ=</latexit>

hG(S) :=
w(S, S̄)

min{vol(S), vol(S̄)}

<latexit sha1_base64="XytsPU8XxhoeCBV43Ir2fC4QhWE=">AAACD3icbVDLSgMxFM34rPU16tJNsCh1U2ZEsQhCwYUuK7UP6JQhk2ba0CQzJBmxDPMHbvwVNy4UcevWnX9j+lho64ELh3Pu5d57gphRpR3n21pYXFpeWc2t5dc3Nre27Z3dhooSiUkdRyySrQApwqggdU01I61YEsQDRprB4GrkN++JVDQSd3oYkw5HPUFDipE2km8f9f1reHEJPR5EDymnIvPTmqeSQBGdNrIMGr9YO/btglNyxoDzxJ2SApii6ttfXjfCCSdCY4aUartOrDspkppiRrK8lygSIzxAPdI2VCBOVCcd/5PBQ6N0YRhJU0LDsfp7IkVcqSEPTCdHuq9mvZH4n9dOdFjupFTEiSYCTxaFCYM6gqNwYJdKgjUbGoKwpOZWiPtIIqxNhHkTgjv78jxpnJTcs5Jze1qolKdx5MA+OABF4IJzUAE3oArqAINH8AxewZv1ZL1Y79bHpHXBms7sgT+wPn8A8Wib8A==</latexit>

hG := minS⇢V hG(S)

<latexit sha1_base64="dGCiyk57vTEfhqRo+GaOSGJWh1g=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoseCF48t2lpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTjm5n/8IRK81jem0mCfkSHkoecUWOl5l2/XHGr7hxklXg5qUCORr/81RvELI1QGiao1l3PTYyfUWU4Ezgt9VKNCWVjOsSupZJGqP1sfuiUnFllQMJY2ZKGzNXfExmNtJ5Ege2MqBnpZW8m/ud1UxNe+xmXSWpQssWiMBXExGT2NRlwhcyIiSWUKW5vJWxEFWXGZlOyIXjLL6+Sdq3qXVbd5kWlXsvjKMIJnMI5eHAFdbiFBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPqqeMyw==</latexit>

S
<latexit sha1_base64="Iqpd/BZ5mMBCz+5HqdJi5tDm5tg=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKRY8FLx4r2g9oQ9lsN+3SzSbsToQS+iO8eFDEq7/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbud+54lrI2L1iNOE+xEdKREKRtFKnX5AdfYwG5QrbtVdgKwTLycVyNEclL/6w5ilEVfIJDWm57kJ+hnVKJjks1I/NTyhbEJHvGepohE3frY4d0YurDIkYaxtKSQL9fdERiNjplFgOyOKY7PqzcX/vF6K4Y2fCZWkyBVbLgpTSTAm89/JUGjOUE4toUwLeythY6opQ5tQyYbgrb68Ttq1qlevuvdXlUYtj6MIZ3AOl+DBNTTgDprQAgYTeIZXeHMS58V5dz6WrQUnnzmFP3A+fwBoQY+Q</latexit>

S̄



Bottlenecks and spectrum 
! Cheegers inequality: relates the conductance of the graph with 

the eigenvalues of the normalized Laplacian 


! Connection between diameter (maximum distance) and spectrum


!              : graph disconnected, large bottlenecks, large diameter

!              : graph fully connected, no bottlenecks, small diameter
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<latexit sha1_base64="0cZwet1IQN1favLg2Y43Pb1XNBM=">AAACGXicbVDNS8MwHE3n15xfVY9egkPwNNqh6EkGHvQ4wX3AWkqapltYmtYkFUbpv+HFf8WLB0U86sn/xnQrqJsPQh7v/R7J7/kJo1JZ1pdRWVpeWV2rrtc2Nre2d8zdva6MU4FJB8csFn0fScIoJx1FFSP9RBAU+Yz0/PFl4ffuiZA05rdqkhA3QkNOQ4qR0pJnWk4oEM4cpiMB8pp51swdRuDIu4LF7cg7obLmj++ZdathTQEXiV2SOijR9swPJ4hxGhGuMENSDmwrUW6GhKKYkbzmpJIkCI/RkAw05Sgi0s2mm+XwSCsBDGOhD1dwqv5OZCiSchL5ejJCaiTnvUL8zxukKjx3M8qTVBGOZw+FKYMqhkVNMKCCYMUmmiAsqP4rxCOkq1K6zJouwZ5feZF0mw37tGHdnNRbF2UdVXAADsExsMEZaIFr0AYdgMEDeAIv4NV4NJ6NN+N9Nloxysw++APj8xsf+aBZ</latexit>

�2

2
 hG 

p
2�2

<latexit sha1_base64="L1QHpidHMPnp35khG21aQFpKJLU=">AAAB+HicbVDLSsNAFL3xWeujUZduBovgqiRF0ZUU3LisYB/QhDCZTNqhk0mYmQg19EvcuFDErZ/izr9x2mahrQcGDuecy9x7wowzpR3n21pb39jc2q7sVHf39g9q9uFRV6W5JLRDUp7KfogV5UzQjmaa034mKU5CTnvh+Hbm9x6pVCwVD3qSUT/BQ8FiRrA2UmDXPG7CEQ6ayNMpcgK77jScOdAqcUtShxLtwP7yopTkCRWacKzUwHUy7RdYakY4nVa9XNEMkzEe0oGhAidU+cV88Sk6M0qE4lSaJzSaq78nCpwoNUlCk0ywHqllbyb+5w1yHV/7BRNZrqkgi4/inCNz4qwFFDFJieYTQzCRzOyKyAhLTLTpqmpKcJdPXiXdZsO9bDj3F/XWTVlHBU7gFM7BhStowR20oQMEcniGV3iznqwX6936WETXrHLmGP7A+vwBY7KSPg==</latexit>

�2 ! 0
<latexit sha1_base64="OC0hrOFUty9uDGMnIg6BvBaFZ48=">AAAB+HicbVDLSsNAFL3xWeujUZduBovgqiRF0ZUU3LisYB/QhDCZTNqhk0mYmQg19EvcuFDErZ/izr9x2mahrQcGDuecy9x7wowzpR3n21pb39jc2q7sVHf39g9q9uFRV6W5JLRDUp7KfogV5UzQjmaa034mKU5CTnvh+Hbm9x6pVCwVD3qSUT/BQ8FiRrA2UmDXPG7CEQ6ayNMpcgO77jScOdAqcUtShxLtwP7yopTkCRWacKzUwHUy7RdYakY4nVa9XNEMkzEe0oGhAidU+cV88Sk6M0qE4lSaJzSaq78nCpwoNUlCk0ywHqllbyb+5w1yHV/7BRNZrqkgi4/inCNz4qwFFDFJieYTQzCRzOyKyAhLTLTpqmpKcJdPXiXdZsO9bDj3F/XWTVlHBU7gFM7BhStowR20oQMEcniGV3iznqwX6936WETXrHLmGP7A+vwBZTaSPw==</latexit>

�2 ! 1

<latexit sha1_base64="ASyQgcF/mx+qMhyxJGglufw58/k=">AAACEnicbVDLSsNAFJ3UV62vqEs3g0VoNyUpiq6k4EKXFWwrNCFMJpN26CQTZibFEvINbvwVNy4UcevKnX/jtM1CWw9cOJxz78y9x08Ylcqyvo3Syura+kZ5s7K1vbO7Z+4fdCVPBSYdzBkX9z6ShNGYdBRVjNwngqDIZ6Tnj66mfm9MhKQ8vlOThLgRGsQ0pBgpLXlmPfCyCD3ktes6dAYEOqFAOLPzzGH6kQB5TTjmTLu5Z1athjUDXCZ2QaqgQNszv5yA4zQiscIMSdm3rUS5GRKKYkbyipNKkiA8QgPS1zRGEZFuNjsphydaCWDIha5YwZn6eyJDkZSTyNedEVJDuehNxf+8fqrCCzejcZIqEuP5R2HKoOJwmg8MqCBYsYkmCAuqd4V4iHQoSqdY0SHYiycvk26zYZ81rNvTauuyiKMMjsAxqAEbnIMWuAFt0AEYPIJn8ArejCfjxXg3PuatJaOYOQR/YHz+AH+6nLY=</latexit>

dmax(G) � 1

�2vol(G)



Outline
! Graph Laplacian operator


! Eigendecomposition of the graph Laplacian

- What do the eigenvalues reveal about the graph?

- What are the basic properties of the eigenvectors?


! Applications

- Spectral embeddings

- Spectral clustering 

- PageRank 
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Rayleigh quotient 
! For every function   which assigns a value to each vertex of the 

graph, the Rayleigh quotient of    is defined as 


! The Rayleigh quotient is maximized if    is an eigenvector of     
corresponding to the largest eigenvalue

- Hint on the proof: Set the gradient to the zero vector
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<latexit sha1_base64="eako/RmCJMGLTp8hfxoPm7OyiBk=">AAAB6HicbVA9SwNBEJ3zM8avqKXNYhCswp0oWknAxsIiAfMByRH2NnPJmr29Y3dPCEd+gY2FIrb+JDv/jZvkCk18MPB4b4aZeUEiuDau++2srK6tb2wWtorbO7t7+6WDw6aOU8WwwWIRq3ZANQousWG4EdhOFNIoENgKRrdTv/WESvNYPphxgn5EB5KHnFFjpfp9r1R2K+4MZJl4OSlDjlqv9NXtxyyNUBomqNYdz02Mn1FlOBM4KXZTjQllIzrAjqWSRqj9bHbohJxapU/CWNmShszU3xMZjbQeR4HtjKgZ6kVvKv7ndVITXvsZl0lqULL5ojAVxMRk+jXpc4XMiLEllClubyVsSBVlxmZTtCF4iy8vk+Z5xbusuPWLcvUmj6MAx3ACZ+DBFVThDmrQAAYIz/AKb86j8+K8Ox/z1hUnnzmCP3A+fwCjp4zQ</latexit>

L

<latexit sha1_base64="nrKa3SL1gNq/RO/e6gkad+/f4WY=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHhswX5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8MJME/YgOJQ85o8ZKjbBfrrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQlv/IzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LqXVXdxmWldpvHUYQTOIVz8OAaanAPdWgCA4RneIU359F5cd6dj0VrwclnjuEPnM8fyw+M6g==</latexit>

f

<latexit sha1_base64="XMXZoh5lKHBQbfGt12iHnx/wUhg=">AAACOXicbVBLSwMxGMz6rPVV9eglWIQWtOwWRS9KwYuHIlX6ELrtkk2TNm32QZIVyrJ/y4v/wpvgxYMiXv0Dpg9EqwMhw8x8JN+4IWdSmeaTMTe/sLi0nFpJr66tb2xmtrbrMogEJjUc8EDcukgSznxSU0xxchsKgjyXk4Y7uBj5jTsiJAv8qhqGpOWhrs8ow0hpyclUbpxyjubhGbSpQDim7WqZJqOLJt+iLSPPidlBP2lfwYZm/SRHHXZInX6+XUzi4iRudwk0nUzWLJhjwL/EmpIsmKLiZB7tToAjj/gKcyRl0zJD1YqRUAxzkqTtSJIQ4QHqkqamPvKIbMXjzRO4r5UOpIHQx1dwrP6ciJEn5dBzddJDqidnvZH4n9eMFD1txcwPI0V8PHmIRhyqAI5qhB0mCFZ8qAnCgum/QtxDuiyly07rEqzZlf+SerFgHRfM66Ns6XxaRwrsgj2QAxY4ASVwCSqgBjC4B8/gFbwZD8aL8W58TKJzxnRmB/yC8fkFl0yrmA==</latexit>

RL(f) =
fTLf

fT f
=

PN
i,j Wij(fi � fj)2

2fT f
� 0

<latexit sha1_base64="nrKa3SL1gNq/RO/e6gkad+/f4WY=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHhswX5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8MJME/YgOJQ85o8ZKjbBfrrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQlv/IzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LqXVXdxmWldpvHUYQTOIVz8OAaanAPdWgCA4RneIU359F5cd6dj0VrwclnjuEPnM8fyw+M6g==</latexit>

f
<latexit sha1_base64="eako/RmCJMGLTp8hfxoPm7OyiBk=">AAAB6HicbVA9SwNBEJ3zM8avqKXNYhCswp0oWknAxsIiAfMByRH2NnPJmr29Y3dPCEd+gY2FIrb+JDv/jZvkCk18MPB4b4aZeUEiuDau++2srK6tb2wWtorbO7t7+6WDw6aOU8WwwWIRq3ZANQousWG4EdhOFNIoENgKRrdTv/WESvNYPphxgn5EB5KHnFFjpfp9r1R2K+4MZJl4OSlDjlqv9NXtxyyNUBomqNYdz02Mn1FlOBM4KXZTjQllIzrAjqWSRqj9bHbohJxapU/CWNmShszU3xMZjbQeR4HtjKgZ6kVvKv7ndVITXvsZl0lqULL5ojAVxMRk+jXpc4XMiLEllClubyVsSBVlxmZTtCF4iy8vk+Z5xbusuPWLcvUmj6MAx3ACZ+DBFVThDmrQAAYIz/AKb86j8+K8Ox/z1hUnnzmCP3A+fwCjp4zQ</latexit>

L

<latexit sha1_base64="0p/9eA0E6DTy+pm0rIaREAa3f04=">AAACUXicbVFNSwMxEJ2u3+tX1aOXYFHag2W3KHpQELx46EHBqtCtJZsmNjSbXZKsUJb9ix705P/w4kExWxf8HAh5897MJHkJE8G18bznijM1PTM7N7/gLi4tr6xW19avdJwqQjskFrG6CbGmgkvaMdwIepMoiqNQ0OtwdFro1/dUaR7LSzNOaC/Cd5IzTrCxVL86DCQOBUYBU5hk7PayzfJiYznaOS7ZepE36q02a6BdVJ8U2ZQ18lK6beXoGHluELht9tX3fRrrV2te05sE+gv8EtSgjPN+9TEYxCSNqDREYK27vpeYXoaV4UTQ3A1STRNMRviOdi2UOKK6l00cydG2ZQaIxcouadCE/d6R4UjrcRTaygibof6tFeR/Wjc17LCXcZmkhkryeRBLBTIxKuxFA64oMWJsASaK27siMsTWDWM/wbUm+L+f/BdctZr+ftO72KudHJV2zMMmbEEdfDiAEziDc+gAgQd4gTd4rzxVXh1wnM9Sp1L2bMCPcBY/APB8ryk=</latexit>

rfTLf

fT f
=

(fT f)(2Lf)� (fTLf)(2f)

(fT f)2
= 0

Lf =
fTLf

fT f
f Eigenvalue! 



A generalization of Rayleigh quotient 
! Eigenvalues arise as a solution to natural optimization problems

! From the Courant-Fischer theorem, for any symmetric matrix    

with increasing order of eigenvalues: 


! Proof can be found in chapter 1 of the book (see references) 
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<latexit sha1_base64="CrybeeN/ZbAOSgEbTWGyWBVus2w=">AAAEL3icpZPNbtNAEMe3NtASPprCkcuIqIhDiGxLiF5AlRASB2QV1LSVsmm0Xq+TVddra3ddEbl+Iy68Si8IgRBX3oKN41BIuARGsjQ785+Z3344ygXXxvM+bzjutes3Nrdutm7dvnN3u71z70hnhaKsTzORqZOIaCa4ZH3DjWAnuWIkjQQ7js5ezvLH50xpnslDM83ZMCVjyRNOibGh0Y7zahfTCR/58BwwUWPAKZeQnB7CG0i6dhVl70sgMoYKsLB9YzLX1kW17Fe918IRG3NZEsHHsmphmckijZhaSB5ZEeBCxhaImTIBbGfhlJhJFJXvqtPQDrxI8IWV+VVZJ1RaWirLVFX/SgUYL6MEa6F0waZzpvKm6dpowQItuEILYInrPM6MXkUN/wvVpuisb3e+LsMnfrU2frjAD6/wQ4AWZjJu7nrU7ng9rzZYdfzG6aDGDkbtSxxntEiZNFQQrQe+l5uhJTKcCmbfTqFZTugZGbOBdSVJmR6W9XuvYNdGYkgyZT9poI7+XlGSVOtpGlnlbKd6OTcL/i03KEyyNyy5zAvDJJ0PSgoBJoPZzwMxV4waMbUOoYpbVqATogg19m5a9hD85S2vOkdBz3/a894Gnf0XzXFsoQfoIXqMfPQM7aPX6AD1EXU+OJfOF+er+9H95H5zv8+lzkZTcx/9Ye6Pn75hUxU=</latexit>

�1 = argmin
f2RN ,kfk=1

fTLf, and �1 = �T
1 L�1 = 0

�2 = argmin
f2RN ,kfk=1,f?�1

fTLf, and �2 = �T
2 L�2

...

�N = argmin
f2RN ,kfk=1,f?�1,··· ,�N�1

fTLf, and �N = �T
NL�N

<latexit sha1_base64="eako/RmCJMGLTp8hfxoPm7OyiBk=">AAAB6HicbVA9SwNBEJ3zM8avqKXNYhCswp0oWknAxsIiAfMByRH2NnPJmr29Y3dPCEd+gY2FIrb+JDv/jZvkCk18MPB4b4aZeUEiuDau++2srK6tb2wWtorbO7t7+6WDw6aOU8WwwWIRq3ZANQousWG4EdhOFNIoENgKRrdTv/WESvNYPphxgn5EB5KHnFFjpfp9r1R2K+4MZJl4OSlDjlqv9NXtxyyNUBomqNYdz02Mn1FlOBM4KXZTjQllIzrAjqWSRqj9bHbohJxapU/CWNmShszU3xMZjbQeR4HtjKgZ6kVvKv7ndVITXvsZl0lqULL5ojAVxMRk+jXpc4XMiLEllClubyVsSBVlxmZTtCF4iy8vk+Z5xbusuPWLcvUmj6MAx3ACZ+DBFVThDmrQAAYIz/AKb86j8+K8Ox/z1hUnnzmCP3A+fwCjp4zQ</latexit>

L



Connection with smoothness on the 
graph
! The smoothness of a function    on the graph is given by the 

graph Laplacian quadratic term 


!          is small, i.e., the function     is smooth, when it has similar 
values at neighbouring vertices 
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<latexit sha1_base64="nrKa3SL1gNq/RO/e6gkad+/f4WY=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHhswX5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8MJME/YgOJQ85o8ZKjbBfrrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQlv/IzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LqXVXdxmWldpvHUYQTOIVz8OAaanAPdWgCA4RneIU359F5cd6dj0VrwclnjuEPnM8fyw+M6g==</latexit>

f

Proof in [6]

<latexit sha1_base64="4iy0XYgUCCcOYuON57lMWsUzCwU=">AAAB9XicbVA9SwNBEJ2LXzF+RS1tFoNgFfaCoo0QsLGwiJAvSC5hb7OXLNnbO3b3lHDkf9hYKGLrf7Hz37hJrtDEBwOP92aYmefHgmuD8beTW1vf2NzKbxd2dvf2D4qHR00dJYqyBo1EpNo+0UxwyRqGG8HasWIk9AVr+ePbmd96ZErzSNbNJGZeSIaSB5wSY6Ve0Kvf990A3SBcdi/7xRIu4znQKnEzUoIMtX7xqzuIaBIyaaggWndcHBsvJcpwKti00E00iwkdkyHrWCpJyLSXzq+eojOrDFAQKVvSoLn6eyIlodaT0LedITEjvezNxP+8TmKCay/lMk4Mk3SxKEgEMhGaRYAGXDFqxMQSQhW3tyI6IopQY4Mq2BDc5ZdXSbNi8yrjh4tStZLFkYcTOIVzcOEKqnAHNWgABQXP8ApvzpPz4rw7H4vWnJPNHMMfOJ8/n8GQlQ==</latexit>

fTL1f = 0.15

<latexit sha1_base64="z69Civ9UWfEpK1FZgpa1WGO3KmY=">AAACYHicbVFNa9swGJbdfWRZu6brbbu8LAxS2IJtVrpLSqGXHcboWJMUokTIitQqlWUjyRvB9Z/srYde9kumpD5szV4QPDwf6NWjtFDSuii6C8KtJ0+fPW+9aL/c3nm129l7PbJ5aRgfslzl5iKlliup+dBJp/hFYTjNUsXH6fXpSh//5MbKXJ+7ZcGnGb3UUkhGnadI59cPkvTEAQwAC0NZFddVUmNbZqSSgKUGnFF3xaiqRnWNb7CmqaJEgsA3JJklAIPG/GGxYZ99g7FXFnVPEPlRkMWBDwxAzM6/CtLpRv1oPbAJ4gZ0UTNnpHOL5zkrM64dU9TaSRwVblpR4yRTvG7j0vKCsmt6ySceappxO63WBdXw3jNzELnxRztYs38nKppZu8xS71ztbx9rK/J/2qR04vO0krooHdfs4SJRKnA5rNqGuTScObX0gDIj/a7Arqgv2vk/afsS4sdP3gSjpB8f9qPvn7onx00dLfQWvUM9FKMjdIK+oDM0RAzdB1vBdrAT/A5b4W6492ANgyazj/6Z8M0f+mK0Fg==</latexit>
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<latexit sha1_base64="nrKa3SL1gNq/RO/e6gkad+/f4WY=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHhswX5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8MJME/YgOJQ85o8ZKjbBfrrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQlv/IzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LqXVXdxmWldpvHUYQTOIVz8OAaanAPdWgCA4RneIU359F5cd6dj0VrwclnjuEPnM8fyw+M6g==</latexit>

f
<latexit sha1_base64="PI++tNyARBaoAeLXLplBjDmbWI4=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRahXspuqehJCl48VrQf0C4lm2bb2GyyJFmhLP0PXjwo4tX/481/Y9ruQVsfDDzem2FmXhBzpo3rfju5tfWNza38dmFnd2//oHh41NIyUYQ2ieRSdQKsKWeCNg0znHZiRXEUcNoOxjczv/1ElWZSPJhJTP0IDwULGcHGSq37frUcnveLJbfizoFWiZeREmRo9ItfvYEkSUSFIRxr3fXc2PgpVoYRTqeFXqJpjMkYD2nXUoEjqv10fu0UnVllgEKpbAmD5urviRRHWk+iwHZG2Iz0sjcT//O6iQmv/JSJODFUkMWiMOHISDR7HQ2YosTwiSWYKGZvRWSEFSbGBlSwIXjLL6+SVrXiXVTcu1qpfp3FkYcTOIUyeHAJdbiFBjSBwCM8wyu8OdJ5cd6dj0VrzslmjuEPnM8fXH+OUQ==</latexit>

S2(f)



Connection with smoothness on the 
graph
! The smoothness of a function    on the graph is given by the 

graph Laplacian quadratic term 


!          is small, i.e., the function     is smooth, when it has similar 
values at neighbouring vertices 
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fTL1f = 0.15

<latexit sha1_base64="z69Civ9UWfEpK1FZgpa1WGO3KmY=">AAACYHicbVFNa9swGJbdfWRZu6brbbu8LAxS2IJtVrpLSqGXHcboWJMUokTIitQqlWUjyRvB9Z/srYde9kumpD5szV4QPDwf6NWjtFDSuii6C8KtJ0+fPW+9aL/c3nm129l7PbJ5aRgfslzl5iKlliup+dBJp/hFYTjNUsXH6fXpSh//5MbKXJ+7ZcGnGb3UUkhGnadI59cPkvTEAQwAC0NZFddVUmNbZqSSgKUGnFF3xaiqRnWNb7CmqaJEgsA3JJklAIPG/GGxYZ99g7FXFnVPEPlRkMWBDwxAzM6/CtLpRv1oPbAJ4gZ0UTNnpHOL5zkrM64dU9TaSRwVblpR4yRTvG7j0vKCsmt6ySceappxO63WBdXw3jNzELnxRztYs38nKppZu8xS71ztbx9rK/J/2qR04vO0krooHdfs4SJRKnA5rNqGuTScObX0gDIj/a7Arqgv2vk/afsS4sdP3gSjpB8f9qPvn7onx00dLfQWvUM9FKMjdIK+oDM0RAzdB1vBdrAT/A5b4W6492ANgyazj/6Z8M0f+mK0Fg==</latexit>

S2(f) =
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<latexit sha1_base64="nrKa3SL1gNq/RO/e6gkad+/f4WY=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHhswX5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8MJME/YgOJQ85o8ZKjbBfrrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQlv/IzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LqXVXdxmWldpvHUYQTOIVz8OAaanAPdWgCA4RneIU359F5cd6dj0VrwclnjuEPnM8fyw+M6g==</latexit>

f
<latexit sha1_base64="PI++tNyARBaoAeLXLplBjDmbWI4=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRahXspuqehJCl48VrQf0C4lm2bb2GyyJFmhLP0PXjwo4tX/481/Y9ruQVsfDDzem2FmXhBzpo3rfju5tfWNza38dmFnd2//oHh41NIyUYQ2ieRSdQKsKWeCNg0znHZiRXEUcNoOxjczv/1ElWZSPJhJTP0IDwULGcHGSq37frUcnveLJbfizoFWiZeREmRo9ItfvYEkSUSFIRxr3fXc2PgpVoYRTqeFXqJpjMkYD2nXUoEjqv10fu0UnVllgEKpbAmD5urviRRHWk+iwHZG2Iz0sjcT//O6iQmv/JSJODFUkMWiMOHISDR7HQ2YosTwiSWYKGZvRWSEFSbGBlSwIXjLL6+SVrXiXVTcu1qpfp3FkYcTOIUyeHAJdbiFBjSBwCM8wyu8OdJ5cd6dj0VrzslmjuEPnM8fXH+OUQ==</latexit>

S2(f)



Connection with smoothness on the 
graph
! The smoothness of a function    on the graph is given by the 

graph Laplacian quadratic term 


!          is small, i.e., the function     is smooth, when it has similar 
values at neighbouring vertices 
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<latexit sha1_base64="nrKa3SL1gNq/RO/e6gkad+/f4WY=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHhswX5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8MJME/YgOJQ85o8ZKjbBfrrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQlv/IzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LqXVXdxmWldpvHUYQTOIVz8OAaanAPdWgCA4RneIU359F5cd6dj0VrwclnjuEPnM8fyw+M6g==</latexit>

f

Proof in [6]

<latexit sha1_base64="4iy0XYgUCCcOYuON57lMWsUzCwU=">AAAB9XicbVA9SwNBEJ2LXzF+RS1tFoNgFfaCoo0QsLGwiJAvSC5hb7OXLNnbO3b3lHDkf9hYKGLrf7Hz37hJrtDEBwOP92aYmefHgmuD8beTW1vf2NzKbxd2dvf2D4qHR00dJYqyBo1EpNo+0UxwyRqGG8HasWIk9AVr+ePbmd96ZErzSNbNJGZeSIaSB5wSY6Ve0Kvf990A3SBcdi/7xRIu4znQKnEzUoIMtX7xqzuIaBIyaaggWndcHBsvJcpwKti00E00iwkdkyHrWCpJyLSXzq+eojOrDFAQKVvSoLn6eyIlodaT0LedITEjvezNxP+8TmKCay/lMk4Mk3SxKEgEMhGaRYAGXDFqxMQSQhW3tyI6IopQY4Mq2BDc5ZdXSbNi8yrjh4tStZLFkYcTOIVzcOEKqnAHNWgABQXP8ApvzpPz4rw7H4vWnJPNHMMfOJ8/n8GQlQ==</latexit>

fTL1f = 0.15

<latexit sha1_base64="z69Civ9UWfEpK1FZgpa1WGO3KmY=">AAACYHicbVFNa9swGJbdfWRZu6brbbu8LAxS2IJtVrpLSqGXHcboWJMUokTIitQqlWUjyRvB9Z/srYde9kumpD5szV4QPDwf6NWjtFDSuii6C8KtJ0+fPW+9aL/c3nm129l7PbJ5aRgfslzl5iKlliup+dBJp/hFYTjNUsXH6fXpSh//5MbKXJ+7ZcGnGb3UUkhGnadI59cPkvTEAQwAC0NZFddVUmNbZqSSgKUGnFF3xaiqRnWNb7CmqaJEgsA3JJklAIPG/GGxYZ99g7FXFnVPEPlRkMWBDwxAzM6/CtLpRv1oPbAJ4gZ0UTNnpHOL5zkrM64dU9TaSRwVblpR4yRTvG7j0vKCsmt6ySceappxO63WBdXw3jNzELnxRztYs38nKppZu8xS71ztbx9rK/J/2qR04vO0krooHdfs4SJRKnA5rNqGuTScObX0gDIj/a7Arqgv2vk/afsS4sdP3gSjpB8f9qPvn7onx00dLfQWvUM9FKMjdIK+oDM0RAzdB1vBdrAT/A5b4W6492ANgyazj/6Z8M0f+mK0Fg==</latexit>

S2(f) =
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i2V
krifk22 =

NX

i,j2V
Wij(fi � fj)

2 = fTLf

<latexit sha1_base64="nrKa3SL1gNq/RO/e6gkad+/f4WY=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHhswX5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8MJME/YgOJQ85o8ZKjbBfrrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQlv/IzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LqXVXdxmWldpvHUYQTOIVz8OAaanAPdWgCA4RneIU359F5cd6dj0VrwclnjuEPnM8fyw+M6g==</latexit>

f
<latexit sha1_base64="PI++tNyARBaoAeLXLplBjDmbWI4=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRahXspuqehJCl48VrQf0C4lm2bb2GyyJFmhLP0PXjwo4tX/481/Y9ruQVsfDDzem2FmXhBzpo3rfju5tfWNza38dmFnd2//oHh41NIyUYQ2ieRSdQKsKWeCNg0znHZiRXEUcNoOxjczv/1ElWZSPJhJTP0IDwULGcHGSq37frUcnveLJbfizoFWiZeREmRo9ItfvYEkSUSFIRxr3fXc2PgpVoYRTqeFXqJpjMkYD2nXUoEjqv10fu0UnVllgEKpbAmD5urviRRHWk+iwHZG2Iz0sjcT//O6iQmv/JSJODFUkMWiMOHISDR7HQ2YosTwiSWYKGZvRWSEFSbGBlSwIXjLL6+SVrXiXVTcu1qpfp3FkYcTOIUyeHAJdbiFBjSBwCM8wyu8OdJ5cd6dj0VrzslmjuEPnM8fXH+OUQ==</latexit>

S2(f)



Connection with smoothness on the 
graph
! The smoothness of a function    on the graph is given by the 

graph Laplacian quadratic term 


!          is small, i.e., the function     is smooth, when it has similar 
values at neighbouring vertices 
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<latexit sha1_base64="nrKa3SL1gNq/RO/e6gkad+/f4WY=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHhswX5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8MJME/YgOJQ85o8ZKjbBfrrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQlv/IzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LqXVXdxmWldpvHUYQTOIVz8OAaanAPdWgCA4RneIU359F5cd6dj0VrwclnjuEPnM8fyw+M6g==</latexit>

f

Proof in [6]

<latexit sha1_base64="4iy0XYgUCCcOYuON57lMWsUzCwU=">AAAB9XicbVA9SwNBEJ2LXzF+RS1tFoNgFfaCoo0QsLGwiJAvSC5hb7OXLNnbO3b3lHDkf9hYKGLrf7Hz37hJrtDEBwOP92aYmefHgmuD8beTW1vf2NzKbxd2dvf2D4qHR00dJYqyBo1EpNo+0UxwyRqGG8HasWIk9AVr+ePbmd96ZErzSNbNJGZeSIaSB5wSY6Ve0Kvf990A3SBcdi/7xRIu4znQKnEzUoIMtX7xqzuIaBIyaaggWndcHBsvJcpwKti00E00iwkdkyHrWCpJyLSXzq+eojOrDFAQKVvSoLn6eyIlodaT0LedITEjvezNxP+8TmKCay/lMk4Mk3SxKEgEMhGaRYAGXDFqxMQSQhW3tyI6IopQY4Mq2BDc5ZdXSbNi8yrjh4tStZLFkYcTOIVzcOEKqnAHNWgABQXP8ApvzpPz4rw7H4vWnJPNHMMfOJ8/n8GQlQ==</latexit>

fTL1f = 0.15
<latexit sha1_base64="gAQx/e+lgwdjGasAEdLOouHVioY=">AAAB9HicbVBNS8NAEJ3Ur1q/qh69LBbBU0iKxV6EghcPHir0C9pYNttNu3SzibubQgn9HV48KOLVH+PNf+O2zUFbHww83pthZp4fc6a043xbuY3Nre2d/G5hb//g8Kh4fNJSUSIJbZKIR7LjY0U5E7Spmea0E0uKQ5/Ttj++nfvtCZWKRaKhpzH1QjwULGAEayN5wWPjvl8O0A1y7Wq/WHJsZwG0TtyMlCBDvV/86g0ikoRUaMKxUl3XibWXYqkZ4XRW6CWKxpiM8ZB2DRU4pMpLF0fP0IVRBiiIpCmh0UL9PZHiUKlp6JvOEOuRWvXm4n9eN9FB1UuZiBNNBVkuChKOdITmCaABk5RoPjUEE8nMrYiMsMREm5wKJgR39eV10irbbsV2Hq5KtXIWRx7O4BwuwYVrqMEd1KEJBJ7gGV7hzZpYL9a79bFszVnZzCn8gfX5AzS4kF8=</latexit>

fTL2f = 1.8

<latexit sha1_base64="z69Civ9UWfEpK1FZgpa1WGO3KmY=">AAACYHicbVFNa9swGJbdfWRZu6brbbu8LAxS2IJtVrpLSqGXHcboWJMUokTIitQqlWUjyRvB9Z/srYde9kumpD5szV4QPDwf6NWjtFDSuii6C8KtJ0+fPW+9aL/c3nm129l7PbJ5aRgfslzl5iKlliup+dBJp/hFYTjNUsXH6fXpSh//5MbKXJ+7ZcGnGb3UUkhGnadI59cPkvTEAQwAC0NZFddVUmNbZqSSgKUGnFF3xaiqRnWNb7CmqaJEgsA3JJklAIPG/GGxYZ99g7FXFnVPEPlRkMWBDwxAzM6/CtLpRv1oPbAJ4gZ0UTNnpHOL5zkrM64dU9TaSRwVblpR4yRTvG7j0vKCsmt6ySceappxO63WBdXw3jNzELnxRztYs38nKppZu8xS71ztbx9rK/J/2qR04vO0krooHdfs4SJRKnA5rNqGuTScObX0gDIj/a7Arqgv2vk/afsS4sdP3gSjpB8f9qPvn7onx00dLfQWvUM9FKMjdIK+oDM0RAzdB1vBdrAT/A5b4W6492ANgyazj/6Z8M0f+mK0Fg==</latexit>

S2(f) =
1

2

X

i2V
krifk22 =

NX

i,j2V
Wij(fi � fj)

2 = fTLf

<latexit sha1_base64="nrKa3SL1gNq/RO/e6gkad+/f4WY=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHhswX5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8MJME/YgOJQ85o8ZKjbBfrrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQlv/IzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LqXVXdxmWldpvHUYQTOIVz8OAaanAPdWgCA4RneIU359F5cd6dj0VrwclnjuEPnM8fyw+M6g==</latexit>
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Eigenvectors as functions on the graph
! From the generalization of the Rayleigh quotient and the global 

smoothness on the graph:

- Eigenvectors form an orthonormal basis that goes from the most smooth to the 

least-smooth on the graph

- Eigenvalues indicate how smooth eigenvectors are 
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Example: The path graph 
! An example of 10 nodes: 


! The corresponding eigenvectors: 
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Summary of the basic properties of the 
Laplacian matrix 
! Consists of real, and non-negative eigenvalues 


! It is positive semidefinite 


! Some eigenvalues reveal information related to the connectivity of 
the graph


! Eigenvectors can be seen as functions on the graph with different 
levels of smoothness 
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Outline
! Graph Laplacian operator


! Eigendecomposition of the graph Laplacian

- What do the eigenvalues reveal about the graph?

- What are the basic properties of the eigenvectors?


! Applications

- Spectral embeddings

- Spectral clustering 

- PageRank 
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Spectral graph theory: A tool for 
analysing geometry 
! Efficient data processing requires preserving underlying geometry


- Often given in a network form …


- … or constructed from the data
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Applications of spectral graph theory
! How can we exploit the spectrum of the graph to design 

algorithms that capture the underlying geometry?


! Some of the well-known applications: 

- Spectral embeddings

- Spectral clustering

- Graph neural networks (more in the following lectures)

- And many more…
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Node embedding - reminder 
! Represent each node of the graph by a vector of low dimensions


- Similarity in the embedding space takes intro account the complex graph 
structure 


! An important step for further learning tasks (e.g., classification, 
clustering)

- Discover relevant features

- Data visualization and exploratory data analysis

- Dimensionality reduction 
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A spectral approach to node 
embedding
! Compute embeddings that minimize the expected square distance 

between nodes that are connected


Laplacian Eigenmaps:      first non-trivial eigenvectors of the Laplacian!  
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Spectral embedding in a nutshell
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Input data K-dim spectral embedding Graph construction Graph Laplacian First K-eigenvectors 



Example: Swiss roll
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Swiss roll data Graph construction Spectral embedding



Example: 3D geometries
! Mapping a mesh/graph on the Fiedler vector of the normalized 

Laplacian
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Clustering
! Objective: Partition nodes of the graph into clusters


- Points in the same cluster are similar to each other 


! Requirement: Appropriate distance measure between nodes

- Close relation to node embeddings 
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Spectral clustering in a nutshell 
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Graph Spectral 
embedding K-means Clustered 

graph
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Spectral clustering in a nutshell 
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(given or designed from the data)

Graph Spectral 
embedding K-means Clustered 

graph



Spectral clustering: How to define 
spectral embeddings?

! Define a representative connectivity matrix:

- Combinatorial graph Laplacian

- Normalised graph Laplacian

- Random walk Laplacian


! Compute the eigenvectors associated to the 
smallest eigenvalues of that matrix


! Embed node   as follows:
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Spectral 
embedding
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<latexit sha1_base64="KAYrtsA8UYb4EcYpBPvjeCziSUA=">AAACCHicbZDLSsNAFIYn9VbrLerShYNFcNOaFMVuhIIuFFxUsBdoY5hMJ3boZBJmJkIJWbrxVdy4UMStj+DOt3HaRtDWHwY+/nMOc87vRYxKZVlfRm5ufmFxKb9cWFldW98wN7eaMowFJg0cslC0PSQJo5w0FFWMtCNBUOAx0vIGZ6N6654ISUN+o4YRcQJ0x6lPMVLacs3dKzeRwyCFp/ASluD5bVKyDytp6wdcs2iVrbHgLNgZFEGmumt+dnshjgPCFWZIyo5tRcpJkFAUM5IWurEkEcIDdEc6GjkKiHSS8SEp3NdOD/qh0I8rOHZ/TyQokHpbT3cGSPXldG1k/lfrxMqvOgnlUawIx5OP/JhBFcJRKrBHBcGKDTUgLKjeFeI+EggrnV1Bh2BPnzwLzUrZPi5b10fFWjWLIw92wB44ADY4ATVwAeqgATB4AE/gBbwaj8az8Wa8T1pzRjazDf7I+PgGiOGXEw==</latexit>

Lsym = I �D�1/2WD�1/2
<latexit sha1_base64="2bCh6/9IfZkxJWp2vKfwe3l7vQM=">AAAB/XicbVDJSgNBEK1xjXEbl5uXxiB4SZgRxVyEgB4UPEQwCyTj0NPpJE16Frp7lDgM/ooXD4p49T+8+Td2kjlo4oOCx3tVVNXzIs6ksqxvY25+YXFpObeSX11b39g0t7brMowFoTUS8lA0PSwpZwGtKaY4bUaCYt/jtOENzkd+454KycLgVg0j6vi4F7AuI1hpyTV3r91EPKToDF2hIrq4S4p22nDNglWyxkCzxM5IATJUXfOr3QlJ7NNAEY6lbNlWpJwEC8UIp2m+HUsaYTLAPdrSNMA+lU4yvj5FB1rpoG4odAUKjdXfEwn2pRz6nu70serLaW8k/ue1YtUtOwkLoljRgEwWdWOOVIhGUaAOE5QoPtQEE8H0rYj0scBE6cDyOgR7+uVZUj8q2Scl6+a4UClnceRgD/bhEGw4hQpcQhVqQOARnuEV3own48V4Nz4mrXNGNrMDf2B8/gDPcZN7</latexit>

Lrw = I �D�1W

<latexit sha1_base64="+amXFCjuDW5Gk1KA4QnkICDOqvE=">AAACGHicbZDLSgMxFIYzXmu9VV26CRbBRRlnimI3QsGN4KaCvcB0KJnMaRuauZBklDL0Mdz4Km5cKOK2O9/GTDsLbT0Q8vH/55Cc34s5k8qyvo2V1bX1jc3CVnF7Z3dvv3Rw2JJRIig0acQj0fGIBM5CaCqmOHRiASTwOLS90U3mtx9BSBaFD2ocgxuQQcj6jBKlpV7pvPvEfFCM+5B26ZBN8DV2MujZFTy7qxXTNHO+c3ulsmVas8LLYOdQRnk1eqVp149oEkCoKCdSOrYVKzclQjHKYVLsJhJiQkdkAI7GkAQg3XS22ASfasXH/UjoEyo8U39PpCSQchx4ujMgaigXvUz8z3MS1a+5KQvjREFI5w/1E45VhLOUsM8EUMXHGggVTP8V0yERhCqdZVGHYC+uvAytqmlfmtb9Rbley+MooGN0gs6Qja5QHd2iBmoiip7RK3pHH8aL8WZ8Gl/z1hUjnzlCf8qY/gCAn54Y</latexit>

e� = [�1,�2, ...,�K ]

<latexit sha1_base64="KRNT82V7GK1Ihgrggev+twMMX9M=">AAACLXicbVDLSsNAFJ34rPUVdelmsAgVpCRFsQhCQRcuK9hWaGqYTG7s0MnDmYlS0vyQG39FBBcVcetvOK1d+Dpw4XDOvdx7j5dwJpVljYyZ2bn5hcXCUnF5ZXVt3dzYbMk4FRSaNOaxuPKIBM4iaCqmOFwlAkjocWh7/dOx374DIVkcXapBAt2Q3EQsYJQoLbnm2cBl+AQ7gSA0c+6ZD4pxHzKH9lheZvvHe9eXeXZbdob/ms7Qre7lrlmyKtYE+C+xp6SEpmi45rPjxzQNIVKUEyk7tpWobkaEYpRDXnRSCQmhfXIDHU0jEoLsZpNvc7yrFR8HsdAVKTxRv09kJJRyEHq6MySqJ397Y/E/r5OqoNbNWJSkCiL6tShIOVYxHkeHfSaAKj7QhFDB9K2Y9ogOTumAizoE+/fLf0mrWrEPK9bFQalem8ZRQNtoB5WRjY5QHZ2jBmoiih7QExqhV+PReDHejPev1hljOrOFfsD4+ARdYKgm</latexit>

yi =
e�(i, :)T

q(ke�(i, :)k2)

<latexit sha1_base64="425PAMoRUmoZG1niVJqqDUufkSk=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHhswX5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8MJME/YgOJQ85o8ZKDd4vV9yqOwdZJV5OKpCj3i9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1IQ3fsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukdVH1rqpu47JSu83jKMIJnMI5eHANNbiHOjSBAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPz5uM7Q==</latexit>

i

Normalization function

 row of the embedding matrix 
<latexit sha1_base64="sWWK3N8JigCrCZ9pcl/0IPxMh34=">AAAB7XicbVBNS8NAEJ34WetX1aOXxSJ4Cokoeix48VjBfkAby2a7adduNmF3IpTQ/+DFgyJe/T/e/Ddu2xy09cHA470ZZuaFqRQGPe/bWVldW9/YLG2Vt3d29/YrB4dNk2Sa8QZLZKLbITVcCsUbKFDydqo5jUPJW+HoZuq3nrg2IlH3OE55ENOBEpFgFK3UFA85Die9StVzvRnIMvELUoUC9V7lq9tPWBZzhUxSYzq+l2KQU42CST4pdzPDU8pGdMA7lioacxPks2sn5NQqfRIl2pZCMlN/T+Q0NmYch7Yzpjg0i95U/M/rZBhdB7lQaYZcsfmiKJMEEzJ9nfSF5gzl2BLKtLC3EjakmjK0AZVtCP7iy8ukee76l653d1GtuUUcJTiGEzgDH66gBrdQhwYweIRneIU3J3FenHfnY9664hQzR/AHzucP3Z2PQQ==</latexit>

ith
<latexit sha1_base64="1EGOyiXVAdBYjdLQDAioKRlzFqc=">AAAB+XicbVBNS8NAEJ34WetX1KOXxSJ4Kokoeix48VjBfkATymYzaZduPtjdVEroP/HiQRGv/hNv/hu3bQ7a+mDg8d4MM/OCTHClHefbWlvf2NzaruxUd/f2Dw7to+O2SnPJsMVSkcpuQBUKnmBLcy2wm0mkcSCwE4zuZn5njFLxNHnUkwz9mA4SHnFGtZH6tu098RA1FyEWHhvyad+uOXVnDrJK3JLUoESzb395YcryGBPNBFWq5zqZ9gsqNWcCp1UvV5hRNqID7Bma0BiVX8wvn5Jzo4QkSqWpRJO5+nuioLFSkzgwnTHVQ7XszcT/vF6uo1u/4EmWa0zYYlGUC6JTMouBhFwi02JiCGWSm1sJG1JJmTZhVU0I7vLLq6R9WXev687DVa1RL+OowCmcwQW4cAMNuIcmtIDBGJ7hFd6swnqx3q2PReuaVc6cwB9Ynz8IlpPa</latexit>

e�



Illustrative example: Toy datasets in 2D
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[Example from https://scikit-learn.org/stable/auto_examples/cluster/plot_cluster_comparison.html]

https://scikit-learn.org/stable/auto_examples/cluster/plot_cluster_comparison.html
https://scikit-learn.org/stable/auto_examples/cluster/plot_cluster_comparison.html


Shape segmentation 

Spectral clustering on shapes lead to semantically meaningful clusters
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Google PageRank 
! One of the most popular algorithms for Internet search 


- Measures the most important web pages on the Internet that correspond to the user’s 
search query 


! PageRank consists of three steps:

- User inputs query

- Engine finds all relevant pages containing the query 

- Pages are ranked 


! Approach: 

- Model the Web as a directed graph - ‘web graph’

- Nodes correspond to pages, and edges reflect directional links/recommendations

- Rank pages using the web graph link structure: a page is important if it has many 

‘important’ links 
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Google PageRank algorithm
! For a directed graph                  , the PageRank vector that we are 

looking for is defined as:


! The solution    is the eigenvector corresponding to the eigenvalue 1 of 
the matrix: 


- Proof based on the Perron-Frobenious theorem for non-negative matrices [5]

! A stationary distribution of a randomized process “random surfer”


- With probability           moves to a neighboring node 

- With probability     moves to a random node of the graph

- The probability that a surfer visits a node is its PageRank 
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<latexit sha1_base64="oBSff27xae5fcD714+SZ7sXCwCE=">AAACB3icbVDLSgMxFL1TX7W+Rl0KEixCBSkzouhGKYjosoJ9QDuUTJq2oZkHSUYow+zc+CtuXCji1l9w59+YaQfR1gOBk3Pu5d573JAzqSzry8jNzS8sLuWXCyura+sb5uZWXQaRILRGAh6Iposl5cynNcUUp81QUOy5nDbc4WXqN+6pkCzw79QopI6H+z7rMYKVljrm7jU6R6W2h9WAYB7Xk0P087lKDjpm0SpbY6BZYmekCBmqHfOz3Q1I5FFfEY6lbNlWqJwYC8UIp0mhHUkaYjLEfdrS1McelU48viNB+1rpol4g9PMVGqu/O2LsSTnyXF2Z7iinvVT8z2tFqnfmxMwPI0V9MhnUizhSAUpDQV0mKFF8pAkmguldERlggYnS0RV0CPb0ybOkflS2T8rW7XGxcpHFkYcd2IMS2HAKFbiBKtSAwAM8wQu8Go/Gs/FmvE9Kc0bWsw1/YHx8AxY4mC8=</latexit>

G = (V, E)

<latexit sha1_base64="SWoqkevvZ84riIRg1+Mwiu9cewo=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBiyURxR4LXjxWsB/QhjLZbtqlm03c3Qgl9E948aCIV/+ON/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epoqxJYxGrToCaCS5Z03AjWCdRDKNAsHYwvp357SemNI/lg5kkzI9wKHnIKRordbyLHopkhP1yxa26c5BV4uWkAjka/fJXbxDTNGLSUIFadz03MX6GynAq2LTUSzVLkI5xyLqWSoyY9rP5vVNyZpUBCWNlSxoyV39PZBhpPYkC2xmhGellbyb+53VTE9b8jMskNUzSxaIwFcTEZPY8GXDFqBETS5Aqbm8ldIQKqbERlWwI3vLLq6R1WfWuq+79VaVey+Mowgmcwjl4cAN1uIMGNIGCgGd4hTfn0Xlx3p2PRWvByWeO4Q+czx9km4+E</latexit>

1� ↵
<latexit sha1_base64="SumnMpvGs973lVzUmLeklSPcngg=">AAAB7XicbVDLSgNBEOz1GeMr6tHLYBA8hV1RzDHgxWME84BkCb2TSTJmdmaZmRXCkn/w4kERr/6PN//GSbIHTSxoKKq66e6KEsGN9f1vb219Y3Nru7BT3N3bPzgsHR03jUo1ZQ2qhNLtCA0TXLKG5VawdqIZxpFgrWh8O/NbT0wbruSDnSQsjHEo+YBTtE5qdlEkI+yVyn7Fn4OskiAnZchR75W+un1F05hJSwUa0wn8xIYZasupYNNiNzUsQTrGIes4KjFmJszm107JuVP6ZKC0K2nJXP09kWFszCSOXGeMdmSWvZn4n9dJ7aAaZlwmqWWSLhYNUkGsIrPXSZ9rRq2YOIJUc3croSPUSK0LqOhCCJZfXiXNy0pwXfHvr8q1ah5HAU7hDC4ggBuowR3UoQEUHuEZXuHNU96L9+59LFrXvHzmBP7A+/wBidGPEg==</latexit>↵

<latexit sha1_base64="nNQ8yWaedDMk1EsbxImYCjeEFr4=">AAACaXicbVFdT9swFHUyBqxjUECbJvZiUU0qglUJYmIvQ0jbA48g0Rap6aIb12k9nMSynU2V8bTfyBt/gJf9iTlpJT6vZOncc+699j1OBGdKB8GN579YeLm4tPyq8Xrlzepac32jp4pSEtolBS/kRQKKcpbTrmaa0wshKWQJp/3k8lul939RqViRn+upoMMMxjlLGQHtqLj5V+CvuB1+ioCLCez0YyN/W4F3cZRKIGZGW3MVZaAnBLjp2SuL6yxJTWj38B8s7tIf527cQ3U2sv1zj+3gSqznhtZ8jw1j1sbNVtAJ6sBPQTgHLTSP07h5HY0KUmY014SDUoMwEHpoQGpGOLWNqFRUALmEMR04mENG1dDUTln80TEjnBbSnVzjmr3fYSBTapolrrJaQj3WKvI5bVDq9MvQsFyUmuZkdlFacqwLXNmOR0xSovnUASCSubdiMgFnhXaf03AmhI9Xfgp6+53wcyc4O2gdH83tWEYf0DZqoxAdomN0gk5RFxF06614b7133j9/3X/vb81KfW/es4kehN/6D/HtuGo=</latexit>

p = (1� ↵)Wrwp+
↵

|V|1, p1T = 1, Wrw(j, i) =
1

Dii Outdegree 

<latexit sha1_base64="I5lEvZ89mmbBJzYpmRjYRfgoM0A=">AAACMHicbVDLSgMxFM34rPVVdekmWARFLDOi6EoKLnSpYFuhMw530owNzTxIMkpJ55Pc+Cm6UVDErV9hOu3C14HAuefcS+49QcqZVLb9Yk1MTk3PzJbmyvMLi0vLlZXVpkwyQWiDJDwRVwFIyllMG4opTq9SQSEKOG0FvZOh37qlQrIkvlT9lHoR3MQsZASUkfzK6Zaz6wJPu7Dd8rW4y/EOdkMBRI/UXA/cCFSXANfNfJDjogpC7eTXl98Kv1K1a3YB/Jc4Y1JFY5z7lUe3k5AsorEiHKRsO3aqPA1CMcJpXnYzSVMgPbihbUNjiKj0dHFwjjeN0sFhIsyLFS7U7xMaIin7UWA6hxvK395Q/M9rZyo88jSL00zRmIw+CjOOVYKH6eEOE5Qo3jcEiGBmV0y6YOJSJuOyCcH5ffJf0tyrOQc1+2K/Wj8ex1FC62gDbSEHHaI6OkPnqIEIukdP6BW9WQ/Ws/VufYxaJ6zxzBr6AevzC+eGqio=</latexit>

(1� ↵)Wrw +
↵

|V|1
T1

<latexit sha1_base64="z5W/PtTZxxEoTlu+r5gm5X4hmjI=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHhswX5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8MJME/YgOJQ85o8ZKjaRfrrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQlv/IzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LqXVXdxmWldpvHUYQTOIVz8OAaanAPdWgCA4RneIU359F5cd6dj0VrwclnjuEPnM8f2jeM9A==</latexit>p



Example of PageRank
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<latexit sha1_base64="a+HmvOhwFmLL1b+k/i2ONfGiXPs=">AAACZ3icbVHLSsNAFJ3EV42vaEUEN6NFcdUmtaIboeDGpYJ9QFPKZHrbDk4mYWaillA/0p17N/6Fk1qKrwsXDuecy71zJkw4U9rz3ix7YXFpeaWw6qytb2xuuds7TRWnkkKDxjyW7ZAo4ExAQzPNoZ1IIFHIoRU+XOd66xGkYrG41+MEuhEZCjZglGhD9dyXVi+TTxN8hYMQhkxkYUS0ZM8Tx8MnOG+/UsMnfqUaBI5fOftOGjQnjWFO5/hfYeoPQPTnW3puySt708J/gT8DJTSr2577GvRjmkYgNOVEqY7vJbqbEakZ5TBxglRBQugDGULHQEEiUN1smtMEHxumjwexNC00nrLfJzISKTWOQuM0943Uby0n/9M6qR5cdjMmklSDoF+LBinHOsZ56LjPJFDNxwYQKpm5FdMRkYRq8zWOCcH//eS/oFkt++dl765WqtdmcRTQATpCp8hHF6iObtAtaiCK3i3HKlq71oe9Ze/Z+19W25rNFNGPsg8/AYo+qNU=</latexit>

Wrw =

2

664

0 0 1/4 1/2
1/3 0 1/4 0
1/3 1/2 1/4 1/2
1/3 1/2 1/4 0

3

775

<latexit sha1_base64="Kv5a3RwFYFJBpcsbQCDud88YnFQ=">AAACLXicbZDLSgMxFIYzXut4G3XpJlgEV0OmttYuhIIuXFawKnRKyaSnNZjJDElGLENfyI2vIoKLirj1NUxrEW8/BD7+cw45549SwbUhZOTMzM7NLywWltzlldW1dW9j80InmWLQZIlI1FVENQguoWm4EXCVKqBxJOAyujke1y9vQWmeyHMzSKEd077kPc6osVbHO0nxEQ4j6HOZRzE1it8NXeKXgloYupj4QbVigfj7lQM8gVK5NoYQZPdroOMViU8mwn8hmEIRTdXoeE9hN2FZDNIwQbVuBSQ17Zwqw5mAoRtmGlLKbmgfWhYljUG388m1Q7xrnS7uJco+afDE/T6R01jrQRzZTrvftf5dG5v/1VqZ6R22cy7TzIBknx/1MoFNgsfR4S5XwIwYWKBMcbsrZtdUUWZswK4NIfh98l+4KPlBxSdn5WK9PI2jgLbRDtpDAaqiOjpFDdREDN2jRzRCL86D8+y8Om+frTPOdGYL/ZDz/gGAl6No</latexit>

p =

2

664

0.219
0.175
0.356
0.249

3

775

Initial graph PageRank scores

<latexit sha1_base64="TvKip9gj99MBr0/si1stGjvj1k4=">AAACCHicbZDLSsNAFIZP6q3WW9SlCweLUBFLIhVdFty4rGAv0IYwmU7aoZMLMxOlhCzd+CpuXCji1kdw59s4bbPQ1h8Gfv5zDmfO58WcSWVZ30ZhaXllda24XtrY3NreMXf3WjJKBKFNEvFIdDwsKWchbSqmOO3EguLA47Ttja4n9fY9FZJF4Z0ax9QJ8CBkPiNY6cg1Dyv2mVW1L07abioeMnSKer7AJJ1kWVrLXLNsVa2p0KKxc1OGXA3X/Or1I5IENFSEYym7thUrJ8VCMcJpVuolksaYjPCAdrUNcUClk04PydCxTvrIj4R+oULT9PdEigMpx4GnOwOshnK+Ngn/q3UT5V85KQvjRNGQzBb5CUcqQhMqqM8EJYqPtcFEMP1XRIZYg1CaXUlDsOdPXjStc82sat3WyvVajqMIB3AEFbDhEupwAw1oAoFHeIZXeDOejBfj3fiYtRaMfGYf/sj4/AGiCpcs</latexit>

(1� 0.15)Wrw +
0.15

4

<latexit sha1_base64="nNQ8yWaedDMk1EsbxImYCjeEFr4=">AAACaXicbVFdT9swFHUyBqxjUECbJvZiUU0qglUJYmIvQ0jbA48g0Rap6aIb12k9nMSynU2V8bTfyBt/gJf9iTlpJT6vZOncc+699j1OBGdKB8GN579YeLm4tPyq8Xrlzepac32jp4pSEtolBS/kRQKKcpbTrmaa0wshKWQJp/3k8lul939RqViRn+upoMMMxjlLGQHtqLj5V+CvuB1+ioCLCez0YyN/W4F3cZRKIGZGW3MVZaAnBLjp2SuL6yxJTWj38B8s7tIf527cQ3U2sv1zj+3gSqznhtZ8jw1j1sbNVtAJ6sBPQTgHLTSP07h5HY0KUmY014SDUoMwEHpoQGpGOLWNqFRUALmEMR04mENG1dDUTln80TEjnBbSnVzjmr3fYSBTapolrrJaQj3WKvI5bVDq9MvQsFyUmuZkdlFacqwLXNmOR0xSovnUASCSubdiMgFnhXaf03AmhI9Xfgp6+53wcyc4O2gdH83tWEYf0DZqoxAdomN0gk5RFxF06614b7133j9/3X/vb81KfW/es4kehN/6D/HtuGo=</latexit>

p = (1� ↵)Wrwp+
↵

|V|1, p1T = 1, Wrw(j, i) =
1

Dii



Summary
! Spectral graph theory:


- A useful mathematical framework that reveals properties of the graph or network


! Spectrum tells us a lot about:

- connectivity, bottlenecks, diameter…


! Eigenvectors are useful for defining a notion of smoothness on the graph

- First eigenvectors of the graph Laplacian are smooth functions


! Many applications in different areas

- Established frameworks: spectral clustering, spectral embeddings, PageRank

- Emerging research topics: graph signal processing, graph neural networks (more in the 

following lectures…)  
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