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Outline 
 Why studying networks? 
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 Graphs as flexible tools for modeling networks 

 Network / Graph machine learning 

 Overview of EE-452



Network data is everywhere 
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 Transportation networks 

Communication networks

3D shapes moleculen-body system

Biological networks 

 Social networks 

Knowledge graphs



Blackout, Aug 15th, 2003
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August 14, 2003: 9:29pm EDT 
20 hours before

August 15, 2003: 9:14pm EDT 
7 hours after

How does network structure influence behaviour and robustness of complex 
systems?



Diseases spread, then and now
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https://www.youtube.com/watch?v=ECJ2DdPhMxI&feature=youtu.be


Rumors spread, too
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Complex systems and networks
 Behind complex systems there is often a network, which defines the 

interactions between the components! 

We will never understand complex systems unless we understand and properly 
account for the networks behind them!
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Keith Shepherd's "Sunday Best”. http://baseballart.com/2010/07/shades-of-greatness-a-story-that-needed-to-be-told/

The “Social Graph” behind Facebook : departments

: consultants

: external experts

www.orgnet.com



Networks for biology and medicine
 Many biomedical data are represented by some networks 

• Spatial information, functional interactions, anatomical structures
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Heart 
Lung 

Brain Asthma



 The human body can be seen as a network system

Complex interactions at different scales 
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Networks can have completely different scales, yet share some common properties



Networks as a proxy for geometry  
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Networks can capture functional and semantic relationships in complex objects  

3D shapes 

2D depth map 3D point cloud 4D dynamic point cloud 



Outline 
 Why studying networks? 
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 Graphs as flexible tools for modeling networks 

 Network / Graph machine learning 

 Overview of EE-452



Networks as graphs 
 Graphs provide a mathematical representation for describing and 

modeling complex systems 

 “Graphs are the most important discrete models in the world!” - G. 
Strang (MIT)
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The Königsberg Bridge Problem 
[Leonhard Euler, 1736]



Graph topology analysis
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Node centrality

Random graph models

Community detection



Graph structured data 
 From edges to node attributes 

 Need to take into account both structure (i.e., edges), and data 
(i.e., information on the nodes of the network) 
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 Transportation networks  Weather networks  Transportation networks 

Network/graph structured data 



Graph features

 Example 
- Node features: atom type 
- Edge features: bond type 
- Graph features: molecule energy
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Why learning from graphs is hard? 
 Irregular domain: complex interactions between nodes of graph 

 The size of graphs varies and the number of neighbors changes 

 No specific node ordering, leading to different symmetries 
- Permutation equivariance/invariance  

 Topologies can change over time: node and edge can appear and 
disappear 
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Representation of structured data
 Traditional approaches: Harmonic analysis on Euclidean domain (e.g., 

Fourier, wavelets), (deep) representation learning 

 Irregular structures: complicated interconnected network structures
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How can we build principled frameworks for graph-structured data? 



Outline 
 Why studying networks? 
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 Graphs as flexible tools for modeling networks 

 Network / Graph machine learning 

 Overview of EE-452



Network/Graph machine learning
 A recent research topic, with many practical applications  
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[Fig. from Li’2020]

Generate actionable knowledge by learning directly from network data
[M. Li, K. Hunag, and M. Zitinik.,Graph Representation Learning in Biomedicine and Healthcare,  Nature Biomedical Engineering, 2022]



Predominant graph representation 
learning paradigms 
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[Fig modified from M. Li, K. Hunag, and M. Zitinik.,Graph Representation Learning in Biomedicine and Healthcare,  Nature Biomedical Engineering, 2022]

Hand-crafted graph theoretic features Kernel-based features Graph signal processing based features 

Shallow embeddings Deep embeddings: Graph neural networks Topological features

Persistent homology Manifold learning & Topology inference
Graph generative models



From classical to graph machine 
learning
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Perceptrons: 
Function regularity 

CNNs: 
Translation invariance

RNNs: 
Time warping 

GNNs: 
Permutation invariance 



Common tasks in network machine 
learning
 Predict a type of a given node: node classification/clustering 

 Predict whether two nodes are linked: link prediction 

 Identify densely linked clusters of nodes: clustering/community 
detection 

 How similar are two nodes/networks: graph classification 

 Design graphs with desirable properties: graph generation
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Node classification example
 Classifying the function of proteins in the interactome
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[Ganapathiraju et al. 2016. Schizophrenia interactome with 504 novel protein–protein interactions. Nature] 



Link prediction example
 Predicting drug-target and drug-drug interaction links
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[Abbas et al., 2021. Application of network link prediction in drug discovery, BMC Bioinformatics] 



Cluster identification example
 Identifying proteins associated with the same disease from 

connected subgraphs
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[Menche et al., 2015. Uncovering disease-disease relationships through the incomplete interactome, Science] 



Graph classification example
 Predicting patients’ phenotype for easy diagnosis of Alzheimer’s 

disease
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[Hernandez-Lorenzo et al., 2022. On the limits of graph neural networks for the early diagnosis of Alzheimer’s disease, Nature Scien. Rep.] 



Graph generation example
 Generating new molecules
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[De Sao et al., 2022. MolGAN: An implicit generative model for small molecular graphs , ICML workshop on Theoretical Foundations 
and Applications of Deep Generative Models] 



Recent success story:  
Antibiotic discovery 
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[Simonovsky et al, 2017, De Cao et al 2018, Stokes et al 2020]
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Recent success story:  
Protein folding 

[Jumper et al. 2021]



Recent success story:  
Traffic prediction 
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[Derrow-Pinion et al., 2021]



Recent success story:  
Weather forecasting 
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[Lam et al., 2023]



Outline 
 Why studying networks? 
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 Graphs as flexible tools for modeling networks 

 Network / Graph machine learning 

 Overview of EE-452
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A snapshot of the class (I)
 How can we infer useful information from graph data? 

 Graphs are given 
 From structural graph features to (deep) learned features 
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Graph representation 
learning

Actionable 
knowledge

YX,G f(X,G)

e.g., node/graph classification, 
signal inpainting/denoising



A snapshot of the class (II)
 How are graphs generated?  
• How can we generate realistic graphs, using graph generative 

models (e.g., traditional network science models, deep graph 
generative models) 
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[Fig. from Zhu’2022]



Course Description
 Objectives: To provide an introduction to methods and algorithms 

in graph machine learning. A major goal is to understand, analyze 
and design network-based algorithms in the context of learning, 
and representation of structured data. 

 Prerequisites:  
- linear algebra  
- statistics  
- calculus 
- digital signal processing or equivalent  
- machine learning  
- programming (python); familiarity with PyTorch is a plus 

36
Network Machine Learning - EE452 

Dr Dorina Thanou  
Prof. Pascal Frossard



Goals of the course and learning 
outcomes
 Explore recent developments in network machine learning 

 Apply these techniques to real world data, and get familiar with 
popular softwares/tools 

 Synthesize arguments into scientific presentations 

 Collaborate efficiently with other students 

 Provide insights for further research
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Organization
 Combination of lectures and lab sessions 
- Lectures: introduction to the theory and tools for the analysis and processing of 

networks and network data 
- Lab sessions: application of tools to real world data science problems - please 

come with your laptops! 

 Sessions on Mon 16-18 (AAC 231) and Tue 13-15 (SG 0211) 
- Agenda available on Moodle 
- Lectures will take place on Tue  
- Lab sessions/tutorials will take place on Mon 

 Grading: midterm (40%) and project (60%)
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Communication 
 All communication and material will be distributed via Moodle 

 Slides will be posted before each lecture 

 Feel free to post your questions in the forum or contact the team!
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The team 
 Main instructors 

 Teaching Assistants 
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Abdellah Rahmani Jeremy Baffou Manuel Madeira (lead TA)

Yiming QinSevda Ogut William Cappelletti

Dr Dorina Thanou Prof. Pascal Frossard



Content of the class
 It is not all about GNNs :) 

 Topics that will be covered 
- Basics of graph theory 
- Basic graph features & traditional ML 
- Learning (shallow) graph features (from structure) 
- Spectral graph theory and ML applications 
- Processing graphs with attributes 
- Learning (deep) graph features from attributed graphs (GNNs) 
- Graph transformers 
- Classical (random, scale free) and deep graph generative models (e.g., 

diffusion) 
- Applications 
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Material
 Course support 
- your notes 
- lecture slides (available on Moodle) 
- research papers 
- suggested textbooks:  

• Network Science, by Albert-László Barabási, 2016  
• Graph Representation Learning by William L. Hamilton, 2020 
• Geometric Deep Learning Grids, Groups, Graphs, Geodesics, and Gauges, by Bronstein et 

al. 2021  
•
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Tentative agenda
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Date Lecture Topic Exercise Session Descrip3on TA in class
2/17/25 Introduc.on
2/24/25 Notebook 1 Python setup + Numpy, Pandas, SkLearn YQ, MM, SO, JB, WC, AR
2/25/25 Lecture 1 Graph Theory basics 

3/3/25 Notebook 1 NetworkX + graph stats + graph visualiza.on JB, WC, SO, YQ
3/4/25 Lecture 2 Spectral graph theory

3/10/25 Notebook 2 + Project Q&A Spectral analysis/clustering WC, SO, MM, YQ
3/11/25 Lecture 3 Structural network features + tradi.onal ML on graphs
3/17/25 Notebook 3 + Project Q&A Node classifica.on + link predic.on JB, WC, SO, YQ
3/18/25 Lecture 4 Node embeddings
3/24/25 Notebook 3 + Project Q&A Node classifica.on + link predic.on AR, WC, JB, MM
3/25/25 Lecture 5 Graph structured data
3/31/25 Notebook 4 + Project Q&A Graph Signal Processing basics AR, MM, WC,  YQ

4/1/25 Lecture 6 Graph Neural Networks Part I
4/7/25 Notebook 5 + Project Q&A GNNs SO, MM, AR, JB
4/8/25 Lecture 7 Graph Neural Networks Part II

4/14/25 Midterm Q&A SO, MM, AR, JB
4/15/25 Midterm

Easter break
4/28/25 Notebook 5 + Project Q&A GNNs SO, AR, YQ, WC
4/29/25 Lecture 8 Graph Neural Networks Part III - Limita.ons of GNNs

5/5/25 Notebook 6 + Project Q&A Graph Transformer + Graph Diffusion Models YQ, MM, WC, JB
5/6/25 Lecture 9 Graph transformers

5/12/25 Notebook 6 + Project Q&A Graph Transformer + Graph Diffusion Models YQ, MM, SO, AR
5/13/25 Lecture 10 Graph genera.ve models
5/19/25 Notebook 6 + Project Q&A Graph Transformer + Graph Diffusion Models YQ, MM, SO, JB, WC, AR
5/20/25 Lecture 11 Graph genera.ve models
5/26/25 Project Q&A
5/27/25 Project Q&A JB, AR

Grading: 40% midterm; 60% Project

Notebooks Responsible Topics Total Classes per TA

1 JB

Python Setup 
+ Numpy, Pandas, SkLearn 
+ NetworkX + graph stats + graph visualiza.on JB 9

2 WC
Spectral analysis/clustering 
(Assignment 3 2023 - Part I) WC 9

3 AR
Node classifica.on + link predic.on 
(Assignment 1 2024) AR 9

4 MM
GSP  
(Assignemt 3  2023 Part II - just confirm that is in lecture) MM 9

5 SO
GNNs 
(Assignment 2 2024) SO 9

6 YQ
Graph Transformer + Graph Diffusion Models 
Assignemnt 3 2024 YQ 9

 1



 The goal is to get hands-on experience dealing with the methods 
discussed in the class 

 6 Tutorials 

 Information on Moodle  

 Assignments are not graded, but highly recommended!

Lab sessions
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Grading
 Midterm (40%) 

 Project (60%)
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Projects (60% of the grade)
 Projects by groups of 4 students 
- Addressing relevant questions on selected network datasets 
- Developed during the (2nd) part of the semester 

 They will be based on topics covered during the semester 

 Evaluation (precise instructions will be uploaded on Moodle) 
- Methodological approach  
- Achieved performance 
- Project report  
- Quality of the code  
- Presentation 

46
Network Machine Learning - EE452 

Dr Dorina Thanou  
Prof. Pascal Frossard



Deadlines 
 Project announcement: March 17 

 Midterm: April 15 

 Project report deadline: June 10 (to be confirmed) 

 Project presentation: June, 16-17, 2025 (to be confirmed - let us 
know asap in case of hard constraints) 
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Questions? 
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