
CS-503
Visual Intelligence: 
Machines and Minds

Roman Bachmann

15.04.2025



C
S

-5
03

 –
 V

is
ua

l I
nt

el
lig

en
ce

: M
ac

hi
ne

s 
an

d 
M

in
ds

B
ac

hm
an

n

Generative 
modeling

2



B
ac

hm
an

n

C
S

-5
03

 –
 V

is
ua

l I
nt

el
lig

en
ce

: M
ac

hi
ne

s 
an

d 
M

in
ds

Generative modeling 3

Overview

Pre-training & scaling

$$$

Task: Model full data distribution p(x), e.g. through autoregressive modeling
Result: Distilled web-scale world knowledge into a base model

Pre-training data & tokenization

$

Task: Collect large-scale datasets of broad world knowledge and tokenize
Result: Large-scale pre-training corpus

Post-training, evaluations & reasoning

$

Task: Tune the base models to follow instructions, be more aligned, do reasoning, etc...
Result: More useful, aligned, and performant models during test-time
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5Pre-training data
Overview 
Goals

▪ Base for the kind of world knowledge we want models to have

▪ Should be easy to collect or generate in a scalable manner


How to collect? 
▪ Often scraped from the entire internet: Web pages, books, papers, 

images, videos, etc... → TBs of text data, PBs of image and video data

▪ Mixed quality and large diversity


▪ Synthetically generated using existing models

▪ High quality, but less diversity
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6Pre-training data
Text-only datasets

▪ Broad world knowledge: 
Everything ever written on the 
internet, books, papers, ...


▪ Large-scale: Trillions of tokens, 
hundreds of TB (unfiltered)


▪ Mixed quality: Some are high 
quality (e.g. Wikipedia, Books, 
Github, ...), some very low quality 
(e.g. scraped websites)

[LLaMA: Open and Efficient Foundation Language Models, Meta 2023]

[2 OLMo 2 Furious, Team OLMo 2025]
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7Pre-training data
Text-only datasets: Fineweb

[The FineWeb Datasets: Decanting the Web for the Finest Text Data at Scale, Penedo et al. 2024]

spotlight provides a convenient rechargeable LED light for 
work play and everyday life. choose from many vibrant 
colors to match your car, home, or personal style.
- high power 0.5 watt LED bulb (35+ lumens)
- colorful anodized aluminum body
- 180+ minutes of light per charge
- water resistant / submersible
- red glow â€˜chargingâ€™ indicator
- rechargeable Ni - MH battery
- shines 50 meter / 150 feet

It's be kind of a rough week photographically. My TS-E 
24mm f/3.5L ii broke on the outing where I made this image 
(the shift locking knob fell right off) and someone stole my 
crampons when I left the outside this cave.
The very next day, I went on a great hike across the Mt 
Juneau ridge carrying a camera body, three lenses, and a 
tripod. What I wasn't carrying was a memory card of any 
type (iphone photos only on that trip...despite the sore 
shoulders). Still, I laughed out loud when I saw the LCD on 
my camera read "No CF Card".

personalized baby Gifts | site map | personalized name 
trains | new affiliates | privacy |personalized children's music 
| personalized children's books |personalized children's 
clocks | personalized lovies | personalized baby's first 
christmas gifts| personalized first birthday gifts | Children's 
Valentine's Day Gifts | Children's Easter Gifts | Kids Easter 
Gifts | Easter Baskets | Easter Bunny | Baby Bibs | Comfy 
Cozy Baby Gund | Get Well Gifts for Kids|Sesame Street 
Characters |Elmo Dolls |Sesame Street Dolls |Sesame 
Street Gifts |Sesame Street Elmo |Sesame Street Big Bird|
Sesame Street Cookie Monster|Personalized Kids Music |
Easter Baskets for Infants |Easter Baskets for Kids |Kids 
Christmas Gifts |Childrens Christmas Gifts |Unique Baby 
Blankets |Personalized Children's Books |Baby Christmas 
Baskets |Christmas Baby Gifts |Boston Red Sox Baby 
Gifts2Blockheads.com Personalized Children's Gifts
"Where Kids are Stars"
1786 St. Peters Road
Pottstown, PA 19465
Phone: 484 824-8500
Hours of Operation: Monday - Friday 8AM-5PM EST
Not an affiliated company of Gund, Inc. or Sesame 
Workshop. The representations made on this website are 
those of 2Blockheads Baby Store. Gund Images © Gund, 
Inc. Gund®, babyGund® and Gotta Getta Gund® are 
trademarks of Gund, Inc. Sesame Workshop, Sesame 
Street are owned and licensed by Sesame Workshop. 
Copyright Sesame Workshop. All Rights Reserved.

San Francisco 49ers cornerback Shawntae Spencer will 
miss the rest of the season with a torn ligament in his left 
knee.
Spencer, a fifth-year pro, will be placed on injured reserve 
soon after undergoing surgery Wednesday to repair the 
ligament. He injured his knee late in the 49ers’ road victory 
at Seattle on Sept. 14, and missed last week’s victory over 
Detroit.
Tarell Brown and Donald Strickland will compete to replace 
Spencer with the 49ers, who kept 12 defensive backs on 
their 53-man roster to start the season. Brown, a second-
year pro, got his first career interception last weekend while 
filling in for Strickland, who also sat out with a knee injury.

Car Wash For Clara!
Now is your chance to help! 2 year old Clara Woodward has 
Cancer! Clara can’t say “Neuroblastoma” but she knows 
how it feels. You can help!!
A Car Wash will be held Saturday July 23, 11am-2pm at 
Java Jet on the corner of Edison & Canal Drive in 
Kennewick.
There is also an account set up in Clara’s name. Her family 
lives in Pasco and is travelling to Spokane for treatment.
For further information contact” Kelly Gammon at 
509-380-2321

Random samples
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8Pre-training data
Text-only datasets: Fineweb-edu

[The FineWeb Datasets: Decanting the Web for the Finest Text Data at Scale, Penedo et al. 2024]

Coyotes spend a good deal of their day sleeping. Members 
of a pack or family may sleep within close proximity of each 
other, or they may sleep much further apart, but probably 
within the same couple of acres of each other. They have 
amazing built-in time clocks, but they also are influenced by 
circumstances of the moment. My own dog could tell the 
time and knew what was to be done at that time. For 
example, I always set off, with my dog, at exactly 2:40 to 
pick up one of my kids at school. But one day I fell asleep 
— I would not have made it on time except that my dog 
began poking me with her muzzle at exactly 2:40. Needless 
to say, I was amazed. The same is true for coyotes — they 
seem to know when it is time to meet up, but if people or 
dogs are around, they will delay.

Mexican America - Introduction
"Mexican America" is a sampling of objects from the collections of the National Museum of American History. The stories behind 
these objects reflect the history of the Mexican presence in the United States. They illustrate a fundamentally American story about 
the centuries-old encounter between distinct (yet sometimes overlapping) communities that have coexisted but also clashed over 
land, culture, and livelihood.
Who, where, and what is Mexico? Over time, the definitions and boundaries of Mexico have changed. The Aztec Empire and the 
area where Náhautl was spoken—today the region surrounding modern Mexico City—was known as Mexico. For 300 years, the 
Spanish colonizers renamed it New Spain.
When Mexico was reborn in 1821 as a sovereign nation, its borders stretched from California to Guatemala. It was a huge and 
ancient land of ethnically, linguistically, and economically diverse regions that struggled for national unity. Texas, (then part of the 
Mexican state of Coahuila y Tejas) was a frontier region far from the dense cities and fertile valleys of central Mexico, a place 
where immigrants were recruited from the United States. The immigrants in turn declared the Mexican territory an independent 
republic in 1836 (later a U.S. state), making the state the first cauldron of Mexican American culture. By 1853, the government of 
Mexico, the weaker neighbor of an expansionist United States, had lost what are today the states of California, Nevada, Utah, 
Arizona, New Mexico, Texas, and parts of Colorado and Wyoming. In spite of the imposition of a new border, the historical and 
living presence of Spaniards, Mexicans, indigenous peoples, and their mixed descendants remained a defining force in the creation 
of the American West.
“La América Mexicana” es una muestra conformada por objetos provenientes de las distintas colecciones del Museo Nacional de 
Historia Americana. Estos objetos reflejan la historia de la presencia mexicana en los Estados Unidos e ilustran una crónica 
fundamentalmente americana acerca del encuentro centenario entre comunidades diferentes que han coexistido, pero que 
también se han enfrentado, en la pugna por la tierra, la cultura y el sustento.
¿Quién, dónde y qué es México? Con el transcurso del tiempo, las definiciones y los límites de México han ido cambiando. Se 
conocía como México al Imperio Azteca y toda el área donde se hablaba náhuatl —actualmente la región circundante a la ciudad 
de México. Durante 300 años los colonizadores españoles se refirieron a ella como Nueva España. Cuando en 1821 México 
resurgió como una nación soberana, sus fronteras se extendían desde California a Guatemala. En ese entonces era un antiguo e 
inmenso territorio conformado por regiones étnica, lingüística y económicamente diversas que luchaban por adquirir unidad 
nacional. Texas (en ese entonces parte de los estados mexicanos de Coahuila y Tejas) era una región fronteriza lejos de las 
densas urbes y de los fértiles valles de México central, donde se reclutaban inmigrantes de los Estados Unidos. ...

Random samples

Discover the cosmos! Each day a different image or 
photograph of our fascinating universe is featured, along 
with a brief explanation written by a professional 
astronomer. 2010 August 12 Explanation: 
Each August, as planet Earth swings through dust trailing 
along the orbit of periodic comet Swift-Tuttle, skygazers can 
enjoy the Perseid Meteor Shower. The shower should build 
to its peak now, best seen from later tonight after moonset, 
until dawn tomorrow morning when Earth moves through 
the denser part of the wide dust trail. But shower meteors 
have been spotted for many days, like this bright Perseid 
streaking through skies near Lake Balaton, Hungary on...
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9Pre-training data

[The FineWeb Datasets: Decanting the Web for the Finest Text Data at Scale, Penedo et al. 2024]

Text-only datasets: Fineweb → Fineweb-edu
"Junk" data significantly harm LLM's knowledge capacity on good data 
(sometimes by 20x times!)

[Physics of Language Models: Part 3.3, Knowledge Capacity Scaling Laws, Allen-Zhu and Li 2024]
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10Pre-training data
Text-only datasets: Filtering

[DataComp-LM: In search of the next generation of training sets for language models, Li et al. 2024]

300B documents 
370TB 
240T tokens 4T tokens
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11Pre-training data
Text-only datasets: Filtering

[DataComp-LM: In search of the next generation of training sets for language models, Li et al. 2024]

300B documents 
370TB 
240T tokens 4T tokens
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12Pre-training data
Image-caption datasets
▪ Broad world knowledge:  

Web-scale scraped images + alt 
or nearby text


▪ Large-scale: 10B+ images, 
several PB


▪ Mixed quality: Some are high 
quality (e.g. Stock images, art, ...), 
some very low quality (e.g. ads, 
irrelevant alt text, watermarks, ...)


▪ Poor alignment: Often alt text 
captures context instead of 
describing image content


▪ Problematic content: Consent & 
copy-right, PII, explicit content, ...

[https://laion.ai/blog/laion-pop/]
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13Pre-training data
Image-caption datasets

Rhododendron &#039;Princess Anne&#039; 
| Dwergrhododendron (&Oslash; 17cm pot)

Michelle & Karl at The Granary Barns, 
Newmarket 66

Larry Bird // Boston Celtics // Signed 
Basketball

[HuggingFace mlfoundations/datacomp_1b]
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14Pre-training data
Image-caption datasets

Rhododendron &#039;Princess Anne&#039; 
| Dwergrhododendron (&Oslash; 17cm pot)

Michelle & Karl at The Granary Barns, 
Newmarket 66

Larry Bird // Boston Celtics // Signed 
Basketball

A compact shrub with clusters of soft yellow, 
trumpet-shaped flowers and glossy dark 
green leaves, blooming in abundance—

Rhododendron 'Princess Anne'.

A group of people gathers in a beautifully maintained 
courtyard between rustic stone and brick buildings, one 

with a red-tiled roof and large windows. The scene is bright 
and airy, suggesting a casual outdoor event or celebration. 

Children play on the grass while adults chat near the 
building entrance, surrounded by manicured gardens and 
shrubs. The overall atmosphere is relaxed and cheerful, 

set against the charm of a countryside venue.

A Spalding basketball featuring a 
prominent silver autograph of former 

NBA player Larry Bird. The signature is 
clearly visible on the textured surface 

of the ball, positioned between the 
black seams.

[HuggingFace mlfoundations/datacomp_1b]

Re-captioningRe-captioning Re-captioning
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15Pre-training data
Multimodal datasets: Interleaved text & image

[MINT-1T: Scaling Open-Source Multimodal Data by 10x: A Multimodal Dataset with One Trillion Tokens, Awadalla et al. 2024]
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16Pre-training data
Multimodal datasets: Interleaved text & image

[https://atlas.nomic.ai/data/nomic-and-huggingface/obelics]
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17Pre-training data
Multimodal datasets: Massively multimodal datasets

[Omnidata: A Scalable Pipeline for Making Multi-Task Mid-Level Vision Datasets from 3D Scans, Eftekhar et al. 2021]
[Taskonomy: Disentangling Task Transfer Learning, Zamir et al. 2018]
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18Pre-training data
Multimodal datasets: Massively multimodal datasets

[4M-21: An Any-to-Any Vision Model for Tens of Tasks and Modalities, Bachmann et al. 2024]
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Tokenization 19

▪ Semantic compression (e.g. text is easier to model than audio) 
▪ Reduced sequence length (e.g. millions of pixels → thousands of tokens)

▪ Regularized latent space (e.g. through discrete or soft regularizers)

▪ Unification of different modalities (images, text, audio, ... → tokens)

Overview: Goals of tokenization

TokensTokenize

Detokenize

Close-up painting of 
a raven with glossy 

black and blue 
feathers, looking to 
the right against a 

soft, light blue 
background., ,

✨   
Generative 

model 

Train

Predict

...
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20Text tokenization
Overview
▪ Maps text to discrete tokens (indices)

▪ Typical vocabulary sizes: 10k - 200k+

[https://platform.openai.com/tokenizer]

"Tokenization is the process of breaking down text into smaller units called tokens, which can 
be words, phrases, or even individual characters. This is a fundamental step in natural language 
processing (NLP) and text analysis, as it helps computers understand and analyze human 
language by simplifying the text structure."

Tokenization is the process of breaking down text into smaller units called tokens, which can be 
words, phrases, or even individual characters. This is a fundamental step in natural language 
processing (NLP) and text analysis, as it helps computers understand and analyze human 
language by simplifying the text structure.

[30642, 1634, 318, 262, 1429, 286, 7163, 866, 2420, 656, 4833, 4991, 1444, 16326, 11, 
543, 460, 307, 2456, 11, 20144, 11, 393, 772, 1981, 3435, 13, 770, 318, 257, 7531, 
2239, 287, 3288, 3303, 7587, 357, 45, 19930, 8, 290, 2420, 3781, 11, 355, 340, 5419, 
9061, 1833, 290, 16602, 1692, 3303, 416, 7106, 4035, 262, 2420, 4645, 13]

=
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21Text tokenization
Tokenization schemes
▪ Character- and byte-level tokenization:


▪ 1 character/byte = 1 token

▪➕ : Simple and language agnostic, handles rare words and typos

▪➖ : Long sequence lengths, less semantic 

▪ Word-level tokenization:

▪ 1 word = 1 token

▪➕ : Short sequences, interpretable/semantic

▪➖ : Large vocabulary, fails on OOV words/typos, language-specific


▪ Subword tokenization (e.g. BPE, WordPiece, SentencePiece):

▪ Text split into subwords, i.e. 1 word can be 1 or more tokens

▪➕ : Balanced approach, handles common parts of words (e.g. prefixes)

▪➖ : Fragmented splits (e.g. "9.11 and 9.8" gets encoded into 9.11 and 9.8), more complex 

encoding and decoding process

[https://platform.openai.com/tokenizer]



B
ac

hm
an

n

C
S

-5
03

 –
 V

is
ua

l I
nt

el
lig

en
ce

: M
ac

hi
ne

s 
an

d 
M

in
ds

22Text tokenization
Byte Pair Encoding (BPE)

1. Take large corpus of text

2. Start with one token per character 

3. Merge common pairs of tokens 

into a token

4. Repeat until desired vocabulary 

size or all merged

[Slide inspiration: Yann Dubois]

tokenizer: text to token index

tokenizer: text to token index

tokenizer: text to token index

tokenizer: text to token index
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Image Tokenization 23

Goal: Project images into a sequence of tokens to model with 
a generative model

Image

TokensTokenize

Detokenize

✨   
Generative 

model 

Train

Predict
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Image Tokenization 24

▪ Why tokenize:

▪ Reduce sequence length 

▪ Abstract away imperceptible details (lossy compression)


▪ Modeling-dependent properties of tokens:

▪ Regularized latent space

▪ For autoregressive models: Provide a prediction target that can be 

sampled from

▪ Semantic latent space

▪ Ordering

▪ ...

Goal: Project images into a sequence of tokens to model with 
a generative model
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Image Tokenization 25

▪ Before tokenization:  
512 x 512 image: 512*512 = 262'144 tokens


▪ After tokenization:  
Downsample with patch size 16 x 16: (512/16)*(512/16) = 1'024 tokens

Sequence length reduction

Original RGB

Encoder DecoderRegularizer

Reconstruction
Tokens / 
latents

e.g. 512x512 pixels e.g. 16x16 tokens
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Image Tokenization 26

▪ We want to spend model capacity to predict aspects that matter

[The Bull, Pablo Picasso] [Rombach 2021, Ho 2020]

Abstract away fine-grained (imperceptible) details
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How to train an image tokenizer? 27

▪ Architecture: Bottleneck autoencoder

▪ Bottleneck: Discrete or continuous regularization

▪ Objective: Mostly autoencoding (reconstruction)

Overview

Original RGB

Encoder DecoderRegularizer

Reconstruction
Tokens / 
latents
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How to train an image tokenizer? 28

▪ Main objective: Autoencoding (i.e. reconstruction loss)

▪ Auxiliary objectives: Perceptual loss, Discriminator loss, etc...

Objective

Original RGB

Encoder DecoderRegularizer

Reconstruction
Tokens / 
latents

Reconstruction loss

Perceptual loss

Discriminator loss
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How to train an image tokenizer? 29

▪ Discrete: 
▪ Each token can be one of K classes. Commonly K = 4k, 16k, 64k, ...

▪ Train with a discrete bottleneck (e.g. FSQ, vector quantization, ...) 

▪ Continuous:  
▪ Each token is a d-dimensional continuous latent. Commonly d = 4, 8, 16, ...

▪ Train with KL-regularizer to keep latent space well-behaved

Regularizer / Bottleneck

Original RGB

Encoder DecoderRegularizer

Reconstruction
Tokens / 
latents
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31Pre-training
Overview 
▪ Goals


▪ Approximate the data distribution p(x)

▪ Extract broad world knowledge from a corpus and distill it into a base 

model 
▪ Objectives 

▪ Predictive: "Corrupt the data and predict the original" 
▪ Next-token prediction: Mask the next token and predict it

▪ Masked modeling: Mask a random set of tokens and predict them

▪ Diffusion: Noise the data and predict the noise / clean data / flow
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32Pre-training objectives
Autoregressive / next-token prediction
▪ Goal: Model the joint distribution of the data

▪ How: Factorize using chain-rule and model through next-token prediction

<latexit sha1_base64="nKCx7x70Bxy2jSpDiEfFxiqNSc0=">AAACGXicbVDLSsNAFJ3UV62vqEtdDBahhRKSUtSNUHTjwkUFawttCJPppB06eTAzkZbQjb/hD7jVP3Anbl35A36HkzYL23pgmMM593LvPW7EqJCm+a3lVlbX1jfym4Wt7Z3dPX3/4EGEMcekiUMW8raLBGE0IE1JJSPtiBPku4y03OF16rceCRc0DO7lOCK2j/oB9ShGUkmOfhyVRmV4CdXnWBU4cqoVaBhGym7Ljl40DXMKuEysjBRBhoaj/3R7IY59EkjMkBAdy4yknSAuKWZkUujGgkQID1GfdBQNkE+EnUyvmMBTpfSgF3L1Agmn6t+OBPlCjH1XVfpIDsSil4r/eZ1Yehd2QoMoliTAs0FezKAMYRoJ7FFOsGRjRRDmVO0K8QBxhKUKbm5KRNPVJgUVjLUYwzJ5qBrWmVG7qxXrV1lEeXAETkAJWOAc1MENaIAmwOAJvIBX8KY9a+/ah/Y5K81pWc8hmIP29QtlFp1k</latexit>

p(x) = p(x1, x2, ..., xL)
<latexit sha1_base64="seWb+cK63AIASinZmTeE5sjo45A=">AAACMXicbZDLTgIxFIY7eEO8jbp000hMIMHJDCHqxoToxgULTOSSwIR0SoGGziVtx0hGXsTX8AXc6huwMy7c+BJ2hlkIeJKmf79zTs7p7wSMCmmaMy2ztr6xuZXdzu3s7u0f6IdHTeGHHJMG9pnP2w4ShFGPNCSVjLQDTpDrMNJyxrdxvvVIuKC+9yAnAbFdNPTogGIkFerplWsYFJ56VjG5yvAZJg/DMBJQm4NSDEpKRbVza1rs6XnTMJOAq8JKRR6kUe/p392+j0OXeBIzJETHMgNpR4hLihmZ5rqhIAHCYzQkHSU95BJhR8nvpvBMkT4c+FwdT8KE/u2IkCvExHVUpYvkSCznYvhfrhPKwZUdUS8IJfHwfNAgZFD6MLYK9iknWLKJEghzqnaFeIQ4wlIZujAloPFq05wyxlq2YVU0y4Z1YVTuK/nqTWpRFpyAU1AAFrgEVXAH6qABMHgBb+AdfGiv2kz71L7mpRkt7TkGC6H9/AK1P6Uc</latexit>

= p(x1)p(x2|x1)...p(xL|x1, ..., xL→1)
<latexit sha1_base64="Aht2IpkzkAAHWl/P+C+tWp/tmYs=">AAACHnicbVDLTsJAFJ36RHxVXboZJSa4Ia0h6kISohsXLjCRRwK1mQ4DTJi2k5mpgdSu/Q1/wK3+gTvjVn/A73AKLAQ8yU1Ozrk3997jcUalsqxvY2FxaXllNbOWXd/Y3No2d3ZrMowEJlUcslA0PCQJowGpKqoYaXBBkO8xUvf6V6lffyBC0jC4U0NOHB91A9qhGCktueZBCba4CNtuTEt2ch/fJJDnBy6Fj3Dgxhc0OXbNnFWwRoDzxJ6QHJig4po/rXaII58ECjMkZdO2uHJiJBTFjCTZViQJR7iPuqSpaYB8Ip149EoCj7TShp1Q6AoUHKl/J2LkSzn0Pd3pI9WTs14q/uc1I9U5d2Ia8EiRAI8XdSIGVQjTXGCbCoIVG2qCsKD6Voh7SCCsdHpTWzhNT0uyOhh7NoZ5Ujsp2KeF4m0xV76cRJQB++AQ5IENzkAZXIMKqAIMnsALeAVvxrPxbnwYn+PWBWMyswemYHz9ApJrogw=</latexit>

=
L∏

i=1

p(xi|x<i)

▪ Pros: Powerful objective and efficient through teacher forcing

▪ Cons: Inference is fixed-order and slow
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33Pre-training objectives
Autoregressive / next-token prediction

We model                         with a single autoregressive Transformer.

<latexit sha1_base64="Aht2IpkzkAAHWl/P+C+tWp/tmYs=">AAACHnicbVDLTsJAFJ36RHxVXboZJSa4Ia0h6kISohsXLjCRRwK1mQ4DTJi2k5mpgdSu/Q1/wK3+gTvjVn/A73AKLAQ8yU1Ozrk3997jcUalsqxvY2FxaXllNbOWXd/Y3No2d3ZrMowEJlUcslA0PCQJowGpKqoYaXBBkO8xUvf6V6lffyBC0jC4U0NOHB91A9qhGCktueZBCba4CNtuTEt2ch/fJJDnBy6Fj3Dgxhc0OXbNnFWwRoDzxJ6QHJig4po/rXaII58ECjMkZdO2uHJiJBTFjCTZViQJR7iPuqSpaYB8Ip149EoCj7TShp1Q6AoUHKl/J2LkSzn0Pd3pI9WTs14q/uc1I9U5d2Ia8EiRAI8XdSIGVQjTXGCbCoIVG2qCsKD6Voh7SCCsdHpTWzhNT0uyOhh7NoZ5Ujsp2KeF4m0xV76cRJQB++AQ5IENzkAZXIMKqAIMnsALeAVvxrPxbnwYn+PWBWMyswemYHz9ApJrogw=</latexit>

=
L∏

i=1

p(xi|x<i)

"I love drinking iced" p(x5 | "I love drinking iced")
"I love drinking" p(x4 | "I love drinking")
"I love" p(x3 | "I love")
"I" p(x2 | "I")
"" p(x1 | "")

...
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34Pre-training objectives
Masked modeling ("discrete diffusion")

"I love drinking [MASK] tea 
when [MASK] hot outside." "iced" "it's"
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35Pre-training objectives
Masked modeling ("discrete diffusion")

<latexit sha1_base64="nKCx7x70Bxy2jSpDiEfFxiqNSc0=">AAACGXicbVDLSsNAFJ3UV62vqEtdDBahhRKSUtSNUHTjwkUFawttCJPppB06eTAzkZbQjb/hD7jVP3Anbl35A36HkzYL23pgmMM593LvPW7EqJCm+a3lVlbX1jfym4Wt7Z3dPX3/4EGEMcekiUMW8raLBGE0IE1JJSPtiBPku4y03OF16rceCRc0DO7lOCK2j/oB9ShGUkmOfhyVRmV4CdXnWBU4cqoVaBhGym7Ljl40DXMKuEysjBRBhoaj/3R7IY59EkjMkBAdy4yknSAuKWZkUujGgkQID1GfdBQNkE+EnUyvmMBTpfSgF3L1Agmn6t+OBPlCjH1XVfpIDsSil4r/eZ1Yehd2QoMoliTAs0FezKAMYRoJ7FFOsGRjRRDmVO0K8QBxhKUKbm5KRNPVJgUVjLUYwzJ5qBrWmVG7qxXrV1lEeXAETkAJWOAc1MENaIAmwOAJvIBX8KY9a+/ah/Y5K81pWc8hmIP29QtlFp1k</latexit>

p(x) = p(x1, x2, ..., xL)
<latexit sha1_base64="PodMNr6JGBErbZpvWfThCTYXvzk=">AAACKnicbVDLTgIxFO34RHyhLt00EhNYSGYMUReSEN24cIGJPBLASafTgYbOTNN2jGScr/A3/AG3+gfuiFvjd1hgFgKepMm559ybe3sczqhUpjkylpZXVtfWMxvZza3tnd3c3n5DhpHApI5DFoqWgyRhNCB1RRUjLS4I8h1Gms7geuw3H4mQNAzu1ZCTro96AfUoRkpLdu6kAjtchK4d04qVPMS3CeSFJzvucFqgxQQ+Q11cplXRzuXNkjkBXCRWSvIgRc3O/XTcEEc+CRRmSMq2ZXLVjZFQFDOSZDuRJBzhAeqRtqYB8onsxpNvJfBYKy70QqFfoOBE/TsRI1/Koe/oTh+pvpz3xuJ/XjtS3kU3pgGPFAnwdJEXMahCOM4IulQQrNhQE4QF1bdC3EcCYaWTnNnC6fi0JKuDseZjWCSN05J1VirflfPVqzSiDDgER6AALHAOquAG1EAdYPAC3sA7+DBejU9jZHxNW5eMdOYAzMD4/gVdv6aI</latexit>

=
L∏

i=1

p(xω(i)|x<ω(i))

▪ Goal: As in AR modeling, model the joint distribution of the data

▪ How: Factorize using chain-rule and model through random next-token 

prediction

Let's look at this as AR modeling with a random order. I.e. define a 
permutation                                                  of indices and factorize the 
probability:

<latexit sha1_base64="GdOdwS1Ku1lhz6Cw1wWgopjlmY4=">AAACNXicbVC7SgNBFJ2Nrxhfq5Y2g0GwCGE3BA1WQRsLiwjmAdkQZieTZMjszjJzVwlLfsXf8Adstbewk7T+gpNHYR4HLhzOuZd77/EjwTU4zpeV2tjc2t5J72b29g8Oj+zjk5qWsaKsSqWQquETzQQPWRU4CNaIFCOBL1jdH9xN/PozU5rL8AmGEWsFpBfyLqcEjNS2S17Eb7CXuDlcyGFPdCToHH7wRthTvNcHopR8Wee37ayTd6bAq8Sdkyyao9K2x15H0jhgIVBBtG66TgSthCjgVLBRxos1iwgdkB5rGhqSgOlWMv1whC+M0sFdqUyFgKfq/4mEBFoPA990BgT6etmbiOu8ZgzdUivhYRQDC+lsUTcWGCSexIU7XDEKYmgIoYqbWzHtE0UomFAXtkR8ctooY4Jxl2NYJbVC3r3KFx+L2fLtPKI0OkPn6BK56BqV0T2qoCqi6BW9ow/0ab1Z39aPNZ61pqz5zClagPX7B15TqWE=</latexit>

ω : {1, 2, . . . , L} → {1, 2, . . . , L}

?
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36Pre-training objectives
Masked modeling ("discrete diffusion"): Parallel decoding
▪ Tokens are conditionally dependent on each other, i.e.

▪ In practice: Some token pairs are nearly conditionally independent (e.g. if 

they are far away), i.e. 

▪ Consequence: Some tokens can be predicted in parallel → fewer decoding 

steps needed

<latexit sha1_base64="sghiLIsmMLRmatn5U20iy5LnxeQ=">AAACKnicbZDLSgMxFIYz9VbrbdSlm2ARKmiZkaIui25cVrAXaMuQSTNtbGYmJBlpqX0KX8MXcKtv4K64FZ/DzGVhWw8EPv7/HM7J73JGpbKsmZFbWV1b38hvFra2d3b3zP2DhgwjgUkdhywULRdJwmhA6ooqRlpcEOS7jDTd4W3sN5+IkDQMHtSYk66P+gH1KEZKS455zksjh57BkfMInyE+hR3EuQhHMNFTKcbUdcyiVbaSgstgZ1AEWdUc86fTC3Hkk0BhhqRs2xZX3QkSimJGpoVOJAlHeIj6pK0xQD6R3UnyrSk80UoPeqHQL1AwUf9OTJAv5dh3daeP1EAuerH4n9eOlHfdndCAR4oEOF3kRQyqEMYZwR4VBCs21oCwoPpWiAdIIKx0knNbOI1PmxZ0MPZiDMvQuCjbl+XKfaVYvckiyoMjcAxKwAZXoAruQA3UAQYv4A28gw/j1fg0ZsZX2pozsplDMFfG9y8rnqU5</latexit>

p(xi, xj |c) → p(xi|c)p(xj |c)

<latexit sha1_base64="q2insF8D6vXILgPMtle551di85k=">AAACKXicbVDLSsNAFJ3UV62vqEs3g0VooZREiroRim5cVrAPaEOYTCft2MmDmYm0xP6Ev+EPuNU/cKduBb/DSZqFbT0wcO4593LvHCdkVEjD+NRyK6tr6xv5zcLW9s7unr5/0BJBxDFp4oAFvOMgQRj1SVNSyUgn5AR5DiNtZ3Sd+O0HwgUN/Ds5CYnloYFPXYqRVJKtV8LS2KYVOLbv4SPEZXgJU2VWJDTVkwZatvWiUTVSwGViZqQIMjRs/afXD3DkEV9ihoTomkYorRhxSTEj00IvEiREeIQGpKuojzwirDj91RSeKKUP3YCr50uYqn8nYuQJMfEc1ekhORSLXiL+53Uj6V5YMfXDSBIfzxa5EYMygElEsE85wZJNFEGYU3UrxEPEEZYqyLktIU1OmxZUMOZiDMukdVo1z6q121qxfpVFlAdH4BiUgAnOQR3cgAZoAgyewAt4BW/as/aufWhfs9acls0cgjlo378CDKQC</latexit>

p(xi, xj |c) = p(xi|c)p(xj |c, xi)



B
ac

hm
an

n

C
S

-5
03

 –
 V

is
ua

l I
nt

el
lig

en
ce

: M
ac

hi
ne

s 
an

d 
M

in
ds

37Pre-training objectives
Masked modeling ("discrete diffusion"): Parallel decoding
▪ Tokens are conditionally dependent on each other, i.e.

▪ In practice: Some token pairs are nearly conditionally independent (e.g. if 

they are far away), i.e. 

▪ Consequence: Some tokens can be predicted in parallel → fewer decoding 

steps needed

<latexit sha1_base64="sghiLIsmMLRmatn5U20iy5LnxeQ=">AAACKnicbZDLSgMxFIYz9VbrbdSlm2ARKmiZkaIui25cVrAXaMuQSTNtbGYmJBlpqX0KX8MXcKtv4K64FZ/DzGVhWw8EPv7/HM7J73JGpbKsmZFbWV1b38hvFra2d3b3zP2DhgwjgUkdhywULRdJwmhA6ooqRlpcEOS7jDTd4W3sN5+IkDQMHtSYk66P+gH1KEZKS455zksjh57BkfMInyE+hR3EuQhHMNFTKcbUdcyiVbaSgstgZ1AEWdUc86fTC3Hkk0BhhqRs2xZX3QkSimJGpoVOJAlHeIj6pK0xQD6R3UnyrSk80UoPeqHQL1AwUf9OTJAv5dh3daeP1EAuerH4n9eOlHfdndCAR4oEOF3kRQyqEMYZwR4VBCs21oCwoPpWiAdIIKx0knNbOI1PmxZ0MPZiDMvQuCjbl+XKfaVYvckiyoMjcAxKwAZXoAruQA3UAQYv4A28gw/j1fg0ZsZX2pozsplDMFfG9y8rnqU5</latexit>

p(xi, xj |c) → p(xi|c)p(xj |c)

<latexit sha1_base64="q2insF8D6vXILgPMtle551di85k=">AAACKXicbVDLSsNAFJ3UV62vqEs3g0VooZREiroRim5cVrAPaEOYTCft2MmDmYm0xP6Ev+EPuNU/cKduBb/DSZqFbT0wcO4593LvHCdkVEjD+NRyK6tr6xv5zcLW9s7unr5/0BJBxDFp4oAFvOMgQRj1SVNSyUgn5AR5DiNtZ3Sd+O0HwgUN/Ds5CYnloYFPXYqRVJKtV8LS2KYVOLbv4SPEZXgJU2VWJDTVkwZatvWiUTVSwGViZqQIMjRs/afXD3DkEV9ihoTomkYorRhxSTEj00IvEiREeIQGpKuojzwirDj91RSeKKUP3YCr50uYqn8nYuQJMfEc1ekhORSLXiL+53Uj6V5YMfXDSBIfzxa5EYMygElEsE85wZJNFEGYU3UrxEPEEZYqyLktIU1OmxZUMOZiDMukdVo1z6q121qxfpVFlAdH4BiUgAnOQR3cgAZoAgyewAt4BW/as/aufWhfs9acls0cgjlo378CDKQC</latexit>

p(xi, xj |c) = p(xi|c)p(xj |c, xi)

[MaskGIT: Masked Generative Image Transformer, Chang et al. 2022]
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38Pre-training objectives
Training loss
Minimize cross entropy loss (= "next token classification")

[https://lena-voita.github.io/nlp_course/language_modeling.html]
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39Pre-training objectives
Massive multitask learning
▪ Objective is simple, but data is rich

▪ Predicting masked data / next token = implicitly massively multitask 

learning

<latexit sha1_base64="skKXwSmmPRfOQt1PcG9kWlb+9k4=">AAACF3icbVDLSsNAFJ34rPUVdaebYBFclUSKuiy6ceGign1AE8JkOm2HTiZh5kYsIeBv+ANu9Q/ciVuX/oDf4aTNwrYeGDiccy/3zAlizhTY9rextLyyurZe2ihvbm3v7Jp7+y0VJZLQJol4JDsBVpQzQZvAgNNOLCkOA07bweg699sPVCoWiXsYx9QL8UCwPiMYtOSbh26IYUgwT28z3wX6CGmk5zHnmW9W7Ko9gbVInIJUUIGGb/64vYgkIRVAOFaq69gxeCmWwAinWdlNFI0xGeEB7WoqcEiVl07+kFknWulZ/UjqJ8CaqH83UhwqNQ4DPZknVvNeLv7ndRPoX3opE3ECVJDpoX7CLYisvBCrxyQlwMeaYCKZzmqRIZaYgK5t5krM8mhZWRfjzNewSFpnVee8WrurVepXRUUldISO0Sly0AWqoxvUQE1E0BN6Qa/ozXg23o0P43M6umQUOwdoBsbXL01roR4=</latexit>

Loverall
<latexit sha1_base64="7aJvOWpKurb3atfgXPqxxSzfG1w=">AAACIXicbVC7SgNBFJ31bXxFLW0Go2Bj2FVRGyFoY2ERwWggieHuZJIMmdldZu6KYdkf8Df8AVv9AzuxE3u/w9mYQhMPDBzOuZd75viRFAZd98OZmJyanpmdm88tLC4tr+RX165NGGvGKyyUoa76YLgUAa+gQMmrkeagfMlv/N5Z5t/ccW1EGFxhP+INBZ1AtAUDtFIzv3VCPfc22d1PaV0BdhnI5CJt1pHfY9LRoBTotJkvuEV3ADpOvCEpkCHKzfxXvRWyWPEAmQRjap4bYSMBjYJJnubqseERsB50eM3SABQ3jWTwm5RuW6VF26G2L0A6UH9vJKCM6SvfTmaJzaiXif95tRjbx41EBFGMPGA/h9qxpBjSrBraEpozlH1LgGlhs1LWBQ0MbYF/rkQii5bmbDHeaA3j5Hqv6B0WDy4PCqXTYUVzZINskh3ikSNSIuekTCqEkQfyRJ7Ji/PovDpvzvvP6IQz3Fknf+B8fgMV9aQI</latexit>

= 10→3Lgrammar
<latexit sha1_base64="TISJEB4a/WT7sNXLkRJ41dCeJd8=">AAACI3icbVC7SgNBFJ2Nrxhfq5Y2g0ERxLArIVoGbSwsIpgHJOsyO5kkQ2YfzNwVw7J/4G/4A7b6B3ZiY2HrdzibpDDRAzMczrmXe+/xIsEVWNankVtYXFpeya8W1tY3NrfM7Z2GCmNJWZ2GIpQtjygmeMDqwEGwViQZ8T3Bmt7wMvOb90wqHga3MIqY45N+wHucEtCSax4eY9u6S04qKe74BAaUiOQ6dTvAHiBRLADu6y91zaJVssbAf4k9JUU0Rc01vzvdkMZZMxVEqbZtReAkRAKngqWFTqxYROiQ9Flb04D4TDnJ+J4UH2ili3uh1C8APFZ/dyTEV2rke7oy21nNe5n4n9eOoXfuJDyIYmABnQzqxQJDiLNwcJdLRkGMNCFUcr0rpgMiCQUd4cyUiGerpQUdjD0fw1/SOC3ZlVL5plysXkwjyqM9tI+OkI3OUBVdoRqqI4oe0TN6Qa/Gk/FmvBsfk9KcMe3ZRTMwvn4A4Mak/Q==</latexit>

+10→6Lsentiment
<latexit sha1_base64="tGiZOc0+uw3kGHmtEfevGc08+LY=">AAACI3icbVC7SgNBFJ2N7/iKWtoMBkUQw64GtRRtLCwUjBGSGGYnN8mQ2dll5q4alv0Df8MfsNU/sBMbC1u/w9mYQqMHBg7n3Ms9c/xICoOu++7kxsYnJqemZ/Kzc/MLi4Wl5UsTxppDhYcy1Fc+MyCFggoKlHAVaWCBL6Hq944zv3oD2ohQXWA/gkbAOkq0BWdopWZhY4t67nWyvZvSesCwy5lMTtNmHeEOk54KbyW0OpA2C0W35A5A/xJvSIpkiLNm4bPeCnkcgEIumTE1z42wkTCNgktI8/XYQMR4j3WgZqliAZhGMvhPStet0qLtUNunkA7UnxsJC4zpB76dzDKbUS8T//NqMbYPGolQUYyg+PehdiwphjQrh7aEBo6ybwnjWtislHeZZhxthb+uRCKLluZtMd5oDX/J5U7J2yuVz8vFw6NhRdNklayRTeKRfXJITsgZqRBO7skjeSLPzoPz4rw6b9+jOWe4s0J+wfn4ArbkpOM=</latexit>

+10→3Lknowledge

<latexit sha1_base64="TYp2+UAKmzwKQpJpC9Tkp+Q3Wmw=">AAACHnicbVDLSgMxFM3UV62vUZduokUQxDIjRV0W3bhwUcE+oK0lk6ZtaOZBckcsw6z9DX/Arf6BO3GrP+B3mJnOwrYeCBzOuZd7cpxAcAWW9W3kFhaXllfyq4W19Y3NLXN7p678UFJWo77wZdMhignusRpwEKwZSEZcR7CGM7pK/MYDk4r73h2MA9ZxycDjfU4JaKlr7h9j27qPTsoxbrsEhpSI6CbutoE9QpQIcdcsWiUrBZ4ndkaKKEO1a/60ez4NXeYBFUSplm0F0ImIBE4FiwvtULGA0BEZsJamHnGZ6kTpV2J8qJUe7vtSPw9wqv7diIir1Nh19GSSTs16aeR/vFYI/YtOxL0gBObRyaF+KDD4OOkF97hkFMRYE0Il11kxHRJJKOj2pq4EPIkWF3Qx9mwN86R+WrLPSuXbcrFymVWUR3voAB0hG52jCrpGVVRDFD2hF/SK3oxn4934MD4nozkj29lFUzC+fgFpwaKc</latexit>

+10→4Lmath

...

[Stanford CS25: V4 I Jason Wei & Hyung Won Chung of OpenAI]
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40Examples: AR
Example: Llama 3
▪ 3 model sizes: 8B, 70B, 405B

▪ Trained on 15T multilingual tokens 

(Llama 2 was 1.8T)

▪ Chinchilla-optimal (~20 tokens 

per parameter) would be 160B, 
1.4T, 8.1T tokens 

▪ 405B model stats:

▪  3.8 × 1025 FLOPs (50x Llama 2)

▪ Up to 16k H100s (700W TDP)

▪ 38-43% BF16 model FLOPs 

utilization (MFU)

[The Llama 3 Herd of Models, Meta 2024]
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41

Example: Parti
Autoregressive modeling on image tokens

[Scaling Autoregressive Models for Content-Rich Text-to-Image Generation, Yu et al. 2022]

Examples: AR
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Example: Parti
Autoregressive modeling on image tokens

[Scaling Autoregressive Models for Content-Rich Text-to-Image Generation, Yu et al. 2022]

Examples: AR
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Example: LlamaGen
Autoregressive modeling on image tokens with GPT (Llama) architecture

[Autoregressive Model Beats Diffusion: Llama for Scalable Image Generation, Sun et al. 2024]

Examples: AR
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Example: Chameleon
Autoregressive modeling on text + image tokens

[Chameleon: Mixed-Modal Early-Fusion Foundation Models, Chameleon Team 2024]

Examples: AR
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Example: MaskGIT
Masked modeling on image tokens

[MaskGIT: Masked Generative Image Transformer, Chang et al. 2022]

Examples: Masked modeling
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Example: Dream
Masked modeling on text tokens

[Dream 7B, Ye et al. 2025]

Examples: Masked modeling
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Example: Dream
Masked modeling on text tokens

Examples: Masked modeling

[Dream 7B, Ye et al. 2025]
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Example: Dream
Masked modeling on text tokens

Examples: Masked modeling

[Dream 7B, Ye et al. 2025]
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Example: 4M
Masked modeling on multimodal tokens

Examples: Masked modeling

[4M: Massively Multimodal Masked Modeling, Mizrahi et al. 2023]
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Example: 4M
Masked modeling on multimodal tokens

Examples: Masked modeling

[4M: Massively Multimodal Masked Modeling, Mizrahi et al. 2023]
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51Base model capabilities
In-context learning

[Language Models are Few-Shot Learners, Brown et al. 2020]

▪ Perform a novel task 
from few demonstrations


▪ Instead of fine-tuning, 
provide task examples
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52Base model capabilities
In-context learning

[Language Models are Few-Shot Learners, Brown et al. 2020]
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53Base model capabilities
In-context learning

[Flamingo: a Visual Language Model for Few-Shot Learning, Alayrac et al. 2022]
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54Base model capabilities
In-context learning
"Any distribution of sequences in which context non-trivially decreases 
loss on subsequent predictions can be interpreted as eliciting a kind of in-
context learning."

[The broader spectrum of in-context learning, Lampinen et al. 2024]



B
ac

hm
an

n

C
S

-5
03

 –
 V

is
ua

l I
nt

el
lig

en
ce

: M
ac

hi
ne

s 
an

d 
M

in
ds

55Base model capabilities
Chain-of-thought
Prompt the model to provide intermediate "reasoning" steps, rather than 
answering directly.

[Chain-of-Thought Prompting Elicits Reasoning in Large Language Models, Wei et al. 2022]
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56Base model capabilities
Chain-of-thought
Prompt the model to provide intermediate "reasoning" steps, rather than 
answering directly.

[Large Language Models are Zero-Shot Reasoners, Kojima et al. 2022]
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