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▪ 1: Overview Dependable Systems
- Definitions: Reliability, Safety, Availability etc., 
- Failure modes in computers

▪ 2: Dependability Analysis
- Combinatorial analysis
- Markov models

▪ 3: Dependable Architectures
- Fault detection
- Redundant Hardware, Recovery

▪ 4: Dependable Software
- Fault Detection, 
- Recovery Blocks, Diversity

▪ 5: Safety analysis
- Qualitative Evaluation (FMEA, FTA)
- Examples
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▪ This part of the course applies to any system that may fail.

▪ Dependability evaluation (fiabilité prévisionnelle, Verlässlichkeitsabschätzung)
determines:

• the expected reliability, 

• the requirements on component reliability,

• the repair and maintenance intervals and

• the amount of necessary redundancy.

▪ Dependability analysis is the base on which risks are taken and contracts 
established

▪ Dependability evaluation must be part of the design process, it is quite 
useless once a system has been put into service. 

Dependability 
Evaluation
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▪ Reliability definitions

▪ Reliability of series and parallel systems without repair

▪ Considering repair

▪ Markov models

▪ Availability evaluation

▪ Examples 
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Reliability Definitions
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▪ Reliability = probability that a mission is 
executed successfully 

• definition of success? a question of 
satisfaction…

▪ Reliability depends on:
• duration
• environment: temperature, vibrations, 

radiations, etc...

▪ Such graphics are obtained by observing a 
large number of systems, 
or calculated for a system knowing the 
expected behaviour of the elements    

R(t)

laboratory

25º

85º

40º

vehicle
85º

25º

time

1,0
lim R(t)  = 0

t®¥

Reliability
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▪ Experiment: large quantity of light 
bulbs

▪ Reliability 𝑹(𝒕):

• number of good bulbs 
remaining at time t divided by 
initial number of bulbs

▪ Failure rate 𝝀(𝒕): 

• number of bulbs that failed in 
interval [t; 𝑡 + Δt] divided by 
number of remaining bulbs

remaining 

good bulbs

time 

mature

l

infancy

aging

time

100%

t 

t + Dt

R(t)

t

Reliability and Failure Rate
Experimental View
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▪ Empirical studies showed that the evolution of the 
failure rate over time usually follows a bathtub
curve.

▪ A typical bathtub curve comprises three phases:

• Infant mortality

▪ Failure rate is decreasing

• Useful life

▪ Failure rate is constant

• End of life

▪ Failure rate is increasing

▪ Reminder: a bathtub curve does not depict the 
failure rate of a single item, but describes the 
relative failure rate of an entire population of 
products over time

l

time

Infant 

Mortality

Useful life End of life

Failure Rate
Bathtub Curve
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▪ Hardware failures during a products life can be attributed to the following causes:

• Design failures: 
• This class of failures take place due to inherent design flaws in the system. In a well-designed 

system this class of failures should make a very small contribution to the total number of failures.

• Infant Mortality: 
• This class of failures cause newly manufactured hardware to fail. This type of failures can be 

attributed to manufacturing problems like poor soldering, leaking capacitor etc. These failures 
should not be present in systems leaving the factory as these faults will show up in factory system 
burn in tests.

• Random Failures: 
• Random failures can occur during the entire life of a hardware module. These failures can lead to 

system failures. Redundancy is provided to recover from this class of failures.

• Wear Out: 
• Once a hardware module has reached the end of its useful life, degradation of component 

characteristics will cause hardware modules to fail. This type of faults can be weeded out by 
preventive maintenance and routing of hardware.

Hardware Failure
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• For critical system, infant mortality is unacceptable
• Stress test and burn-in tests should be implemented

• Stress tests are used to identify failure root cause (design, process, material)
• Burn-in tests are used to identify failure for which root cause can not be found

• Both tests are similar, but one is implemented before a massive production (stress test), while the other one is 
implemented on the product leaving the factory (burn-in)

• Stress testing 
• Should be started at the earliest development phases and used to evaluate design weaknesses and uncover 

specific assembly and materials problems. 

• The failures should be investigated and design improvements should be made to improve product robustness. 
Such an approach can help to eliminate design and material defects that would otherwise show up with product 
failures in the field.

• Parameters: temperature, humidity, vibrations, etc.

• Burn-in tests
• Ensure that a device or system functions properly before it leaves the manufacturing plant 

• For example, running a new computer for several days before committing it to its real intent

• For ships or craft, and in general for complete system, burn-in tests are called shakedown tests

Infant Mortality
IN

D
U

S
T

R
IA

L
 A

U
T

O
M

A
T
IO

N

D
r.

 J
e

a
n

-C
h

a
rl

e
s

 T
o

u
rn

ie
r 

10



▪ Reliability R(t): probability that a system does not enter a 
terminal state until time t, while it was initially in a good state 
at time t=0

• 𝑅 0 = 1

• lim
𝑡→∞

𝑅 𝑡 = 0

▪ Failure rate 𝝀 𝒕

• Probability that a (still good) element fails during the 
next time unit Δt

▪ Definition

• 𝜆 𝑡 = −
ൗ𝑑𝑅 𝑡
𝑑𝑡

𝑅 𝑡

• 𝑅 𝑡 = 𝑒− 0׬
𝑡
𝜆 𝑥 𝑑𝑥

• 𝑴𝑻𝑻𝑭 = 𝟎׬
∞
𝑹 𝒕 𝒅𝒕

good bad
failure

R(t), 𝝀(𝒕)Definitions
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R(t)

t

1

0

MTTF = mean time to fail =  surface below R(t)



▪ Reliability = probability of not having failed until 
time t expressed: 

• Discrete expression

▪ 𝑅 𝑡 + Δ𝑡 = 𝑅 𝑡 − 𝑅 𝑡 . 𝜆 𝑡 . Δ𝑡
• Continuous expression simplified when 𝜆 𝑡 = 𝜆

▪ 𝑹 𝒕 = 𝒆−𝝀𝒕

▪ Assumption of constant 𝜆 is justified by
• Experience

• Stress and burn-in tests

• Maintenance

▪ It greatly simplifies the computation without 
loosing too much information

▪ MTTF is the surface below 𝑅(𝑡) (integral of 𝑅(𝑡))

• 𝑴𝑻𝑻𝑭 = 𝟎׬
∞
𝒆−𝝀𝒕𝒅𝒕 =

𝟏

𝝀

Constant failure rate
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Element Rating failure rate

resistor 0.25 W 0.1 fit

capacitor (dry) 100 nF 0.5 fit
capacitor (elect.) 100 µF 10 fit

processor 486 500 fit
RAM 4MB 1 fit

Flash 4MB 12 fit

FPGA 5000 gates 80 fit
PLC compact 6500 fit

digital I/O 32 points 2000 fit
analog I/O 8 points 1000 fit

battery per element 400 fit

VLSI per package 100 fit
soldering    per point 0.01 fit 

▪ To avoid the negative exponentials, 𝜆 values are often given in FIT 
(Failures in Time)

• 1 FIT = 10−9. ℎ−1=
1

114000year

• FIT reports the number of expected failures per one billion hours of 
operation for a device

▪ This term is used particularly in the semiconductor industry

▪ These figures can be obtained from catalogues such as MIL 
Standard 217F or from the manufacturer’s data sheets

▪ Warning: Design failures outweigh hardware failures for small 
series

▪ E.g. PLC = 6500 FIT, i.e. 0.05 failures/year

• Installation with hundreds of PLC can expect several failures per year
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Examples of failure 
rates



▪ MIL Handbook 217B lists failure rates of common 
elements.

▪ Failure rates depend strongly on the environment: 
temperature, vibration, humidity, and especially the 
location:

• Ground benign, fixed, mobile

• Naval sheltered, unsheltered
• Airborne, Inhabited, Uninhabited, cargo, fighter

• Airborne, Rotary, Helicopter

• Space, Flight

▪ Usually the application of MIL HDBK 217 results in 
pessimistic results in terms of the overall system 
reliability (computed reliability is lower than actual 
reliability). 

▪ To obtain more realistic estimations it is necessary to 
collect failure data based on the actual application 
instead of using the generic values from MIL HDBK 217.

MIL HDBK 217
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▪ Stress is expressed by lambda factors

▪ Basic models:
• discrete components (e.g. resistor, transistor etc.)
 = b pE pQ pA

• integrated components (ICs, e.g. microprocessors etc.)
 = pQ pL (C1 pT pV + C2 pE)

▪ MIL handbook gives curves/rules for different element types to compute factors,

– b based on ambient temperature QA  and electrical stress S

– pE based on environmental conditions

– pQ based on production quality and burn-in period

– pA based on component characteristics and usage in application

– C1 based on the complexity

– C2 based on the number of pins and the  type of packaging

– pT based on chip temperature QJ and technology

– pV based on voltage stress

▪ Example: b usually grows exponentially with temperature A (Arrhenius law)

Failure rate catalogue
MIL HDBK 217
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What can go wrong?
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poor soldering (manufacturing)… broken wire… (vibrations)

broken isolation (assembly…) chip cracking 
(thermal stress…)

tin whiskers 
(lead-free soldering)



▪ Thermal stress (different dilatation coefficients, contact creeping)

▪ Electrical stress (electromagnetic fields)

▪ Radiation stress (high-energy particles, cosmic rays in the high 
atmosphere)

▪ Errors that are transient in nature (called “soft-errors”) can be latched in 
memory and become firm errors. “Solid errors” will not disappear at restart. 

▪ e.g. FPGA with 3 M gates, exposed to 9.3 108 neutrons/cm2 exhibited 
320 FIT at sea level and 150’000 FIT at 20 km altitude 

see: http://www.actel.com/products/rescenter/ser/index.html

▪ Things are getting worse with smaller integrated circuit geometries !

Failures that affect 
logic circuits
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http://www.actel.com/products/rescenter/ser/index.html


▪ Hot redundancy

• the reserve element is fully operational 
and under stress, it has the same 
failure rate as the operating element. 

▪ Warm redundancy

• the reserve element can take over in a 
short time, it is not operational and has 
a smaller failure rate. 

▪ Cold redundancy (cold standby)

• the reserve is switched off and has 
zero failure rate

R(t)

t

1

0

failure

of primary

element

® switchover

reliability

of redundant

element

R(t)

t

1

0

reliability

of reserve

element

Cold, Warm and Hot 
redundancy
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Reliability of series and 
parallel systems
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▪ The reliability of a system consisting of n 
elements, each of which is necessary for the 
function of the system, whereby the elements fail 
independently is:

• 𝑅𝑡𝑜𝑡𝑎𝑙 𝑡 = 𝑅1 𝑡 . 𝑅2 𝑡 …𝑅𝑛 𝑡 = ς𝑖=1
𝑛 𝑅𝑖 𝑡

▪ Assuming a constant failure rate 𝜆 allows to 
compute easily the failure rate of a system by 
summing the failure rates of individual 
components

• 𝑅𝑁𝑜𝑜𝑁 𝑡 = 𝑒−σ𝑖=0
𝑛 𝜆𝑖.𝑡

▪ This is the base for the calculation of the failure 
rate of systems (MIL-STD-217F)

1 2 3 4

Reliability of a system 
or unreliable elements
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Example
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▪ An electronic circuit consists of the following elements:
• 1 processor MTTF= 600 years 48 pins

• 30 resistors MTTF= 100’000 years 2 pins/resistor
• 6 plastic capacitors MTTF= 50’000 years 2 pins/capacitor

• 1 FPGA MTTF= 300 years 24 pins

• 2 tantalum capacitors MTTF= 10’000 years 2 pins
• 1 quartz MTTF= 20’000 years 2 pins

• 1 connector MTTF= 5000 years 16 pins

▪ the MTTF of one solder point (pin) is 200’000 years

▪ What is the expected Mean Time To Fail of this system ?

▪ Repair of this circuit takes 10 hours, replacing it by a spare takes 1 hour.

▪ What is the availability in both cases ?

▪ The machine where it is used costs 100 € per hour, 24 hours/24 production, 30 years installation 
lifetime. What should the price of the spare be ? 

Exercise
Reliability Estimation
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▪ An embedded controller consists of:
• one microprocessor 486

• 2 x 4 MB RAM

• 1 x Flash EPROM

• 50 dry capacitors

• 5 electrolytic capacitors

• 200 resistors

• 1000 soldering points

• 1 battery for the real-time-clock

▪ what is the MTTF of the controller and what is its weakest point ?
• (use the numbers given in slide #12) 

Exercise
MTTF calculation
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Redundant, parallel system 1-out-of-2 with no repair 
Combinatorial approach
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▪ Example 𝑅1𝑜𝑜2: airplane with two motors

• MTTF of one motor = 1000 hours (this 
value is rather pessimistic)

• Flight duration, t = 2 hours

• what is the probability that both motors 
did not fail until time t (landing)?

• what is the probability that one of the 
two motor fails ? 

• What is the probability that at least one 
of the motor still works until time t?

Combinatorial
R1oo2, no repair
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▪ Example 𝑅1𝑜𝑜2: airplane with two motors

• MTTF of one motor = 1000 hours (this value is 
rather pessimistic)

• Flight duration, t = 2 hours

• what is the probability that one of the two motor fails 
? 

• what is the probability that both motors did not fail 
until time t (landing)?

▪ One of the two motors fails
• 𝑅𝑎(𝑡) = 𝑅1. (1 − 𝑅2) + (1 − 𝑅1). 𝑅2

▪ Both motors do not fail

• 𝑅𝑏(𝑡) = 𝑅1. 𝑅2

▪ At least one motor works

• 𝑅 𝑡 = 𝑅𝑎 𝑡 + 𝑅𝑏 𝑡

▪ Compute the function 𝑅(𝑡) with 𝑡 = 2

Combinatorial
R1oo2, no repair
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R(t) for 1oo2 
Redundancy

IN
D

U
S

T
R

IA
L

 A
U

T
O

M
A

T
IO

N

D
r.

 J
e

a
n

-C
h

a
rl

e
s

 T
o

u
rn

ie
r 

27



MIF, ARL, RIF of 
redundant structures
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Mission Time Improvement Factor (for given ARL)
MIF = MT2/MT1  

Reliability Improvement Factor (at given Mission Time)
RIF = (1-Rwithout) / (1-Rwith) = quotient of unreliability

MIF: 

RIF: 



R1oo2 Reliability Improvement Factor
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2oo3 No repair –Combinatorial Approach
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2oo3 No repair –Combinatorial Approach
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▪ K-out-of-N computer (KooN)

• N units perform the function in parallel

• K fault-free units are necessary to achieve a correct result

• N – K units are “reserve” units, but can also participate in the function

▪ Examples

• aircraft with 8 engines: 6 are needed to accomplish the mission.

• voting in computers: If the output is obtained by voting among all N units

• N  2K – 1 worst-case assumption: all faulty units fail in same way

General case
k out of N redundancy

IN
D

U
S

T
R

IA
L

 A
U

T
O

M
A

T
IO

N

D
r.

 J
e

a
n

-C
h

a
rl

e
s

 T
o

u
rn

ie
r 

32



▪ 12 motors, 8 of which are 
sufficient to accomplish the 
mission

▪ fly 21 days, MTTF = 5'000 h per 
motor

▪ 4 motors, three of which are 
sufficient to accomplish the 
mission

▪ fly 21 days, MTTF = 10'000 h 
per motor

Which plane is better?
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General case
k out of N redundancy
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N
i

(    ) (1 – R)i RN-i

i = 0

N-k

RKooN = S

RKooN =  RN + ( ) (1-R) RN-1 + ( ) (1-R)2RN-2 +...+ ( ) (1-R)KRN-K +....+ (1-R)N = 1

no fail one of N fail two of N fail K of N fail

N

1

N

2

N
K

all fail

Example with

N = 4

N + (N-1) + (N-2) of N

N of N

N + (N-1) of N

R1

R3

R4

R2



Comparison Chart
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What does cross 
redundancy bring?
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cross-coupling – better in principle since

some double faults can be outlived

but cross-coupling needs a switchover 

logic – availability sinks again.
UL

separate: double fault brings system down

Reliability chain

controller network

controller network

controller network

controller network

controller network

controller network



Summary
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1oo1 (non redundant)
1oo2 (duplication and
error detection)

2oo3 (triplication and voting)

R R R R R R

R1oo1 = R R1oo2 = 2R – R2 R2oo3 = 3R2 – 2R3

Assumes: all units have identical failure rates and comparison/voting hardware does not fail.

N
i

(    ) Ri (1 – R)N-i

i = 0

K

RKooN = S

kooN (k out of N must work)

N
i

(    ) (1 – R)i RN-i

i = 0

N-K

RKooN = S



▪ Compute the MTTF of the following 1-
out-of-3 system with the component 
failure rates:

– redundant units 𝜆1 = 0.1 h-1

– voter unit 𝜆23 = 0.001 h-1

– single unit 𝜆2 = 0.15 h-1

Exercise
1oo3 considering voter
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input

R1 R1 R1

R2

2/3



Complex Systems
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R2 R3

R2 R3

R5 R6R1

R7 R8

R7 R8

R7 R8

R9

Reliability is dominated by the non-redundant parts, in a first approximation,
forget the redundant parts.



Complex Systems 
Simplification
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R2 R3

R2 R3

R5 R6R1

R7 R8

R7 R8

R7 R8

R9

R23

R5 R6R1

R78

R9

R23 R78

R78

R5 R6R1 R9R1oo223 R1oo378

Reduction Step 1

Reduction Step 2



Considering Repair
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▪ Fault-tolerance does not improve reliability under all circumstances

▪ It is a solution for short mission duration

▪ Solution: repair (preventive maintenance, off-line repair, on-line repair)

▪ Example 
• short Mission time

▪ pilot, co-pilot for commercial flights
• long Mission time: how to reach the stars ?

▪ Hibernation?, reproduction in space?

▪ Problem: exchange of faulty parts during operation (safety !)
• reintegration of new parts
• teaching and synchronization

Repair
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▪ Preventive maintenance reduces 
the probability of  failure, but 
does not prevent it 

▪ In systems with wear, preventive 
maintenance prevents aging (e.g. 
replace oil, filters)

▪ Preventive maintenance is a 
regenerative process (maintained 
parts as good as new)

Preventive 
Maintenance
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▪ Beyond the combinatorial approach to compute reliability, other 
approaches are required

• Combinatorial approach can not be used when considering repair

▪ The primary tool when considering repair is Markov Chain (or Markov 
Process)

• Note that markov chain can also be used when repair is not considered

Considering Repair
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Markov Models to 
Compute Reliability and 
Availability
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▪ Describe system through states, with transitions 
depending on fault-relevant events

▪ States must be

• mutually exclusive

• collectively exhaustive

▪ Let pi (t) = Probability of being in state Si at time t 

• σ𝑖=0
𝐴𝑙𝑙𝑆𝑡𝑎𝑡𝑒𝑠𝑝𝑖 𝑡 = 1

▪ The probability of leaving that state depends 
only on current state

• It is independent of how much time was spent in 
state or how state was reached

Example: protection failure

lightning strikes

normal

danger

DG

protection
not working

OK PD

µ

l s

lightning strikes
(not dangerous)

s
repair

what is the probability that protection is down when lightning strikes ?

Markov Model
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▪ Time is considered continuous.

▪ Instead of transition probabilities, the 
temporal behavior is given by transition 
rates

• i.e. transition probabilities per infinitesimal 
time step

▪ A system will remain in the same state 
unless going to a different state.

▪ Relationship between state probabilities 
are modeled by differential equations

• e.g. dP1/dt = µ P2 –  P1, 

dP2/dt =  P1 – µ P2

Continuous Markov 
Chains
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P1 P2

µ

l

State 1 State 2

dpi(t) = ∑ lk pk(t)  - ∑ li pi(t)  

dt

inflow outflow

for any state:



Markov Chain 
Simplification Rules
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A B

λ1

λ2

Parallel Transitions A B
Λ1 + λ2

A C
λ2

B

D

E

λ1

λ3

λ4

λ4

λ4

A F
λ1+λ2+λ3

E
λ4

• The states have the same outgoing events leading to the same state(s).
• No other incoming/outgoing exist.

Intermediate States



Markov Chain 
Simplification Rules
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A

B

C

λ1 λ2

A C
λ2

Side Step Events

λ2



Reliability Expressed 
as State Transition
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P0 P1

good
(t)

fail
dp0 = -  p0

dt

dp1 = +  p0

dt

R(t) = p0(t) = e -t

R(t=0) = 1 



Reliability Expressed 
as State Transition
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good fail

fail2

all

fail1

ok
all

down

up1

up2

arbitrary transitions:

terminal statesnon-terminal states

R(t) = 1 - (pfail1+ pfail2 )



Reliability and Availability 
Expressed as Markov Models
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good bad
up down

failure rate λ

repair rate µ

time

good

time

up up up

state state

MTTF

Reliability Availability

definition: "probability that an item will 
perform its required function in the specified 

manner and under specified or assumed 
conditions over a given time period"

repair

failure rate

down

MDT

bad

l(t)

definition: "probability that an item will 
perform its required function in the specified 

manner and under specified or assumed 
conditions at a given time "



▪ Reliable systems have 
absorbing states, they may 
include repair, but eventually 
they will fail

good fail

fail2

all

fail1

ok
all

down

up1

up2

terminal statesnon-terminal states

Absorbing states
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Redundancy calculation with 
Markov: 1oo2 no repair
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P0

P1

P3

n b

good

fail

P2 n

b

What is the probability that system be in state S0 or S1 or S2 until time t ?



Redundancy calculation with 
Markov: 1oo2 no repair
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P0

P1

P3

n b

good

fail

P2 n

b

 = constant

P0 P1 P2

2 good fail

What is the probability that system 
be in state S0 or S1 until time t ?



Redundancy calculation with 
Markov: 1oo2 no repair
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dp3 =                 +  l (p1+p2)

P0

P1

P3

ln lb
good

fail

P2 ln

µn

µb

lb

S1: on-line unit failed

S2: back-up unit failed
on-line unit fails

P0 P12 P3

2l l

µ

dp0 =  - 2l p0         + µp1 + µp2

dp1 = +  l p0 - (l+µ) p1 

dt

dt

dp2 = +  l p0                       - (l+µ) p2 
dt

dp3 =                 +  l p1        + l p2 
dt

dp0 =  - 2l p0         + µp1+2

dp1+2 = +  2l p0 - (l+µ) p1+2 

dt

dt

dt

it is easier to model with a repair team for each failed unit  (no serialization of repair) 

ln = lb with µn =µb ; 

is equivalent to:

fail

back-up also fails

1oo2 with on-line repair
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1oo2 with on-line repair
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Results: R(t) of 1oo2 with repair
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Time in hours
0

0.2

0.4

0.6

0.8

1

µ = 0.1 h-1

µ = 1.0 h-1

µ = 10 h-1

R(t) = P0+ P1 = e(3l+µ)+W

2W
W =        l2 + 6lµ + µ2

-(3l+µ-W) t
e(3l+µ)-W

2W

-(3l+µ+W) t
-

with:

R(t) accurate, but not very helpful - MTTF is a better index for long mission time

1oo2 no repair

l = 0.01we do not  

consider short  
mission t ime

repair does 

not  int errupt  
mission



Mean Time To Failure - MTTF
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MTTF Calculation using Laplace Transform
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1. Set up the differential equations

2. Identify the terminal states (absorbing)

3. Set up Laplace transform for non-absorbing states

4. Solve the linear equation system

5. The MTTF is the sum of the non-absorbing state integrals

General Approach to 
compute MTTF

IN
D

U
S

T
R

IA
L

 A
U

T
O

M
A

T
IO

N

D
r.

 J
e

a
n

-C
h

a
rl

e
s

 T
o

u
rn

ie
r 

63



Example 1oo2 control 
computer in standby
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▪ Consider that the failure rate  of a device in a 1oo2 system is divided 
into two failure rates:

• a benign failure, immediately discovered with probability c

▪ if device is on-line, switchover to the stand-by device is successful and repair 
called

▪ if device is on stand-by, repair is called

• a malicious failure, which is not discovered, with probability (1-c)

▪ if device is on-line, switchover to the standby device fails, the system fails

▪ if device is on stand-by, switchover will be unsuccessful should the online 
device fail 

Correct Markov Model 
for 1oo2
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Correct Markov Model 
for 1oo2
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P0 P1
P3

w (1-c)

s

(absorbing state)

(w+s) c

1  =  - 2 P0                 + P1 

0  = + 2c P0      - (+)P1 

0 = + (1-c) P0 - P2 

1: on-line fails, fault detected

(successful switchover and repair)     
or standby fails, fault detected,

successful repair

2: standby fails, fault not detected
3: both fail, system down or online fails fault not 

detected

P2s (1-c)

w

2 (  +  (1-c)  )

MTTF =
(2+c) +  / (2-c)



Approximation found in 
the literature
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Considering coverage
IN

D
U

S
T

R
IA

L
 A

U
T

O
M

A
T
IO

N

D
r.

 J
e

a
n

-C
h

a
rl

e
s

 T
o

u
rn

ie
r 

68



▪ coverage is assumed to be the probability that self-
check detects an error in the controller.

▪ when self-check detects an error, it passivates the 
controller (output is disconnected) and the other 
controller takes control.

▪ one assumes that an accident occurs if both 
controllers act differently, i.e. if a computer does not 
fail to silent behaviour.

▪ Self-check is not instantaneous, and there is a 
probability that the self-check logic is not 
operational, and fails in underfunction (overfunction
is an availability issue) 

control
self-

check
control

self-

check

a1 a2

x

Application
1oo2 for drive-by-wire
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Results 1oo2c, applied 
to drive-by-wire
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l = reliability of one chain (sensor to brake) = 10-5 h-1 (MTTF = 10 years)

c = coverage: variable (expressed as uncoverage: 3nines = 99.9 % detected)

µ = repair rate = parameter

- 1 Second: reboot and restart
- 6 Minutes: go to side and stop

- 30 Minutes: go to next garage

0.00

2.00

4.00

6.00

8.00

10.00

12.00

14.00

16.00

1 2 3 4 5 6 7 8 9 10

1 second

log (MTTF)

uncoverage

0.1% undetected

1 Mio years

conclusion: 
the repair interval does not matter when

coverage is poor

6 minutes

30 minutes
or once per year on a 

million vehicles

poor excellent



Availability Evaluation
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Availability
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Assumption: renewable system
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A(t)

t

1

0

MTTF

MTTF + MTTR

Stationary availability A =

R(t) £ A(t) due to repair or preventive maintenance

(exchange parts that did not yet fail)

over the lifetime

after repair, as new 



https://aws.amazon.com/blogs/publicsector/achieving-five-nines-cloud-justice-public-safety/

▪ Substation automation

• >99.95%

• ~ 4 hours per year

▪ Telecom power supply

• Unavailability of 5. 10−5%

• ~ 15 seconds per year

▪ Emergency response system

• 99.999% availability

• 5 minutes per year

• https://aws.amazon.com/blogs/publicsector/achieving-five-nines-cloud-just ice-public-safety/

Examples of availability 
requirements
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https://aws.amazon.com/blogs/publicsector/achieving-five-nines-cloud-justice-public-safety/


Availability Expressed 
in Markov Models
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P0
P1 P3

P2 P4

down states j
(non-absorbing)

up states i

Availability = pi(t = )
Unavailability = pj (t = oo)

up
down



Availability of repairable systems
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Availability of 1oo2
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1. Set up the differential equations for all states

2. Identify up and down states (no absorbing states!)

3. Remove one state equation (arbitrary, for numerical reasons remove 
the most unlikely state)

4. Add as first equation the pre-condition:σ𝑝𝑖 𝑡 = 1

5. The degree of the system of equation is equal to the number of states

6. Solve the linear system, yielding the percentage of time each state is 
visited

7. The availability is the sum of all up states

▪ We do not use Laplace transform for availability calculation!

Availability Calculation
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Availability 1oo2 
considering coverage
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▪ A repairable system has a constant failure rate  = 10-4 / h.

▪ Its mean time to repair (MTTR) is one hour.

1. Compute the mean time to failure (MTTF).

2. Compute the MTBF and compare with the MTTF.

3. Compute the stationary availability.

▪ Assume that the unavailability has to be halved. How can this be achieved 

1. by only changing the repair time?

2. by only changing the failure rate?

3. Make a drawing that shows how a varying repair time influences 
availability.

Exercise
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Example
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▪ Is this a reliable or an available 
evaluation ?

▪ Set up the differential equations for this 
Markov model.

▪ Compute the probability of not reaching 
state 4 (set up equations) 

Exercise Markov 
Diagram

IN
D

U
S

T
R

IA
L

 A
U

T
O

M
A

T
IO

N

D
r.

 J
e

a
n

-C
h

a
rl

e
s

 T
o

u
rn

ie
r 

82

0

1

3

1 b

2 n

µ1

µ2

b

4

n



Case Study
Swiss Locomotive 460 control system availability
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Case Study
Swiss Locomotive 460 control system availability
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Example protection 
device

Protection

device

current sensor

circuit breaker



Probability to Fail on Demand for safety 
(protection) system

IEC 61508 characterizes a protection device by its Probability to Fail on Demand (PFD):

PFD = (1 - availability of the non-faulty system) (State 0)

P0 P1
u

R

P3

(1-u)

underfunction

R

overfunction

plant down

plant damaged

u = probability of underfunctiongood

P4



Protection system with error 
detection (self-test) 1oo1



Example: 
Protection System

overfunctions reduced

Pover = Po

tripping algorithm 1

tripping algorithm 2

&
2

underfunctions increased

Punder = 2Pu - Pu2

tripping algorithm 1

tripping algorithm 2

&comparison

dynamic

modeling

necessary

inputs

inputs

trip
signal

trip
signal

repair



Markov Model for a 
protection system

OK

latent overfunction

1 chain, n. detectable

detectable error

1 chain, repair

latent underfunction

not detectable

latent underfunction

2 chains, n. detectable

overfunction

underfunction

(+)(− c )

(− c )

(++) c



+(− c )





(− c )

++ c

(+) c+

(− c )

(+) c+

= == = = = c=  Y 



Analysis Results

mean time to

overfunction [Y]

mean time to

underfunction [Y]

200

300

400

assumption: SW error-free

500050050

weekly test

permanent comparison (red. HW)

permanent comparison (SW)

2-yearly test



Exercise

electric 
brake

hydraulic
brake

A brake can fail open or fail close.
A car is unable to brake if both brakes fail open.

A car is unable to cruise if any of the brakes fail close.
A fail open brake is detected at the next service (rate µ).

There is an hydaulic and an electric brake. 

l h = 10 -6 h-1

l e = 10 -5 h-1

ce = 0.9 ( 99% fail close)

ch =.99 % fail close (.01 fail open)

µ: service every month



Summary
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