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Problem 1 [15 points].
Consider the following problem: Given a (not necessarily sorted) sequence of n integers

a[0], . . . , a[n− 1], determine whether there are two indices i and j with

a[i] = 2 · a[j].

a) Give a formal specification of this problem.

b) Describe an algorithm that solves this problem using O(n · log n) operations.
(Hint: Use algorithms we have seen in the lectures).
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Examen à Final de Algorithmique - Année académique 2009/2010

4
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Problem 2 [15 points].
Suppose we have the following instance of the 0/1-Knapsack problem: We want to

maximize the total value by choosing a subset of the objects {A1, . . . , A7}, with a maximum
weight of W = 20.

Object A1 A2 A3 A4 A5 A6 A7

Value 3 7 12 11 14 6 x
Weight 2 4 6 8 11 4 y

Recall that the algorithm seen in lectures computes a matrix C with dimensions (n+ 1)×
(W + 1) (so 8× 21 in this case).

The 6 first lines of C are given below:



0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
0 0 3 3 7 7 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10
0 0 3 3 7 7 12 12 15 15 19 19 22 22 22 22 22 22 22 22 22
0 0 3 3 7 7 12 12 15 15 19 19 22 22 23 23 26 26 30 30 33
0 0 3 3 7 7 12 12 15 15 19 19 22 22 23 23 26 26 30 30 33
? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ?
? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ?


.

So the lines corresponding to A6 and A7 have not yet been computed.

a) If x = 6 and y = 3, what is the solution to this problem? Give the biggest value achievable,
and a subset of the objects that achieves this value (without going over the maximum
weight).

b) If y = 7, express the optimal value as a function of x.

c) If x = 11, give a value of y for which there are two optimal solutions (two distinct subsets
that both give the greatest total value).
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Problem 3 [15 points].
Consider the probability distribution { 1

34 ,
1
34 ,

1
34 ,

2
34 ,

3
34 ,

5
34 ,

8
34 ,

13
34}.

a) Construct a Huffman code for this distribution.

b) Calculate the average codeword length.

c) Give codewords of an optimal code with shortest codeword of maximum length.

d) Give codewords of an optimal code with longest codeword of maximum length.
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Problem 4 [15 points]. We are running each one of the following algorithms on the
graph below, where the algorithm has already processed (ignore the directions on the edges
for Prim’s and Kruskal’s) the bold-faced edges : Prim, kruskal and Dikstra.

1. Which edge would be added next in Prim’s algorithm. Justify your answer.

2. Which edge would be added next in Kruskal’s algorithm ? Justify your answer.

3. Which vertex would be added in T at the next iteration in Dijkstra’s algorithm, if T =
{S,A,B,C} ? Justify your answer.

4. Which vertex would be added in T at the final iteration in Dijkstra’s algorithm ? Justify
your answer.
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Problem 5 [15 points]. A computer network is modeled as a directed graph G = (V,E)
whose nodes correspond to routers and edges represent the links between them. So a data
packet can travel from a router to one of its (directed) neighbors in one step. Assume that
each network link ei is alive with some positive probability pi and down with probability
1−pi, independently of the other links. We want to send a packet through a single path from
node s to node t. We know that there is at least one directed path from s to t.

a) Suppose that there is a path of length ` from s to t along the edges e1, . . . , e`. What is
the probability of this path being alive? (“being alive” obviously means that all the links
along the path are working.)

b) Now among all possible paths we want to choose one that has maximum probability of
being alive. Design an efficient algorithm (with a running time of at most O(|V |3)) for
finding such a path. (Hint: How does the probability in (a) evolve with the length of the
path?)
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Problem 6 [18 points]. Recall the procedure that implements quicksort algorithm:

1: QuickSort(A, p, r)
2: if p < r then
3: q ← Partition(A, p, r)
4: QuickSort(A, p, q − 1)
5: QuickSort(A, q + 1, r)
6: end if

The procedure Partition(A, `, r) takes the pivot piv = a[r], permutes the elements of
the list and returns an index q such that

a[q] = piv
q < i ≤ r =⇒ a[i] > piv
` ≤ i < q =⇒ a[i] ≤ piv.

Its running time is O(n), where n is the size of the list, i.e., n = r − ` + 1.
Now consider the following slightly different procedure (i is a positive integer between 1

and n):

1: Modified(A, p, r, i)
2: if p = r then
3: return A[p]
4: end if
5: q ← Partition(A, p, r)
6: k ← q − p + 1
7: if i = k then
8: return A[q]
9: else if i < k then

10: return Modified(A, p, q − 1, i)
11: else
12: return Modified(A, q + 1, r, i− k)
13: end if

1. What does Modified do? Justify.

2. Analyze the asymptotic running time of Modified in the best and worst cases (assum-
ing that Partition always takes the last given element as the pivot).
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Problem 7 [15 points]. Show that the following decision problem is NP-complete: given
a graph G = (V,E) and an integer `, decide if there exists a path of length ` in G which
doesn’t visit any vertex twice.

Hint : Recall that the problem to decide if a graph contains a Hamiltonian path (i.e., a
path visiting each vertex of the graph exactly once) is NP-complete. Use this result.

20
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Problem 8 [18 points]. Recall that in a binary tree T , the balance factor of a node is
defined as

Bal(x) = h(T1)− h(T2),

where T1 and T2 are respectively the left and right subtrees of x. A tree is said to be balanced
if

∀x ∈ V (T ) : Bal(x) ∈ {−1, 0, 1}.

A tree is said to be weekly balanced if

∀x ∈ V (T ) : Bal(x) ∈ {−2,−1, 0, 1, 2}.

Let Xh be the minimal number of nodes in a weekly balanced tree of height h. So we have
for example X0 = 1, X1 = 2 et X2 = 3.

a) Find values a, b, c and d for which for all h ≥ 2:

Xh+1 = a ·Xh + b ·Xh−1 + c ·Xh−2 + d.

b) Show by induction that for all h ≥ 0 we have

Xh ≤ 8 ·
(

3

2

)h

.
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