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Reminder: Polynomial Regression

(xn,tn)

∀x, f(x) ≈
M

∑
i=0

wixi• Find  such that: 

• Least squares solution:  

• For M=1, reduces to linear regression.

w = [w0, w1, …, wM]

For :  
tn = f(xn) + 

• The (xi,ti) are given. 
• f is unknown.

1 ≤ n ≤ N
ϵ

w* = argminw ∑
n

(tn −
M

∑
i=0

wixi
n)2



M=0

M=1

M=2

M=3

M=4

M=6

M=10

For a given M, we plot in green:

Reminder: Polynomial Approximation

fM(x) =
M

∑
i=0

w*i xi
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From Simple to Complex

The trick is to find the best compromise 
between simplicity and goodness of fit. 

Order 1 Order 4 Order 15
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1D Polynomial Feature Expansion

x → ϕ(x) =

1
x
x2

⋮
xM

 with 
M

∑
i=0

wixi = w ⋅ ϕ(x) = wTϕ(x) w =

w0
w1
⋮

wM

The least squares solution becomes: 

 w* = argminw ∑
n

(tn − wTϕ(xn))2

The polynomial can be rewritten as:
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Solving a Linear System

) �w⇤ ⇡ t
<latexit sha1_base64="AjuajwdHtr+rmJn/YW+LnuvJrI4=">AAAHWnicfdXrbtMwFMBxb8C6dVw24BtCitgmoQlV7RCCjxul2k0bg/U2NWVyHCe1GieR4/SyKE/A0/AVngSJh8HtiuD0jEVqderfP2mTtooTByLR5fLPhcU7d+8tFZZXiqv3Hzx8tLb+uJlEqWK8waIgUm2HJjwQIW9ooQPejhWn0gl4y+lXJ94acJWIKKzrccy7kvqh8ASj2ixdrm1t2p+F39NUqWhoWfZZT1i2M/yybdk0jlU0Mq/05uXaRrlUnm4WHiqzYYPMtrPL9aXnthuxVPJQs4AmSadSjnU3o0oLFvC8aKcJjynrU593zBhSyZNuNj2f3NoyK67lRco8Qm1NV//dI6MyScbSMaWkupfM22TxJuuk2nvXzUQYp5qH7PqNvDSwdGRNLo7lCsWZDsZmoEwJ81kt1qOKMm0uYdH+wM25KH5ijvsx5orqSG1nNlW+pKPcnJtvv5pMt4Ui/BOa6X9hInyTTZ9vSeQ0kTcnmV3LM3tyBRwnq+V5sWiHfMgiKWnoZrazl3fK3VngZXsmgF4DXkO+D3wf+QHwA+SHwA+RHwM/Rn4E/Ah5HXgdeQN4A3kTeBN5C3gLeRt4G/kF8IvJFzRXUFBQdAQHuIOcAWfIXRcELgo8DwQeCnzgPvIe8B5yIUAgUNAH3kcugUvkEfAIuQaukafAU+QD4APkQ+BD5CPgI+Rj4GPkV8Cv0L9cVv8GjAZZdf4I8hQGpyg4gcEJCs5hcI6COgzq05+6uaFU5m8feGjulCqvS28+7Wzsvp/dWpbJM/KCvCQV8pbskgNyRhqEka/kG/lOfiz9KiwWVgqr1+niwmyfJwRshae/AYEXrOw=</latexit>

) (�T�)w⇤ = �T t
<latexit sha1_base64="8to9n4IJehQpPGk9wcqpdupzSzs=">AAAHZXicfdV/T9NAGMDxA5XhFAU1/mOMjcwEiCEbxug/JiAu/AqIsl9kHeR6vXaX9drmemWMZm/DV+O/+h58Bb4Nr2NEnz1Ik21P7vNtt3Zb6sSBSHS5/Gtq+tbtOzOF2bvFe/fnHjycX3jUSKJUMV5nURCplkMTHoiQ17XQAW/FilPpBLzp9DZzb55xlYgorOlBzDuS+qHwBKPaLJ3Ol0v2V+F3NVUq6pes0pJ92BUnNSt/WbZsp3+yYn2wrhYdXTqdXyyvlkebhYfKeFgk4+3wdGHmue1GLJU81CygSdKulGPdyajSggV8WLTThMeU9ajP22YMqeRJJxud2tB6ZVZcy4uUeYTaGq3+u0dGZZIMpGNKSXU3mbR88Tprp9p738lEGKeah+zyjbw0sHRk5dfJcoXiTAcDM1CmhPmsFutSRZk2V7Nof+LmXBTfN8f9HHNFdaRWMpsqX9LzoTk3336dTzeFIrwKzfS/MBG+yUbPNyRylMjrk8yuDjM7vwKOk1WHw2LRDnmfRVLS0M1sZ2PYLnfGgZdtmAB6FXgV+RbwLeTbwLeR7wDfQb4HfA/5LvBd5DXgNeR14HXkDeAN5E3gTeQt4C3kx8CP8y9ooqCgoOgIDnAHOQPOkLsuCFwUeB4IPBT4wH3kXeBd5EKAQKCgB7yHXAKXyCPgEXINXCNPgafIz4CfIe8D7yM/B36OfAB8gPwC+AX6l8vNvwGjQbY5eQR5AIMDFOzDYB8FRzA4QkENBrXRT93cUCqTtw88NNZWK29W335ZW1z/OL61zJJn5CVZIhXyjqyTbXJI6oSRb+Q7+UF+zvwuzBWeFJ5eptNT430eE7AVXvwB/oWvuA==</latexit>

Intuitively:

Formally:

N × M̃ M̃ × 1

M̃ × M̃ M̃ × 1 M̃ × 1

N × 1

w⇤ = argmin
w

NX

n=0

k(tn �wT�(xn))k2

= argmin
w

k�w � tk2

with

� =

2

6664

�(x1)T

�(x2)T

...
�(xN )T

3

7775
=

2

664

1 x1 x2
1 . . . xM

1

1 x2 x2
2 . . . xM

2

. . . . . . . . . . . . . . .
1 xN x2

N . . . xM
N

3

775 , w =

2

66664

w0

w1

w2

. . .
wM

3

77775
, and t =

2

66664

t0
t1
t2
. . .
tN

3

77775
.

<latexit sha1_base64="wSZI04iF/PrUms+xSTlKXU/wJD8=">AAAKSnicjZXfb9s2EMfVuutq7VfT7a0oQCxYkARtYHsYOmAo0DYNmrawl6F2ksJ0BIqmZCIiZUhUbFfRH7PX7V/ZP7B/Y2/DXkbJTrLzOcEI2Drc53t35JGU/HEkU9No/Hnrdu3OJ3c/vVd3P/v8iy+/ur/24DCNs4SLHo+jODn2WSoiqUXPSBOJ43EimPIjceSf7pb86EwkqYx118zGYqBYqGUgOTPW5a3VvqG+CKXOWSRDvV241J+cbBN34xmhLAmV1F5uXQUhNM2Ul+tnjeKkQ+g52TSeJk9Iqe8SOh7JTepPPb21Rc9PWoTSMgXKcU7owUiWQVWoIaXYpUIPLycwkWZE3KVZzcPKSUUiMH2ywIqZRE6Lq/LNrXIy9MrRunCcDWOTAtSpUFn6Mk0iw5EZELJchyUJmxU5L0dBXLI0mmSD2Nr2v3zY1W/Y+KrewtO2ItuR1XGtuaqF4lrXxV2J/pe1KsWidmdeqYNqd1bWnm9U1YzLZj0m9CerKrf0urYVZOI1yt5PbJOqR6vaiehiTyZe+8bcyo+nOWF6SIrq1NxQycwrmXkls1zJ2CWvqrQDDqF3f72x06gGwUZzYaw7i3Hgrd19RIcxz5TQhkcsTfvNxtgMbBUjeSTstcpSMWb8lIWib03NlEgHeXV/C/Kd9QxJECf2pw2pvP+NyJlK05nyrdIe1VG6zErnKtbPTPDjIJd6nBmh+bxQkEXExKR8GZChTAQ30cwajCfSzpXwEUsYN/aV4dJXwq4lEW2b9+exSJiJk+28utJsWti1hfRxad0klPpCaK3rhKltepFX/zdIVCVRqyU53StyWnbA9/O9onBdqsWEx0rZU2PfPi+KfmOwEAT5CyuAfA/wPcRfA/4a8X3A9xF/A/gbxN8B/g7xt4C/RbwLeBfxHuA9xA8BP0T8CPAjxI8BP0b8A+Afyg1aUjCgYCiDD7iPOAecIz4cAsEQCYIACAIkCAEPER8BPkJcSiCQSHAK+CniCnCFeAx4jLgB3CCeAZ4hfgb4GeITwCeITwGfIj4DfIb4R8A/oluudq8EnEX57nIG1YGCDhK0oaCNBO+h4D0SdKGgWx11+0FpLn8+sHHY2ml+v/PDL6315y8Xn5Z7zkPnW2fTaTpPnefOvnPg9Bxey2u/1n6r/V7/o/5X/e/6P3Pp7VuLmK8dMNw7/wJ0+JH6</latexit>

1
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Reminder: Proof Sketch

R =
1

2
k�w � tk2

=
1

2
(�w � t)T (�w � t)

<latexit sha1_base64="bSaw37T1K6Y0G+GYTVTkfYenqQg=">AAAHtnicfdVvT9NAHMDxDpVhFQVN9IExuUg0SJBsM0aemIC48C8gyv6R3SDX27W7rNc27ZUxah/4Mn0Fvg1vY0R/+yFN1lzu8227XrfUiXyZ6FLpV2Hmzt17s8W5+/aDh/OPHi8sPmkkYRpzUeehH8YthyXCl4Goa6l90YpiwZTji6bT3xp581zEiQyDmh5GoqOYF0hXcqbN1NnCT+oITwYZ86UXrOT2d/KGfCLUjRnPynlWyQmhPwg96klCnQF5Z/bazJxWCKU2Ibhehu3b0xqes6kIuteXPFtYKq2VxhvBg/JksGRNtqOzxdmXtBvyVIlAc58lSbtcinQnY7GW3Be5TdNERIz3mSfaZhgwJZJONl6rnLw2M13ihrH5BJqMZ/89ImMqSYbKMaViupdM22jyJmun2l3vZDKIUi0CfnUhN/WJDslo4UlXxoJrf2gGjMfSfFfCe8ysnDaPx6ZfhLmXWByY836NRMx0GK9klMWeYhe5uTePro5Gt4UyuA7N6H9hYhY9z8b7WxI1TtTNSUareUZHK+A4WTXPbZsGYsBDpZh5rNTZzNulziRws00TQK8CryLfBr6NfAf4DvJd4LvI94HvI98Dvoe8BryGvA68jrwBvIG8CbyJvAW8hfwE+MnoAU0VDBQMncEB7iDnwDnybhcEXRS4LghcFHjAPeQ94D3kUoJAoqAPvI9cAVfIQ+Ahcg1cI0+Bp8jPgZ8jHwAfIL8AfoF8CHyI/BL4JfqXq62/AWd+tjV9BnUIg0MUHMDgAAXHMDhGQQ0GtfFP3bxQytOvDzxoVNbK79c+fKssbXyevFrmrBfWK2vZKlsfrQ1rxzqy6ha3fhfmC88Kz4vrxdOiKHpX6UxhcsxTC2zF6A+q/seS</latexit>

rR = �T (�w � t)
<latexit sha1_base64="PQ2m5mfStWJmmljtJncrNVm4I38=">AAAHeHicfdVbb9MwFAdwb8A6ym2DR4RkMQHbBFM7hOAFaaNUu2ljsN6mpkyO46RW4yRKnHVdlA/Ep+GVfRWecLNOcHrGLDU68u9vN7Zb2Y58mehK5WJm9tbtO3Ol+bvle/cfPHy0sPi4lYRpzEWTh34Yd2yWCF8Goqml9kUnigVTti/a9qA29vapiBMZBg09ikRPMS+QruRMm66ThZplC08GGfOlF6zmZStgts/oN/qSfqTWYV/S7w26XBSWPaRvzFOvUFq2ROBcDTpZWKqsVYpGcVGdFEtk0g5PFueeWU7IUyUCzX2WJN1qJdK9jMVacl+Yt0gTETE+YJ7omjJgSiS9rFhtTl+YHoe6YWw+gaZF778jMqaSZKRsk1RM95NpG3deZ91Uux96mQyiVIuAX36Rm/pUh3S8ddSRseDaH5mC8Viad6W8z2LGtdngsvVZmLXEYt/M+yUSMdNhvJpZLPYUO8vN2jzr9bi6KSiDq6Cp/hdMzKbnWfG8IaKKiLo+kln1PLPGO2DbWT3Py+bcxZCHSjFzrJa9mXcrvUnAzTbzfMrrwOvIt4BvId8Gvo18B/gO8j3ge8h3ge8ibwBvIG8CbyJvAW8hbwNvI+8A7yA/Bn48PqCpBAMJhmawgdvIOXCO3HFAwEEB1wUBFwU84B7yPvA+cilBQKLAAPgAuQKukIfAQ+QauEaeAk+RnwI/RT4EPkR+BvwM+Qj4CPk58HP0L1e1vwHO/Kw2PYM6gIEDFNiHgX0UOIKBIxRowECj+KmbC6U6fX3gorW+Vn279u7r+tLGp8nVMk+ekudkmVTJe7JBtskhaRJOfpCf5Be5mPtdoqVXpZXL6OzMZMwTAlpp/Q/XyLar</latexit>

0 = rR = �T (�w � t)

)�T�w = �T t
<latexit sha1_base64="ArocVf46ldfIFUK7XTVl7KOxpOs=">AAAHqnicfdX9T9NAGMDxDpVh8QX0R2NykWiQANkwRn8xAXHhLSDC3shukuv12l3Wa5f2yhhN/1DjP+N1DPHZgzTZdunne+163VJnEMhEVyq/SjMPHj6aLc89tuefPH32fGHxRTOJ0piLBo+CKG47LBGBDEVDSx2I9iAWTDmBaDn97cJbFyJOZBTW9Wgguor5ofQkZ9rsOl9IqSN8GWYskH64ktsV8o58ITRkTsDISTE87smfdbJcfBLqDMmaedfvCSGU2vRE+j3N4jgamnmT9G95O9vMsKkI3ZvTnC8sVdYr443gQXUyWLIm2/H54uxr6kY8VSLUPGBJ0qlWBrqbsVhLHojcpmkiBoz3mS86ZhgyJZJuNl6fnLw1e1ziRbF5hZqM9/47I2MqSUbKMaViupdMW7HzLuuk2vvczWQ4SLUI+fWJvDQgOiLFYhNXxoLrYGQGjMfSfFfCeyxmXJtbYtNvwlxLLA7Ncb8PRMx0FK9klMW+Ype5uTafrhaj+0IZ3oRm9L8wMYueZ+P3exI1TtTdSUZreUaLFXCcrJbntk1DMeSRUszcVups5Z1KdxJ42ZYJoNeA15DvAN9Bvgt8F/ke8D3kB8APkO8D30deB15H3gDeQN4E3kTeAt5C3gbeRn4G/Ky4QVMFAwVDR3CAO8g5cI7cdUHgosDzQOChwAfuI+8B7yGXEgQSBX3gfeQKuEIeAY+Qa+AaeQo8RX4B/AL5EPgQ+SXwS+Qj4CPkV8Cv0L9cbd8GnAXZ9vQR1BEMjlBwCINDFJzC4BQFdRjUxz9180CpTj8+8KC5sV79sP7xx8bS5tfJo2XOemW9sZatqvXJ2rR2rWOrYXHrd6lUskvz5dXySfms3LlOZ0qTOS8tsJXdP0z5xDw=</latexit>

We want to minimize:

The gradient or R w.r.t w is:

At the minimum:
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Adding Noise

M=10
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Regularization

w⇤ = argmin
w

k�w � tk2 + �

2
kwk2

) Solve: (�T�+ �I)w = �T t
<latexit sha1_base64="wd1eo3pOycjAhO6VQDIxaGixRdY=">AAAH7nicfdXdTtRAFAfwLiqL6xfoJTejRIKoZHe90JiQgEj4Cgiyy0eYhUyn0+6ETtu0012W2tfwznjrO/gkvo2z3UU9e5AmbU7n9+9pO5OmduTLRFerv0pjt27fGS9P3K3cu//g4aPJqccHSZjGXDR56Ifxkc0S4ctANLXUvjiKYsGU7YtD+3yl74cdEScyDBq6F4mWYl4gXcmZNkNnkz+pLTwZZMyXXjCfV6jdPZ0ns4uEUBZ7SgZnmRnKzekXQnfbkpgz8toctRk5rZOXhLox4xn1zT0dlmf1vIiaVOGUVuhn6bU1i+PQjCk7vMjIfuh3xHuSk9m5ftPTxqC3aTZoY67fIC+KLovkKmHrChWB8+dRK2eTM9WFarERXNSGxYw13HbPpsanqRPyVIlAc58lyUmtGulWxmItuS/M26eJiBg/Z544MWXAlEhaWTHLOXluRhzihrHZA02K0X+vyJhKkp6yTVIx3U5GrT94nZ2k2n3XymQQpVoEfHAjN/WJDkl/yYgjY8G13zMF47E0z0p4m5lZ12ZhK/SjMO8Si23T91MkYqbDeD4rVo9d5ObdPPqqX90UlMFV0FT/CyZm2vOsON4QUUVEXR/J6Gqe0f4M2Ha2mps1pIHo8lApZhaW2sv5SbU1DLjZsglAXwW+inwN+BrydeDryDeAbyDfAr6FfBP4JvIG8AbyJvAm8gPgB8gPgR8iPwJ+hPwY+HF/gUYSDCQY6mADt5Fz4By544CAgwKuCwIuCnjAPeRt4G3kUoKARIFz4OfIFXCFPAQeItfANfIUeIq8A7yDvAu8i/wC+AXyHvAe8kvgl+grVyt/A5z52cpoB7UDAzsosA0D2yiwDwP7KNCAgf6naH4ntdGfBy4O6gu1Nwv1vfrM0ofhj2XCmraeWXNWzXprLVnr1q7VtHjpaWmttFvaK0flr+Vv5e+D6FhpeM0TC2zlH78BeV3euA==</latexit>

• This is known as weight decay because in iterative 
algorithms it encourages the weight values to decay to zero, 
unless supported by the data.  

• It discourages large weights and therefore quick variations. 
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Increasing l without Noise
λ = 10−4 λ = 10−1

λ = 104 λ = 108
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Use cross-validation 
data to select the 
value of . λ

Increasing l with Noise
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Into Higher Dimensions 

• Let  be  N training pairs.  
• Let  be a function from  to . 
• Let y be the function , 

where  is an  matrix. 
• We seek to minimize  

{(xn ∈ ℝd, tn ∈ ℝD)1≤n≤N}
ϕ ℝd ℝM

x ∈ ℝd → y(x) = Wtϕ(x)
W M × D

E(W) =
1
2

ΣN
n=1 | |Wtϕ(xn) − tn | |2 +

λ
2

| |W | |2

Data term Regularization
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Weather in Switzerland

The circles represent actual measurements

• Rain only: 
 d = 2

D = 1

• Rain 
• Temperature 
• Wind 
• … 

 d = 2
D > 1
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Polynomial Expansion  
• Let  be  a set N pairs.  
• We seek to minimize  

 

•  can be the polynomial expansion 
 

• The least-squares solution satisfies 

  

• The computational complexity is in  because  is of size . 

—> Let’s get rid of  ! 

{(xn ∈ ℝd, tn ∈ ℝD)1≤n≤N}

E(W) =
1
2

ΣN
n=1 | |Wtϕ(xn) − tn | |2 +

λ
2

| |W | |2

ϕ(x)
[1,x1, …, xd, x2

1 , …, x2
d , x3

1 , …, x3
d , …, x1x2, …, x1xd, …, xd−1xd, x2

1 x2, …]t

(ΦΦt + λI)W* = ΦT
Φ = [ϕ(x1) |… |ϕ(xn)]
T = [t1 |… | tn]t

O(M3) ΦΦt M × M

ϕ

N × D

M × N

M × 1
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Kernel Trick
• Introduce dual variables 

 

• At the minimum 

 

• The regressor becomes 
 

with 

an =
1
λ

{WTϕ(xn) − tn}

[a1 |… |aN]t = (K + λI)−1T
Kn,m = ϕ(xn)Tϕ(xm) = k(xn, xm)

y(x) = k(x)(K + λI)−1T

k(x) = [k(x, x1), . . . , k(x, xN)]t

k(x, x′￼) = θ0(exp( − (
θ1

2
| |x − x′￼| |2 ) + θ2 + θ3xtx′￼)

—>  is never explicitly computed ϕ
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Kernel Ridge Regression
 

•  is never explicitly evaluated. 
• k can be understood as a vector of 

distances to the training samples. 
• Using k is tantamount to making the 

dimension of  infinite.  
• Complexity in  where N is the 

number of samples.  
• Can be used to evaluate not only 

predictions but also uncertainties.  

➡Extremely effective when N is small. 

y(x) = k(x)(K + λI)−1T

ϕ

ϕ
O(N3)
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Curse of Dimensionality

k(x) = [k(x, x1), . . . , k(x, xN)]t

k(x, x′￼) = θ0(exp( − (
θ1

2
| |x − x′￼| |2 ) + θ2 + θ3xtx′￼)

• In high dimensional spaces, the Euclidean 
distance stops being meaningful.  

• For dimensions D > 40, KRR tends to lose some 
of its effectiveness. 

• A similar problem occurs with kNNs. 
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Optional: Tracking Golf Swings

[Urtasun et al., ICCV’05]

Can we recover the 3D pose from 
the positon of the joints? 
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Optional: Latent Space of Swings

Pose Space (Y)

●

●

●

●

●

●

●

●

●

●

●

●
●

●
● ●
●

●
●

●
●

●

●
●

●
●
●●

●

●
●●

●

●

Latent Space (X)

• Use KRR to map from a 2D space to full body poses 
• Fit the 2D model to image data
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Optional: 3D Golf Swings

[Urtasun et al., ICCV’05]
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Optional: KRR vs Deep Networks
Red arrows: Estimated forces exerted by the climber

• Now we tend to use deep networks for 3D pose 
estimation. 

• Deep Nets are not affected by the curse of 
dimensionality but require large training sets. 

We will get back to that.
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Optional: KRR for 3D Shape Design

▸ Design a shape.  
▸ Simulate its performance.  
▸ Redesign.

It works but: 

 It takes hours or days to produce a  single simulation.  

 This constitutes a serious bottleneck in the exploration of 
the design space.  

 Designs are limited by humans’ cognitive biases.   
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Simulator

…….

…….

Optional: Surrogate Models
Potential optimum

The response surface is approximated 
use Kernel Ridge Regression.

23

• Drag  
• Pressure Coefficients 
• Boundary Layer Velocities 
• …
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Optional: Aerodynamic Optimization 

He, AIAA’19
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Optional: Autonomous X-Ray Scattering

Noack et al. Scientific Reports’20

• KRR is used to interpolate the 
measurements. 

• The bean is then targeted at 
areas of large uncertainty.  
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Reminder: Boosted Decision Tree Regression

Piecewise constant predictions 
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KRR vs Trees
Kernel Ridge Regression 

Strengths: 

• Yields smooth, continuous predictions  
• Provides uncertainty estimates 
• Naturally handles multi-output problems 
• Strong theoretical foundations in statistical learning theory 
• There is a closed-form solution 

Weaknesses: 

• Scales poorly with dataset size (O(N³) training complexity) 
• Memory intensive for large datasets (large kernel matrix) 
• Hyperparameter tuning can be challenging 
• Can struggle with very high-dimensional data  
• Not ideal for categorical features unless properly encoded 
• Can overfit if regularization parameter isn't properly tuned 

When to use:  

• Small to medium dataset 
• Dataset has more features than samples 
• Uncertainty estimates are needed.  

   

Gradient Boosted Trees 

Strengths: 

• Predictive performance on structured/tabular data 
• Handles mixed data types naturally  
• Works well with high-dimensional data 
• Robust to outliers and missing values 
• Can handle large datasets efficiently  

Weaknesses: 

• Many parameters to tune 
• Produces discontinuous, piecewise constant predictions 
• Not ideal for problems with smooth underlying functions  
• Training is sequential (difficult to parallelize) 
• May struggle with highly correlated features 

When to use:  

• Large dataset with mixed feature types 
• It may contain outliers or missing values 
• Domains like finance, marketing, or healthcare

There is no clear winner. You have to be aware of the existence of both. 


