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Linear Regression
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IC-CVLab



2

Reminder: Linear 2D Model

Some algorithm

brightness

length

 +1
 -1

C
<latexit sha1_base64="/Hps7AlYmkyJiNKtO2EhmIDpJ/s=">AAACA3icbVBJS8NAGP3iWusW9aaXwSJ4KokLeiz24rGCXaAJZTKZtEMnCzMToYSAF/+KFw+KePVPePPfOGlz0NYHA4/3vm2el3AmlWV9G0vLK6tr65WN6ubW9s6uubffkXEqCG2TmMei52FJOYtoWzHFaS8RFIcep11v3Cz87gMVksXRvZok1A3xMGIBI1hpaWAeZs50SCaonyMnxGpEMM+aeY4GZs2qW1OgRWKXpAYlWgPzy/FjkoY0UoRjKfu2lSg3w0IxwmledVJJE0zGeEj7mkY4pNLNputzdKIVHwWx0C9SaKr+7shwKOUk9HRlcaSc9wrxP6+fquDazViUpIpGZLYoSDlSMSoCQT4TlCg+0QQTwfStiIywwETp2Ko6BHv+y4ukc1a3z+uXdxe1xk0ZRwWO4BhOwYYraMAttKANBB7hGV7hzXgyXox342NWumSUPQfwB8bnD3qVmA0=</latexit>

y(x; w) = sign(wxb + wyl + w0)
x = [b, l]
w = [wx, wy, w0]

How do we find w? 
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Linear Regression

Price of a house as a function 
of its size

• In some cases, the value we seek to predict is not 
a category label. 

• Instead, it is a continuous value that follows a 
pattern:

Proportion of negative and positive 
emotions in anglophone fiction.

Moretti & Sobchuk, 2019
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Linear Regression in 1D

We aim to solve a regression task with: 
•a single input dimension; 
•a single output dimension; 
•a continuous output.



5

Line Fitting without Noise
• Given  pairs , find the line that passes 

through these observations:
N {(xi, ti)}

x

y

ti

xi

• This ideal case never occurs in practice.
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Regression with Noise in 1D

• Given  pairs  of noisy measurements, find 
the line that best fits these observations:

N {(xi, ti)}

x

y

yi = w0 + w1xi

= w̃ ⋅ x̃i with x̃i = [1,xi]t

di = |yi−ti |

 Minimize  w.r.t ⇒ ∑
i

d2
i w̃

ti

xi

yi

Demo 

http://digitalfirst.bfwpub.com/stats_applet/stats_applet_5_correg.html


7

Multiple Input Dimensions
In general, an input observation  is not represented 
by a single value 

• A grayscale image can be represented by a  dimensional 
vector 

• Individual samples can have many attributes

xi

W ⋅ H

∈ ℝ28⋅28 = ℝ784

Birth weight 
prediction

xi = vectorize( )
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Regression in Dimension D>1
• Given  pairs  of noisy measurements, find 

the hyperplane defined by  that best fits these 
observations.

N {(xi ∈ ℝD, ti)}
w̃ ∈ ℝD+1

yi = w̃ ⋅ x̃i with x̃i = [1 |xi]t ,
di = |yi−ti | .
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x̃ = [1,x1, x2, …]

w̃ = [w0, w1, w2, …]

 Minimize  w.r.t where ⇒ ∑
i

d2
i
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Closed-Form Solution

Minimize   E(w̃) =
1
2 ∑

i

d2
i =

1
2 ∑

i

(w̃ ⋅ x̃i − ti)2

At the minimum   

 

0 = ∇E ,
= ∑

i

(x̃T
i (w* ⋅ x̃i) − ti) ,

⇒ (∑
i

x̃i ⋅ x̃T
i )w* = ∑

i

tix̃i .

 matrix(D + 1) × (D + 1)  vectors(D + 1) × 1

is the solution of a linear system. ⇒ w*
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Linear Regression: Validation

• Once we have the optimal parameters , we can predict  for 
any new test input  as 

• For evaluation purposes, one can compare the predictions to the 
true values of validation data. 

• The evaluation metric may directly be the loss function, but may 
also differ from it.

w* yt
xt

yt = w* ⋅ [1 |xt] .
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Evaluation Metrics
• Mean Square Error (MSE) 

 

• Root Mean Square Error (RMSE) 

 

• Mean Absolute Error (MAE) 

 

• Mean Absolute Percentage Error (MAPE) 

MSE =
1
Nt

Nt

∑
i=1

(yi − ti)2

RMSE =
1
Nt

Nt

∑
i=1

(yi − ti)2

MAPE =
1
Nt

Nt

∑
i=1

yi − ti

MAPE =
1
Nt

Nt

∑
i=1

yi − ti
ti
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Example: UCI Wine Quality Dataset

• Predict the quality of wine based on several 
attributes.  

• Final RMSE: 
• 0.65 for training data 
• 0.63 for test data 

•  The RMSE being relatively similar on training and test data is 
a good sign. 

https://medium.com/datadriveninvestor/regression-from-scratch-wine-quality-prediction-d61195cb91c8

https://medium.com/datadriveninvestor/regression-from-scratch-wine-quality-prediction-d61195cb91c8
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UCI Wine Quality Dataset

• One can then look at the coefficient 
values—the individual —to assess 
the influence of each attribute.  

• But a coefficient might be very small 
simply to compensate for the fact that 
the range of the feature is very large. 

• This can be corrected by normalizing 
the features. 

wi

I already said that when I talked about K-Means!
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Example: Age from Text

• How old is the person who wrote this? 

“I can’t sleep, but this time I have school tomorrow, so I 
have to try I guess. My parents got all pissed at me today 
because I forgot how to do the homework [...]. Really mad, I 
ended it pissing off my mom and [...] NOTHING! Damn, 
when I’m at my cousin’s I have no urge to use the computer 
like I do here, […]"

•And this? 
“[...] I was a little bit fearful of having surgery on both sides 
at once (reduction and lift on the right, tissue expander on 
the left) [...] On the good side, my son and family live near 
the plastic surgeon’s office and the hospital, [...], at least 
from my son and my granddaughter […]"
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Example:  Age Prediction from Text

N’Guyen et al. 2011

Seems younger Seems older

•  : number of times each word in the directory appears 
•  : Age of the writer 
• Linear regression assigns a coefficient to each word

xi
yi

LIWC = Linguistic Inquiry and Word Count
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Example:  Age Prediction from Text

• True age 17, predicted age 16.48

“I can’t sleep, but this time I have school tomorrow, so I 
have to try I guess. My parents got all pissed at me today 
because I forgot how to do the homework [...]. Really mad, I 
ended it pissing off my mom and [...] NOTHING! Damn, 
when I’m at my cousin’s I have no urge to use the computer 
like I do here, […]"

•True age 70, predicted age 71.53
“[...] I was a little bit fearful of having surgery on both sides 
at once (reduction and lift on the right, tissue expander on 
the left) [...] On the good side, my son and family live near 
the plastic surgeon’s office and the hospital, [...], at least 
from my son and my granddaughter […]"
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?

 —> Regression problem

xt
<latexit sha1_base64="lL0TXDiPupfjkXPooCcKXOO3KJs=">AAAGN3icfdTditNAFMDx2dXoWr929U5vgkUQkSUVQS8Xa1l3oesK7bZLU8pkMkmHZpIwmfSDkIfwVp/ER/HKO/HWN3CSrejpWTfQcpjfP9Mk0HhpJDLtON+2tq9dt27c3LnVuH3n7r37u3sPzrIkV4z3WRIlaujRjEci5n0tdMSHqeJUehEfeLN25YM5V5lI4p5epXwsaRiLQDCqzdKg4XrLibYnu01n36kPGw+t9dAk6+N0smc9cv2E5ZLHmkU0y0YtJ9XjgiotWMTLhptnPKVsRkM+MmNMJc/GRX29pf3UrPh2kCjzibVdr/57RkFllq2kZ0pJ9TTbtGrxMhvlOngzLkSc5prH7OKHgjyydWJXN2/7QnGmo5UZKFPCXKvNplRRps0jajTcd9zcjOJds/GHlCuqE/W8cKkKJV2W5uZC90U1XRWK+E9opv+FmQhNVn9fkcg6kZcnhdspC7d6BJ5XdMrSXH3MFyyRksZ+4XqdcuSM10FQB9APgR8iPwJ+hPwY+DHyHvAe8j7wPvIB8AHyIfAh8nPg59UD2igoKCjawQPuIWfAGXLfB4GPgiAAQYCCEHiIfAp8ilwIEAgUSOASeQI8Qa6Ba+Q58Bz5HPgc+QL4AvkS+BL5CvgK/Uvkyd+A0ag42dxBdmHQRUEbBm0TmLdpa/PdiYezl/stM3981Tx4u36v7pDH5Al5RlrkNTkg78kp6RNGZuQT+Uy+WF+t79YP6+dFur21PuchAYf16zegbD8e</latexit><latexit sha1_base64="lL0TXDiPupfjkXPooCcKXOO3KJs=">AAAGN3icfdTditNAFMDx2dXoWr929U5vgkUQkSUVQS8Xa1l3oesK7bZLU8pkMkmHZpIwmfSDkIfwVp/ER/HKO/HWN3CSrejpWTfQcpjfP9Mk0HhpJDLtON+2tq9dt27c3LnVuH3n7r37u3sPzrIkV4z3WRIlaujRjEci5n0tdMSHqeJUehEfeLN25YM5V5lI4p5epXwsaRiLQDCqzdKg4XrLibYnu01n36kPGw+t9dAk6+N0smc9cv2E5ZLHmkU0y0YtJ9XjgiotWMTLhptnPKVsRkM+MmNMJc/GRX29pf3UrPh2kCjzibVdr/57RkFllq2kZ0pJ9TTbtGrxMhvlOngzLkSc5prH7OKHgjyydWJXN2/7QnGmo5UZKFPCXKvNplRRps0jajTcd9zcjOJds/GHlCuqE/W8cKkKJV2W5uZC90U1XRWK+E9opv+FmQhNVn9fkcg6kZcnhdspC7d6BJ5XdMrSXH3MFyyRksZ+4XqdcuSM10FQB9APgR8iPwJ+hPwY+DHyHvAe8j7wPvIB8AHyIfAh8nPg59UD2igoKCjawQPuIWfAGXLfB4GPgiAAQYCCEHiIfAp8ilwIEAgUSOASeQI8Qa6Ba+Q58Bz5HPgc+QL4AvkS+BL5CvgK/Uvkyd+A0ag42dxBdmHQRUEbBm0TmLdpa/PdiYezl/stM3981Tx4u36v7pDH5Al5RlrkNTkg78kp6RNGZuQT+Uy+WF+t79YP6+dFur21PuchAYf16zegbD8e</latexit><latexit sha1_base64="lL0TXDiPupfjkXPooCcKXOO3KJs=">AAAGN3icfdTditNAFMDx2dXoWr929U5vgkUQkSUVQS8Xa1l3oesK7bZLU8pkMkmHZpIwmfSDkIfwVp/ER/HKO/HWN3CSrejpWTfQcpjfP9Mk0HhpJDLtON+2tq9dt27c3LnVuH3n7r37u3sPzrIkV4z3WRIlaujRjEci5n0tdMSHqeJUehEfeLN25YM5V5lI4p5epXwsaRiLQDCqzdKg4XrLibYnu01n36kPGw+t9dAk6+N0smc9cv2E5ZLHmkU0y0YtJ9XjgiotWMTLhptnPKVsRkM+MmNMJc/GRX29pf3UrPh2kCjzibVdr/57RkFllq2kZ0pJ9TTbtGrxMhvlOngzLkSc5prH7OKHgjyydWJXN2/7QnGmo5UZKFPCXKvNplRRps0jajTcd9zcjOJds/GHlCuqE/W8cKkKJV2W5uZC90U1XRWK+E9opv+FmQhNVn9fkcg6kZcnhdspC7d6BJ5XdMrSXH3MFyyRksZ+4XqdcuSM10FQB9APgR8iPwJ+hPwY+DHyHvAe8j7wPvIB8AHyIfAh8nPg59UD2igoKCjawQPuIWfAGXLfB4GPgiAAQYCCEHiIfAp8ilwIEAgUSOASeQI8Qa6Ba+Q58Bz5HPgc+QL4AvkS+BL5CvgK/Uvkyd+A0ag42dxBdmHQRUEbBm0TmLdpa/PdiYezl/stM3981Tx4u36v7pDH5Al5RlrkNTkg78kp6RNGZuQT+Uy+WF+t79YP6+dFur21PuchAYf16zegbD8e</latexit><latexit sha1_base64="lL0TXDiPupfjkXPooCcKXOO3KJs=">AAAGN3icfdTditNAFMDx2dXoWr929U5vgkUQkSUVQS8Xa1l3oesK7bZLU8pkMkmHZpIwmfSDkIfwVp/ER/HKO/HWN3CSrejpWTfQcpjfP9Mk0HhpJDLtON+2tq9dt27c3LnVuH3n7r37u3sPzrIkV4z3WRIlaujRjEci5n0tdMSHqeJUehEfeLN25YM5V5lI4p5epXwsaRiLQDCqzdKg4XrLibYnu01n36kPGw+t9dAk6+N0smc9cv2E5ZLHmkU0y0YtJ9XjgiotWMTLhptnPKVsRkM+MmNMJc/GRX29pf3UrPh2kCjzibVdr/57RkFllq2kZ0pJ9TTbtGrxMhvlOngzLkSc5prH7OKHgjyydWJXN2/7QnGmo5UZKFPCXKvNplRRps0jajTcd9zcjOJds/GHlCuqE/W8cKkKJV2W5uZC90U1XRWK+E9opv+FmQhNVn9fkcg6kZcnhdspC7d6BJ5XdMrSXH3MFyyRksZ+4XqdcuSM10FQB9APgR8iPwJ+hPwY+DHyHvAe8j7wPvIB8AHyIfAh8nPg59UD2igoKCjawQPuIWfAGXLfB4GPgiAAQYCCEHiIfAp8ilwIEAgUSOASeQI8Qa6Ba+Q58Bz5HPgc+QL4AvkS+BL5CvgK/Uvkyd+A0ag42dxBdmHQRUEbBm0TmLdpa/PdiYezl/stM3981Tx4u36v7pDH5Al5RlrkNTkg78kp6RNGZuQT+Uy+WF+t79YP6+dFur21PuchAYf16zegbD8e</latexit>

Example: Stock Price Prediction

xt+�t
<latexit sha1_base64="G4UL77df+NivB8KJ9bHWXSKPkpE=">AAAGQXicfdRda9NQGMDxs2l01pd1eqc3wSKIykhF0MthLXODzgnr2tGUcnJykh6Wk4STk74Q8km81U/ip/AjeCfeeuNJVtGnz1yg5eH8/kmTA42XRiLTjvNtY/PadevGza1bjdt37t7bbu7cP82SXDHeZ0mUqKFHMx6JmPe10BEfpopT6UV84J13Kh/MuMpEEp/oZcrHkoaxCASj2ixNmtuNxaTQz913PNLU1uWk2XJ2nfqw8dBeDS2yOo4nO9ZD109YLnmsWUSzbNR2Uj0uqNKCRbxsuHnGU8rOachHZoyp5Nm4qO+8tJ+YFd8OEmU+sbbr1X/PKKjMsqX0TCmpnmbrVi1eZqNcB2/GhYjTXPOYXfxQkEe2TuxqG2xfKM50tDQDZUqYe7XZlCrKtNmsRsPsh3kYxXvmwh9SrqhO1LPCpSqUdFGahwvdF9V0VSjiP6GZ/hdmIjRZ/X1FIutEXp4Ubrcs3GoLPK/olqW5+5jPWSIljf3C9brlyBmvgqAOoO8D30d+APwA+SHwQ+QnwE+Q94H3kQ+AD5APgQ+RnwE/qzZoraCgoOgKHnAPOQPOkPs+CHwUBAEIAhSEwEPkU+BT5EKAQKBAApfIE+AJcg1cI8+B58hnwGfI58DnyBfAF8iXwJfoXyKP/gaMRsXR+hVkDwY9FHRg0DGBeZu219+deDh9uds288dXrb23q/fqFnlEHpOnpE1ekz3ynhyTPmEkJ5/IZ/LF+mp9t35YPy/SzY3VOQ8IOKxfvwEgJUK+</latexit><latexit sha1_base64="G4UL77df+NivB8KJ9bHWXSKPkpE=">AAAGQXicfdRda9NQGMDxs2l01pd1eqc3wSKIykhF0MthLXODzgnr2tGUcnJykh6Wk4STk74Q8km81U/ip/AjeCfeeuNJVtGnz1yg5eH8/kmTA42XRiLTjvNtY/PadevGza1bjdt37t7bbu7cP82SXDHeZ0mUqKFHMx6JmPe10BEfpopT6UV84J13Kh/MuMpEEp/oZcrHkoaxCASj2ixNmtuNxaTQz913PNLU1uWk2XJ2nfqw8dBeDS2yOo4nO9ZD109YLnmsWUSzbNR2Uj0uqNKCRbxsuHnGU8rOachHZoyp5Nm4qO+8tJ+YFd8OEmU+sbbr1X/PKKjMsqX0TCmpnmbrVi1eZqNcB2/GhYjTXPOYXfxQkEe2TuxqG2xfKM50tDQDZUqYe7XZlCrKtNmsRsPsh3kYxXvmwh9SrqhO1LPCpSqUdFGahwvdF9V0VSjiP6GZ/hdmIjRZ/X1FIutEXp4Ubrcs3GoLPK/olqW5+5jPWSIljf3C9brlyBmvgqAOoO8D30d+APwA+SHwQ+QnwE+Q94H3kQ+AD5APgQ+RnwE/qzZoraCgoOgKHnAPOQPOkPs+CHwUBAEIAhSEwEPkU+BT5EKAQKBAApfIE+AJcg1cI8+B58hnwGfI58DnyBfAF8iXwJfoXyKP/gaMRsXR+hVkDwY9FHRg0DGBeZu219+deDh9uds288dXrb23q/fqFnlEHpOnpE1ekz3ynhyTPmEkJ5/IZ/LF+mp9t35YPy/SzY3VOQ8IOKxfvwEgJUK+</latexit><latexit sha1_base64="G4UL77df+NivB8KJ9bHWXSKPkpE=">AAAGQXicfdRda9NQGMDxs2l01pd1eqc3wSKIykhF0MthLXODzgnr2tGUcnJykh6Wk4STk74Q8km81U/ip/AjeCfeeuNJVtGnz1yg5eH8/kmTA42XRiLTjvNtY/PadevGza1bjdt37t7bbu7cP82SXDHeZ0mUqKFHMx6JmPe10BEfpopT6UV84J13Kh/MuMpEEp/oZcrHkoaxCASj2ixNmtuNxaTQz913PNLU1uWk2XJ2nfqw8dBeDS2yOo4nO9ZD109YLnmsWUSzbNR2Uj0uqNKCRbxsuHnGU8rOachHZoyp5Nm4qO+8tJ+YFd8OEmU+sbbr1X/PKKjMsqX0TCmpnmbrVi1eZqNcB2/GhYjTXPOYXfxQkEe2TuxqG2xfKM50tDQDZUqYe7XZlCrKtNmsRsPsh3kYxXvmwh9SrqhO1LPCpSqUdFGahwvdF9V0VSjiP6GZ/hdmIjRZ/X1FIutEXp4Ubrcs3GoLPK/olqW5+5jPWSIljf3C9brlyBmvgqAOoO8D30d+APwA+SHwQ+QnwE+Q94H3kQ+AD5APgQ+RnwE/qzZoraCgoOgKHnAPOQPOkPs+CHwUBAEIAhSEwEPkU+BT5EKAQKBAApfIE+AJcg1cI8+B58hnwGfI58DnyBfAF8iXwJfoXyKP/gaMRsXR+hVkDwY9FHRg0DGBeZu219+deDh9uds288dXrb23q/fqFnlEHpOnpE1ekz3ynhyTPmEkJ5/IZ/LF+mp9t35YPy/SzY3VOQ8IOKxfvwEgJUK+</latexit><latexit sha1_base64="G4UL77df+NivB8KJ9bHWXSKPkpE=">AAAGQXicfdRda9NQGMDxs2l01pd1eqc3wSKIykhF0MthLXODzgnr2tGUcnJykh6Wk4STk74Q8km81U/ip/AjeCfeeuNJVtGnz1yg5eH8/kmTA42XRiLTjvNtY/PadevGza1bjdt37t7bbu7cP82SXDHeZ0mUqKFHMx6JmPe10BEfpopT6UV84J13Kh/MuMpEEp/oZcrHkoaxCASj2ixNmtuNxaTQz913PNLU1uWk2XJ2nfqw8dBeDS2yOo4nO9ZD109YLnmsWUSzbNR2Uj0uqNKCRbxsuHnGU8rOachHZoyp5Nm4qO+8tJ+YFd8OEmU+sbbr1X/PKKjMsqX0TCmpnmbrVi1eZqNcB2/GhYjTXPOYXfxQkEe2TuxqG2xfKM50tDQDZUqYe7XZlCrKtNmsRsPsh3kYxXvmwh9SrqhO1LPCpSqUdFGahwvdF9V0VSjiP6GZ/hdmIjRZ/X1FIutEXp4Ubrcs3GoLPK/olqW5+5jPWSIljf3C9brlyBmvgqAOoO8D30d+APwA+SHwQ+QnwE+Q94H3kQ+AD5APgQ+RnwE/qzZoraCgoOgKHnAPOQPOkPs+CHwUBAEIAhSEwEPkU+BT5EKAQKBAApfIE+AJcg1cI8+B58hnwGfI58DnyBfAF8iXwJfoXyKP/gaMRsXR+hVkDwY9FHRg0DGBeZu219+deDh9uds288dXrb23q/fqFnlEHpOnpE1ekz3ynhyTPmEkJ5/IZ/LF+mp9t35YPy/SzY3VOQ8IOKxfvwEgJUK+</latexit>

xt = [xt�T+1, . . . , xt�1, xt]

y(xt;w) = xt+�t
<latexit sha1_base64="c4Ko9JVJ2DzLe3YvRfancfiXgt0=">AAAGgXicfdTtS9tAHMDxU2fnsifd3m1vjslEZyepDDYQQVbFKfgwaG2lV8rlckkPc0lILn0g5M/aHzP2dvs/dokd26/nDLT8ep9v0+ZK48SBSJVtf19YXHqwXHu48sh6/OTps+eray+u0ihLGG+zKIiSrkNTHoiQt5VQAe/GCafSCXjHuWmW3hnxJBVR2FLTmPcl9UPhCUaVXhqsXlgWcSYDhfc3MNnrTQa5et/abhR1EriRSuvVgn6pkz4mxNqYblb9HnHGW3gfl75NDnmgKFaFZQ1W1+0duzqwOTRmwzqaHZeDteVXxI1YJnmoWEDTtNewY9XPaaIEC3hhkSzlMWU31Oc9PYZU8rSfV1de4Ld6xcVelOhHqHC1+u87cirTdCodXUqqhum8lYt3WS9T3qd+LsI4Uzxktx/kZQFWES63Ebsi4UwFUz1Qlgj9XTEb0oQypTdb7+kh1xeT8DN94ouYJ1RFybuc0MSXdFLoi/NJvZzuC0X4J9TT/8JU+Dqrnu9JZJXIu5OcHBU5KbfAcfKjQv+IJORjFklJQzcnzlHRs/uzwKsC6MfAjw0/AX5i+CnwU8NbwFuGt4G3De8A7xjeBd41/Br4dblBcwUFBTXO4AB3DGfAmeGuCwLXCDwPBJ4R+MB9w4fAh4YLAQJhBBK4NDwCHhmugCvDM+CZ4SPgI8PHwMeGT4BPDJ8Cnxr/Enn+N2A0yM/nzyDPYHBmBE0YNHWg76aN+XunOVzt7jT0/PXD+sHn2X11Bb1Gb9AmaqCP6AB9QZeojRj6hn6gn+hXbam2VbNru7fp4sLsPS8ROGp7vwFnJlQ2</latexit><latexit sha1_base64="c4Ko9JVJ2DzLe3YvRfancfiXgt0=">AAAGgXicfdTtS9tAHMDxU2fnsifd3m1vjslEZyepDDYQQVbFKfgwaG2lV8rlckkPc0lILn0g5M/aHzP2dvs/dokd26/nDLT8ep9v0+ZK48SBSJVtf19YXHqwXHu48sh6/OTps+eray+u0ihLGG+zKIiSrkNTHoiQt5VQAe/GCafSCXjHuWmW3hnxJBVR2FLTmPcl9UPhCUaVXhqsXlgWcSYDhfc3MNnrTQa5et/abhR1EriRSuvVgn6pkz4mxNqYblb9HnHGW3gfl75NDnmgKFaFZQ1W1+0duzqwOTRmwzqaHZeDteVXxI1YJnmoWEDTtNewY9XPaaIEC3hhkSzlMWU31Oc9PYZU8rSfV1de4Ld6xcVelOhHqHC1+u87cirTdCodXUqqhum8lYt3WS9T3qd+LsI4Uzxktx/kZQFWES63Ebsi4UwFUz1Qlgj9XTEb0oQypTdb7+kh1xeT8DN94ouYJ1RFybuc0MSXdFLoi/NJvZzuC0X4J9TT/8JU+Dqrnu9JZJXIu5OcHBU5KbfAcfKjQv+IJORjFklJQzcnzlHRs/uzwKsC6MfAjw0/AX5i+CnwU8NbwFuGt4G3De8A7xjeBd41/Br4dblBcwUFBTXO4AB3DGfAmeGuCwLXCDwPBJ4R+MB9w4fAh4YLAQJhBBK4NDwCHhmugCvDM+CZ4SPgI8PHwMeGT4BPDJ8Cnxr/Enn+N2A0yM/nzyDPYHBmBE0YNHWg76aN+XunOVzt7jT0/PXD+sHn2X11Bb1Gb9AmaqCP6AB9QZeojRj6hn6gn+hXbam2VbNru7fp4sLsPS8ROGp7vwFnJlQ2</latexit><latexit sha1_base64="c4Ko9JVJ2DzLe3YvRfancfiXgt0=">AAAGgXicfdTtS9tAHMDxU2fnsifd3m1vjslEZyepDDYQQVbFKfgwaG2lV8rlckkPc0lILn0g5M/aHzP2dvs/dokd26/nDLT8ep9v0+ZK48SBSJVtf19YXHqwXHu48sh6/OTps+eray+u0ihLGG+zKIiSrkNTHoiQt5VQAe/GCafSCXjHuWmW3hnxJBVR2FLTmPcl9UPhCUaVXhqsXlgWcSYDhfc3MNnrTQa5et/abhR1EriRSuvVgn6pkz4mxNqYblb9HnHGW3gfl75NDnmgKFaFZQ1W1+0duzqwOTRmwzqaHZeDteVXxI1YJnmoWEDTtNewY9XPaaIEC3hhkSzlMWU31Oc9PYZU8rSfV1de4Ld6xcVelOhHqHC1+u87cirTdCodXUqqhum8lYt3WS9T3qd+LsI4Uzxktx/kZQFWES63Ebsi4UwFUz1Qlgj9XTEb0oQypTdb7+kh1xeT8DN94ouYJ1RFybuc0MSXdFLoi/NJvZzuC0X4J9TT/8JU+Dqrnu9JZJXIu5OcHBU5KbfAcfKjQv+IJORjFklJQzcnzlHRs/uzwKsC6MfAjw0/AX5i+CnwU8NbwFuGt4G3De8A7xjeBd41/Br4dblBcwUFBTXO4AB3DGfAmeGuCwLXCDwPBJ4R+MB9w4fAh4YLAQJhBBK4NDwCHhmugCvDM+CZ4SPgI8PHwMeGT4BPDJ8Cnxr/Enn+N2A0yM/nzyDPYHBmBE0YNHWg76aN+XunOVzt7jT0/PXD+sHn2X11Bb1Gb9AmaqCP6AB9QZeojRj6hn6gn+hXbam2VbNru7fp4sLsPS8ROGp7vwFnJlQ2</latexit><latexit sha1_base64="c4Ko9JVJ2DzLe3YvRfancfiXgt0=">AAAGgXicfdTtS9tAHMDxU2fnsifd3m1vjslEZyepDDYQQVbFKfgwaG2lV8rlckkPc0lILn0g5M/aHzP2dvs/dokd26/nDLT8ep9v0+ZK48SBSJVtf19YXHqwXHu48sh6/OTps+eray+u0ihLGG+zKIiSrkNTHoiQt5VQAe/GCafSCXjHuWmW3hnxJBVR2FLTmPcl9UPhCUaVXhqsXlgWcSYDhfc3MNnrTQa5et/abhR1EriRSuvVgn6pkz4mxNqYblb9HnHGW3gfl75NDnmgKFaFZQ1W1+0duzqwOTRmwzqaHZeDteVXxI1YJnmoWEDTtNewY9XPaaIEC3hhkSzlMWU31Oc9PYZU8rSfV1de4Ld6xcVelOhHqHC1+u87cirTdCodXUqqhum8lYt3WS9T3qd+LsI4Uzxktx/kZQFWES63Ebsi4UwFUz1Qlgj9XTEb0oQypTdb7+kh1xeT8DN94ouYJ1RFybuc0MSXdFLoi/NJvZzuC0X4J9TT/8JU+Dqrnu9JZJXIu5OcHBU5KbfAcfKjQv+IJORjFklJQzcnzlHRs/uzwKsC6MfAjw0/AX5i+CnwU8NbwFuGt4G3De8A7xjeBd41/Br4dblBcwUFBTXO4AB3DGfAmeGuCwLXCDwPBJ4R+MB9w4fAh4YLAQJhBBK4NDwCHhmugCvDM+CZ4SPgI8PHwMeGT4BPDJ8Cnxr/Enn+N2A0yM/nzyDPYHBmBE0YNHWg76aN+XunOVzt7jT0/PXD+sHn2X11Bb1Gb9AmaqCP6AB9QZeojRj6hn6gn+hXbam2VbNru7fp4sLsPS8ROGp7vwFnJlQ2</latexit>
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But Be VERY Careful!

Dow Jones index from March 28th to April 4th 2025
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Optional: And how do you regress this? 

Depending the time interval chosen, the results will be wildly 
different: 

• Merton & Scholes got a Nobel prize in 1997 for determining 
the value of derivatives. 

• Long-Term Capital Management crashed in 1998, arguably 
in part because it was using this model (improperly).  
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Optional: Words of Wisdom from XKCD

https://xkcd.com/2048/

Never trust a 
statistic you have 

not faked yourself!


