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Reminder: Linear 2D Model

Some algorithm

brightness

length

 +1
 -1

C
<latexit sha1_base64="/Hps7AlYmkyJiNKtO2EhmIDpJ/s=">AAACA3icbVBJS8NAGP3iWusW9aaXwSJ4KokLeiz24rGCXaAJZTKZtEMnCzMToYSAF/+KFw+KePVPePPfOGlz0NYHA4/3vm2el3AmlWV9G0vLK6tr65WN6ubW9s6uubffkXEqCG2TmMei52FJOYtoWzHFaS8RFIcep11v3Cz87gMVksXRvZok1A3xMGIBI1hpaWAeZs50SCaonyMnxGpEMM+aeY4GZs2qW1OgRWKXpAYlWgPzy/FjkoY0UoRjKfu2lSg3w0IxwmledVJJE0zGeEj7mkY4pNLNputzdKIVHwWx0C9SaKr+7shwKOUk9HRlcaSc9wrxP6+fquDazViUpIpGZLYoSDlSMSoCQT4TlCg+0QQTwfStiIywwETp2Ko6BHv+y4ukc1a3z+uXdxe1xk0ZRwWO4BhOwYYraMAttKANBB7hGV7hzXgyXox342NWumSUPQfwB8bnD3qVmA0=</latexit>

y(x; w) = sign(wxb + wyl + w0)
x = [b, l]
w = [wx, wy, w0]

How do we find w? 
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Reminder: Training vs Testing

Given a training set {(xn, tn)1nN} minimize:

E(w) =
NX

n=1

L(y(xn;w), tn)

=
NX

n=1

[y(xn;w) 6= tn]
<latexit sha1_base64="amx5ETVTvea6UZVMblkzM2iRIxI=">AAAHAHicfdRNb9MwGAfwdLAywtsGFyQuFhuom6ap2QEQaNLEqMYmVoa0rp3qUjmOk1qLnZA4fcHyhU/DDXHlU3Dl2+C+TMz1mKW2j/z7P05iq/HTmOaiWv1TWrhxc7F8a+m2e+fuvfsPllcenuZJkWHSwEmcZC0f5SSmnDQEFTFppRlBzI9J0z/fG3uzT7KcJvxEjFLSYSjiNKQYCT3VXf69T/uEAwQk9EMgMkQ55ZECORFgDUpQgf6wyzdFl693pQdgTL4APv2pKwDVGmC6g9Gv5DVwoU8iyiWKacQ3lAtqFb3qQK2D5zsA5gXrSr7jqc918KEymi78Rvv6ZHUAoQvMMd8F2pe7AOT6JnRrx4WEBxdX7S6vVreqkwHswpsVq85sHHdXFh/DIMEFI1zgGOV526umoiNRJiiOiXJhkZMU4XMUkbYuOWIk78jJ1ivwTM8EIEwy/eECTGYvd0jE8nzEfJ1kSPTyeRtPXmXtQoSvOpLytBCE4+mFwiIGIgHjcwQBzQgW8UgXCGdU3yvAPZQhLPRpu/Ad0c+SkSO97seUZEgk2YaEKIsYGir9bBHcHFfXBSm/COrqf8Fcb7qSk+9rImwSYVdHJKwpCcc74PuyppTr6pMd4IQxpI8V+jXVrnZmgXASMH3f8H3LDww/sPzQ8EPLTww/sbxheMPypuFNy1uGtyw/M/xsvEFzCWQkkLWCb7hvOTYcWx4ERiCwAmFoBEIrEBkeWd4zvGc5pUaAWgFmOLM8MTyxXBguLC8MLyzvG963fGD4wPKh4UPLR4aPrH8Jq/8LYBTL+vwK7MgMHFmBPTOwp8bvUm/+zWkXp9tbnq4/ba/uvp29VZecJ85Tp+J4zktn13nvHDsNB5delGCJlMLyt/L38o/yz2l0oTTreeQYo/zrL34SfoQ=</latexit><latexit sha1_base64="amx5ETVTvea6UZVMblkzM2iRIxI=">AAAHAHicfdRNb9MwGAfwdLAywtsGFyQuFhuom6ap2QEQaNLEqMYmVoa0rp3qUjmOk1qLnZA4fcHyhU/DDXHlU3Dl2+C+TMz1mKW2j/z7P05iq/HTmOaiWv1TWrhxc7F8a+m2e+fuvfsPllcenuZJkWHSwEmcZC0f5SSmnDQEFTFppRlBzI9J0z/fG3uzT7KcJvxEjFLSYSjiNKQYCT3VXf69T/uEAwQk9EMgMkQ55ZECORFgDUpQgf6wyzdFl693pQdgTL4APv2pKwDVGmC6g9Gv5DVwoU8iyiWKacQ3lAtqFb3qQK2D5zsA5gXrSr7jqc918KEymi78Rvv6ZHUAoQvMMd8F2pe7AOT6JnRrx4WEBxdX7S6vVreqkwHswpsVq85sHHdXFh/DIMEFI1zgGOV526umoiNRJiiOiXJhkZMU4XMUkbYuOWIk78jJ1ivwTM8EIEwy/eECTGYvd0jE8nzEfJ1kSPTyeRtPXmXtQoSvOpLytBCE4+mFwiIGIgHjcwQBzQgW8UgXCGdU3yvAPZQhLPRpu/Ad0c+SkSO97seUZEgk2YaEKIsYGir9bBHcHFfXBSm/COrqf8Fcb7qSk+9rImwSYVdHJKwpCcc74PuyppTr6pMd4IQxpI8V+jXVrnZmgXASMH3f8H3LDww/sPzQ8EPLTww/sbxheMPypuFNy1uGtyw/M/xsvEFzCWQkkLWCb7hvOTYcWx4ERiCwAmFoBEIrEBkeWd4zvGc5pUaAWgFmOLM8MTyxXBguLC8MLyzvG963fGD4wPKh4UPLR4aPrH8Jq/8LYBTL+vwK7MgMHFmBPTOwp8bvUm/+zWkXp9tbnq4/ba/uvp29VZecJ85Tp+J4zktn13nvHDsNB5delGCJlMLyt/L38o/yz2l0oTTreeQYo/zrL34SfoQ=</latexit><latexit sha1_base64="amx5ETVTvea6UZVMblkzM2iRIxI=">AAAHAHicfdRNb9MwGAfwdLAywtsGFyQuFhuom6ap2QEQaNLEqMYmVoa0rp3qUjmOk1qLnZA4fcHyhU/DDXHlU3Dl2+C+TMz1mKW2j/z7P05iq/HTmOaiWv1TWrhxc7F8a+m2e+fuvfsPllcenuZJkWHSwEmcZC0f5SSmnDQEFTFppRlBzI9J0z/fG3uzT7KcJvxEjFLSYSjiNKQYCT3VXf69T/uEAwQk9EMgMkQ55ZECORFgDUpQgf6wyzdFl693pQdgTL4APv2pKwDVGmC6g9Gv5DVwoU8iyiWKacQ3lAtqFb3qQK2D5zsA5gXrSr7jqc918KEymi78Rvv6ZHUAoQvMMd8F2pe7AOT6JnRrx4WEBxdX7S6vVreqkwHswpsVq85sHHdXFh/DIMEFI1zgGOV526umoiNRJiiOiXJhkZMU4XMUkbYuOWIk78jJ1ivwTM8EIEwy/eECTGYvd0jE8nzEfJ1kSPTyeRtPXmXtQoSvOpLytBCE4+mFwiIGIgHjcwQBzQgW8UgXCGdU3yvAPZQhLPRpu/Ad0c+SkSO97seUZEgk2YaEKIsYGir9bBHcHFfXBSm/COrqf8Fcb7qSk+9rImwSYVdHJKwpCcc74PuyppTr6pMd4IQxpI8V+jXVrnZmgXASMH3f8H3LDww/sPzQ8EPLTww/sbxheMPypuFNy1uGtyw/M/xsvEFzCWQkkLWCb7hvOTYcWx4ERiCwAmFoBEIrEBkeWd4zvGc5pUaAWgFmOLM8MTyxXBguLC8MLyzvG963fGD4wPKh4UPLR4aPrH8Jq/8LYBTL+vwK7MgMHFmBPTOwp8bvUm/+zWkXp9tbnq4/ba/uvp29VZecJ85Tp+J4zktn13nvHDsNB5delGCJlMLyt/L38o/yz2l0oTTreeQYo/zrL34SfoQ=</latexit><latexit sha1_base64="amx5ETVTvea6UZVMblkzM2iRIxI=">AAAHAHicfdRNb9MwGAfwdLAywtsGFyQuFhuom6ap2QEQaNLEqMYmVoa0rp3qUjmOk1qLnZA4fcHyhU/DDXHlU3Dl2+C+TMz1mKW2j/z7P05iq/HTmOaiWv1TWrhxc7F8a+m2e+fuvfsPllcenuZJkWHSwEmcZC0f5SSmnDQEFTFppRlBzI9J0z/fG3uzT7KcJvxEjFLSYSjiNKQYCT3VXf69T/uEAwQk9EMgMkQ55ZECORFgDUpQgf6wyzdFl693pQdgTL4APv2pKwDVGmC6g9Gv5DVwoU8iyiWKacQ3lAtqFb3qQK2D5zsA5gXrSr7jqc918KEymi78Rvv6ZHUAoQvMMd8F2pe7AOT6JnRrx4WEBxdX7S6vVreqkwHswpsVq85sHHdXFh/DIMEFI1zgGOV526umoiNRJiiOiXJhkZMU4XMUkbYuOWIk78jJ1ivwTM8EIEwy/eECTGYvd0jE8nzEfJ1kSPTyeRtPXmXtQoSvOpLytBCE4+mFwiIGIgHjcwQBzQgW8UgXCGdU3yvAPZQhLPRpu/Ad0c+SkSO97seUZEgk2YaEKIsYGir9bBHcHFfXBSm/COrqf8Fcb7qSk+9rImwSYVdHJKwpCcc74PuyppTr6pMd4IQxpI8V+jXVrnZmgXASMH3f8H3LDww/sPzQ8EPLTww/sbxheMPypuFNy1uGtyw/M/xsvEFzCWQkkLWCb7hvOTYcWx4ERiCwAmFoBEIrEBkeWd4zvGc5pUaAWgFmOLM8MTyxXBguLC8MLyzvG963fGD4wPKh4UPLR4aPrH8Jq/8LYBTL+vwK7MgMHFmBPTOwp8bvUm/+zWkXp9tbnq4/ba/uvp29VZecJ85Tp+J4zktn13nvHDsNB5delGCJlMLyt/L38o/yz2l0oTTreeQYo/zrL34SfoQ=</latexit>

Supervised training:

Testing:

brightness

length

brightness

length

Given a test set {(xn, tn)1nN} compute the error rate:

1/N
NX

n=1

[y(xn;w) 6= tn]
<latexit sha1_base64="BDGCGJ1HhJzrG+tJhRGKOEqb1Yk=">AAACi3icbVFNb9QwEHXC1xIo3cKRy4gtUiuhJWmFWhWQKhCC06pIbFtpHSLHO+laTZzUnhRWUf4MP4kb/wZndyvRlrn4+T3PeOZNWuXKUhj+8fw7d+/df9B7GDx6vPZkvb/x9NiWtZE4lmVemtNUWMyVxjEpyvG0MiiKNMeT9Pxjp59corGq1N9oXmFciDOtMiUFOSrp//qsLlGDgIanGRBaasEiwSZvYIsXgmZp1vxsE/2KEr2dNBHwHC9AL49RC7zdBFkWVU0INENAY0oDRhAeQMAnQfR6BNzWRdLo91H7fQST+bW6b68uP9pt4NoVvSLIqXHA46Q/CIfhIuA2iFZgwFZxlPR/82kp6wI1yVxYO4nCiuJGGFIyxzbgtcVKyHNxhhMHtSjQxs3CyxZeOmYKmZshKzXBgv03oxGFtfMidS+7Pu1NrSP/p01qyvbjRunOKS2XH2V1DlRCtxiYKoOS8rkDQhrlegU5E0ZIcusLnAnRzZFvg+OdYbQ7fPN1Z3D4YWVHjz1nL9gWi9geO2Rf2BEbM+n1vKG35+37a/6uf+C/Wz71vVXOM3Yt/E9/AT7PwxY=</latexit>
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Desired Problem Formulation

Find  such that: 
• For all or most positive  samples . 
• For all or most negative samples 

w̃
y(x̃; w̃) = w̃ ⋅ x̃ > 0
y(x̃; w̃) = w̃ ⋅ x̃ < 0
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x
2

Decision boundary

w̃

x̃

x̃

— > Let’s talk about hyperplanes. 
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Parameterizing Lines 

u

v

(u, v) ∈ R2, au + bv + c = 0

l = [a,b,c] n

n =
1

a2 + b2
[a, b]

u

v

Equation of a line Normal vector

[a, b, c] and 
1

a2 + b2
[a, b, c] define the  same line.
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Normalized Parameterization 

u

v

(u, v) ∈ R2, au + bv + c = 0

l = [a,b,c] n

n = [a, b]
u

v

Equation of a line Normal vector

with a2 + b2 = 1
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Signed Distance to Line 

n = [a,b]

u

v

l = [a,b,c]

[u0, v0]

[u1, v1]

h

h = n ⋅ [u1 − u0, v1 − v0]
= a(u1 − u0) + b(v1 − v0)
= au1 + bv1 − (au0 − bv0)
= au1 + bv1 + c − (au0 − bv0 − c)
= au1 + bv1 + c

Signed distance: h=0: Point is on the line. 
h>0: Point on one side. 
h<0: Point on the other side.
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Signed Distance Reformulated

n = [w1, w2]
h

h = w0 + w1x1 + w2x2
= w̃ ⋅ x̃

Signed distance:

x̃ = [1,x1, x2]

w̃ = [w0, w1, w2] with w2
1 + w2

2 = 1

x = [x1, x2]
x̃ = [1,x1, x2]

Notation:

h=0: Point is on the line. 
h>0: Point in the normal’s direction. 
h<0: Point in the other direction.
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Reminder: Binary Classification

Two classes shown as different colors: 
• The label  or . 
• The samples with label 1 are called positive samples. 
• The samples with label -1 or 0 are called negative samples.

y ∈ {−1,1} y ∈ {0,1}
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Decision boundary
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Problem Statement in 2D

Find  such that: 
• For all or most positive  samples . 
• For all or most negative samples . 

w̃
w̃ ⋅ x̃ > 0
w̃ ⋅ x̃ < 0
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Decision boundary

w̃ = [w1, w2, w0]

x̃ = [x1, x2, x0]

x̃ = [x1, x2, x0]
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x ∈ R3, 0 = ax + by + cz + d

-2

1

-1

0

0.5 1

y

1

0.5

x2

0

2

x1

0

3

-0.5
-0.5

-1 -1 xy

z

x̃ ∈ R4, w̃ ⋅ x̃ = 0

x = [x, y, z]

-2

1

-1

0

0.5 1

y

1

0.5

x2

0

2

x1

0

3

-0.5
-0.5

-1 -1 x1
x2

x3

x̃ = [1,x, y, z]

w̃ = [w0, w1, w2, w3]

Signed distance  if  h = w̃ ⋅ x̃ w2
1 + w2

2 + w2
3 = 1.

Signed Distance in 3D
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Signed Distance in N Dimensions

w = [w1, …, wN]
h

h = w̃ ⋅ x̃Signed distance:

h=0: Point is on the decision boundary. 
h>0: Point on one side. 
h<0: Point on the other side.

x̃ = [1,x1, …, xN]

w̃ = [w0, w1, …, wN] with 
N

∑
i=1

w2
i = 1

x = [x1, …, xN]
x̃ = [1,x1, …, xN]

Notation:

x ∈ Rn, 0 = w̃ ⋅ x̃
= w0 + w1x1 + …wN xN

Hyperplane:
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Problem Statement in N Dimensions

Signed distance: , with  and  w̃ ⋅ x̃ w̃ = [w0 |w] | |w | | = 1.

Hyperplane:  0, with .x ∈ RN, w̃ ⋅ x̃ = x̃ = [1 |x]

Find  such that 
• for all or most positive  samples , 
• for all or most negative samples . 

w̃
w̃ ⋅ x̃ > 0
w̃ ⋅ x̃ < 0
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Perceptron

E(w̃) = �
NX

n=1

sign(w̃ · x̃n)tn
<latexit sha1_base64="otGNp2MYcDDFThCmXfO0tXW/XPs=">AAAHhXicfdVbb9owFMBxd5fSZbd2e9terFWT2mmtoLu+VGvXod7UrlOhUBGGHMcBi9hBiVOgUT7YPsqe9rp9ixnKth5O10igg39/AkkUxeuFMjHF4veZGzdv3Z4tzN1x7t67/+Dh/MKjkyRKYy6qPAqjuO6xRIRSi6qRJhT1XiyY8kJR87pbI6+diTiRka6YYU80FWtrGUjOjF1qzR+7DYeWl1wjQ19krtfPl+k6XaFukqpWptdL+ddD+0G2Nb0cUZf7kaF/VwZ5Sy9T09KO23Ra84vF1eJ4o3goTYZFMtmOWguzT1w/4qkS2vCQJUmjVOyZZsZiI3kocsdNE9FjvMvaomFHzZRImtn46HP63K74NIhi+9KGjlcvfyNjKkmGyrOlYqaTTNto8SprpCZ438yk7qVGaH7xQ0EaUhPR0amkvowFN+HQDozH0v5XyjssZtzYE+64n4Q9llgc2P1+7omYmSh+kbksbis2yO2xtd2Xo+m6UOo/oZ3+F44uTp6N369J1DhRVyeZW84zd3QGPC8r57njuFr0eaQU0769vJt5o9icBEG2aQPoZeBl5NvAt5HvAN9Bvgt8F/k+8H3ke8D3kFeAV5BXgVeRnwA/QV4DXkNeB15Hfgr8dHSBpgoGCob24AH3kHPgHLnvg8BHQRCAIEBBG3gbeQd4B7mUIJAo6ALvIlfAFfIIeITcADfIU+Ap8jPgZ8j7wPvIB8AHyIfAh8jPgZ+ju1xt/Qs4C7Ot6T2oQxgcouAABgcoOIbBMQoqMLC3on2alKafHXg4WVstvVp982VtcePj5LkyR56SZ2SJlMg7skF2yBGpEk6+kR/kJ/lVKBRWCq8Lby/SGzOT7zwmYCt8+A1qz708</latexit>

• Set w̃1 to 0.

• Iteratively, pick a random index n.

– If x̃n is correctly classified, do nothing.

– Otherwise, w̃t+1 = w̃t + tnx̃n.
<latexit sha1_base64="1P1NJrEAZmvrBKFvsGUf6WwxN7o=">AAAIc3icfZVbb9MwFIDTcVkptw3e2Iu1FQmxUrVDCF6QNsa0m3ZBa7dOS1U5jpNajZ0qcW+L8nv4NbyC+CG847Sd6OkZs9ro9HxfjuMeR3a6gYh1pfI7t3Dv/oOHi/lHhcdPnj57vrT84jwOexHjdRYGYdRwaMwDoXhdCx3wRjfiVDoBv3A62xm/6PMoFqGq6VGXNyX1lfAEo9qkWsu5TdvhvlCJ0FyKa54WCnYWkjOuSdHWInB5YjseGaStapHo0CQl1W3HSyppsXxj72semYp9HoxKpCtYh1ASUeWGkgjl8iFRZVIoEDI/GSHmY9KTIh6YcZi2VJGImLAwijjTwYiwgMaxeXrulogbEhXqtlB+eVxjptCJbvNoIGJeml9CoterKflM5rMpWSe6pQicPlHjJZqyXLmz/9Dsz9bSWqVcGQ+Cg+o0WLOm47S1/PCV7YasJ7nS4wVdVStd3UxopAULTH27F/MuZR3q8ysTKip53EzGvU7Ja5NxiRdG5qs0GWdn70iojOORdIyZ9SmeZ1nyNnbV096nZiJUt6e5YpOJvF6QtTzbOMQV0ya4grJImGclrE0jykzrTaWv3Kwl4kem7kk32wxh9DaxaeRLOkzN2ny7lEV3iULdiCb6nxgL32jj6x2KHCvydiWxd9JksoudZCfNGqr4gIVSmh1rer+VXlWayc023zIC5DuA7yC+C/gu4nuA7yG+D/g+4oeAHyJ+APgB4jXAa4jXAa8jfg74OeIXgF8g3gC8gfgl4JdZg+YMCgyKKjiAO4gzwBnirgsEFwmeBwQPCT7gPuJtwNuICwEEgYQO4B3EJeAS8RDwEHENuEa8B3gP8T7gfcQHgA8QHwI+RHwE+Ajxa8Cv0Vsut/8JjAbJ9nwFeQyFYyQcQeEICWdQOENCDQrmVTSnSXX+7MDB+Ua5+r784dvG2uaX6bmSt1asVeuNVbU+WpvWnnVq1S2W+577kfuZ+7X4J7+SX80XJ+pCbnrPSwuM/Lu/ehEOPQ==</latexit>

Minimize:
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Test Time

?
?

?

y(x; w̃) =

⇢
1 if w̃T x̃ � 0 ,
�1 otherwise.

x̃ = [1, x1, ..., xn]
<latexit sha1_base64="TDEs/NAoCaMyKpu3Cy8Uq6pgwkA=">AAAGXnicbdTBbtMwGAfwFLYyAmMbXJC4WEyggUaU7ALShDQxTWOTNg3Urh11qRzHSa3FTpc4a6IoB3hLbjwAD4HTVWxfjaWojn//z3aayP4k5ply3V+te/eXltsPVh7ajx6vPllb33h6niV5SlmXJnGS9n2SsZhL1lVcxaw/SRkRfsx6/uV+471rlmY8kR1VTthQkEjykFOi9NBo/Q/2WcRlxa4kSVNSvq3tcgv7BdpFWPE4YBX2p/Ub9Bp91BeOWahwhex51aykrmhcI9tDTUD4SVHxsEb4KifB3Tm+d27vCu0Ru0IuwrtoG2GM7Hfev/JEjVk65Rlz9LSYyWC+jr5JeTRWji6w7851s7mBt12MvG3HcfSvHM5CTfHto43WN13HnTVkdrx5Z9Oat7PRxtI3HCQ0F0wqGpMsG3juRA31fhSnMattnGdsQuglidhAdyURLBtWs9dSo1d6JEBhkupLKjQbvVtREZFlpfB1UhA1zhatGfyfDXIVfhhWXE5yxSS9WSjMY6QS1LxjFPCUURWXukNoyvVeER2TlFClvwQbSzaliRBE/zfYP6gH7rDCzSJ+WB3U9YIfAj80/Aj4keHHwI8N7wDvGN4F3jW8B7xneB943/AL4Bfa7YUEAQlizOAD9w2nwKnhQQACgREIQxAIjUAEPDJ8DHxsOOcgwI2AAC4MT4AnhivgyvAceG74NfBrw6fAp4YXwAvDS+Bl8xGAgDi9DVASV6eLM4gTGDgxAvswsF83p5G3ePaYnfMdx9P9Lzube5/m59KK9cJ6aW1ZnvXe2rM+W2dW16Ktr62i9aP1c/l3u91eba/dRO+15jXPLNDaz/8CKUhASg==</latexit><latexit sha1_base64="TDEs/NAoCaMyKpu3Cy8Uq6pgwkA=">AAAGXnicbdTBbtMwGAfwFLYyAmMbXJC4WEyggUaU7ALShDQxTWOTNg3Urh11qRzHSa3FTpc4a6IoB3hLbjwAD4HTVWxfjaWojn//z3aayP4k5ply3V+te/eXltsPVh7ajx6vPllb33h6niV5SlmXJnGS9n2SsZhL1lVcxaw/SRkRfsx6/uV+471rlmY8kR1VTthQkEjykFOi9NBo/Q/2WcRlxa4kSVNSvq3tcgv7BdpFWPE4YBX2p/Ub9Bp91BeOWahwhex51aykrmhcI9tDTUD4SVHxsEb4KifB3Tm+d27vCu0Ru0IuwrtoG2GM7Hfev/JEjVk65Rlz9LSYyWC+jr5JeTRWji6w7851s7mBt12MvG3HcfSvHM5CTfHto43WN13HnTVkdrx5Z9Oat7PRxtI3HCQ0F0wqGpMsG3juRA31fhSnMattnGdsQuglidhAdyURLBtWs9dSo1d6JEBhkupLKjQbvVtREZFlpfB1UhA1zhatGfyfDXIVfhhWXE5yxSS9WSjMY6QS1LxjFPCUURWXukNoyvVeER2TlFClvwQbSzaliRBE/zfYP6gH7rDCzSJ+WB3U9YIfAj80/Aj4keHHwI8N7wDvGN4F3jW8B7xneB943/AL4Bfa7YUEAQlizOAD9w2nwKnhQQACgREIQxAIjUAEPDJ8DHxsOOcgwI2AAC4MT4AnhivgyvAceG74NfBrw6fAp4YXwAvDS+Bl8xGAgDi9DVASV6eLM4gTGDgxAvswsF83p5G3ePaYnfMdx9P9Lzube5/m59KK9cJ6aW1ZnvXe2rM+W2dW16Ktr62i9aP1c/l3u91eba/dRO+15jXPLNDaz/8CKUhASg==</latexit><latexit sha1_base64="TDEs/NAoCaMyKpu3Cy8Uq6pgwkA=">AAAGXnicbdTBbtMwGAfwFLYyAmMbXJC4WEyggUaU7ALShDQxTWOTNg3Urh11qRzHSa3FTpc4a6IoB3hLbjwAD4HTVWxfjaWojn//z3aayP4k5ply3V+te/eXltsPVh7ajx6vPllb33h6niV5SlmXJnGS9n2SsZhL1lVcxaw/SRkRfsx6/uV+471rlmY8kR1VTthQkEjykFOi9NBo/Q/2WcRlxa4kSVNSvq3tcgv7BdpFWPE4YBX2p/Ub9Bp91BeOWahwhex51aykrmhcI9tDTUD4SVHxsEb4KifB3Tm+d27vCu0Ru0IuwrtoG2GM7Hfev/JEjVk65Rlz9LSYyWC+jr5JeTRWji6w7851s7mBt12MvG3HcfSvHM5CTfHto43WN13HnTVkdrx5Z9Oat7PRxtI3HCQ0F0wqGpMsG3juRA31fhSnMattnGdsQuglidhAdyURLBtWs9dSo1d6JEBhkupLKjQbvVtREZFlpfB1UhA1zhatGfyfDXIVfhhWXE5yxSS9WSjMY6QS1LxjFPCUURWXukNoyvVeER2TlFClvwQbSzaliRBE/zfYP6gH7rDCzSJ+WB3U9YIfAj80/Aj4keHHwI8N7wDvGN4F3jW8B7xneB943/AL4Bfa7YUEAQlizOAD9w2nwKnhQQACgREIQxAIjUAEPDJ8DHxsOOcgwI2AAC4MT4AnhivgyvAceG74NfBrw6fAp4YXwAvDS+Bl8xGAgDi9DVASV6eLM4gTGDgxAvswsF83p5G3ePaYnfMdx9P9Lzube5/m59KK9cJ6aW1ZnvXe2rM+W2dW16Ktr62i9aP1c/l3u91eba/dRO+15jXPLNDaz/8CKUhASg==</latexit><latexit sha1_base64="TDEs/NAoCaMyKpu3Cy8Uq6pgwkA=">AAAGXnicbdTBbtMwGAfwFLYyAmMbXJC4WEyggUaU7ALShDQxTWOTNg3Urh11qRzHSa3FTpc4a6IoB3hLbjwAD4HTVWxfjaWojn//z3aayP4k5ply3V+te/eXltsPVh7ajx6vPllb33h6niV5SlmXJnGS9n2SsZhL1lVcxaw/SRkRfsx6/uV+471rlmY8kR1VTthQkEjykFOi9NBo/Q/2WcRlxa4kSVNSvq3tcgv7BdpFWPE4YBX2p/Ub9Bp91BeOWahwhex51aykrmhcI9tDTUD4SVHxsEb4KifB3Tm+d27vCu0Ru0IuwrtoG2GM7Hfev/JEjVk65Rlz9LSYyWC+jr5JeTRWji6w7851s7mBt12MvG3HcfSvHM5CTfHto43WN13HnTVkdrx5Z9Oat7PRxtI3HCQ0F0wqGpMsG3juRA31fhSnMattnGdsQuglidhAdyURLBtWs9dSo1d6JEBhkupLKjQbvVtREZFlpfB1UhA1zhatGfyfDXIVfhhWXE5yxSS9WSjMY6QS1LxjFPCUURWXukNoyvVeER2TlFClvwQbSzaliRBE/zfYP6gH7rDCzSJ+WB3U9YIfAj80/Aj4keHHwI8N7wDvGN4F3jW8B7xneB943/AL4Bfa7YUEAQlizOAD9w2nwKnhQQACgREIQxAIjUAEPDJ8DHxsOOcgwI2AAC4MT4AnhivgyvAceG74NfBrw6fAp4YXwAvDS+Bl8xGAgDi9DVASV6eLM4gTGDgxAvswsF83p5G3ePaYnfMdx9P9Lzube5/m59KK9cJ6aW1ZnvXe2rM+W2dW16Ktr62i9aP1c/l3u91eba/dRO+15jXPLNDaz/8CKUhASg==</latexit>

.

N
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Centered Perceptron

• Center the xns so that w0 = 0.

• Set w1 to 0.

• Iteratively, pick a random index n.

– If xn is correctly classified, do nothing.

– Otherwise, wt+1 = wt + tnxn.
<latexit sha1_base64="CHc5meR7QBBr5Ec0Tb1JGbQAXoU=">AAAHhnicfZRbb9MwFIDTwegotw3e4OWIFQmxqUonofEyaaJMY5N2Qaxrp6aqHMdJrcVOFLs3ovwx/glvvMKvwElbta7HorY68ff5+HJcu3FIhbTtX6W1Bw/XH5U3HleePH32/MXm1strEQ0STJo4CqOk7SJBQspJU1IZknacEMTckLTc20bOW0OSCBrxKzmJSZehgFOfYiRVU2+r9N1xSUB5SiVh9AfJKhUnD6FBuCQJyD6Bauq4PoyzHq8KEJFqQxKqo559YFdrc/87kTNxlPXqVZARVB2GZN/1UztbeCcqqxp7SMLJLsQU3wKCBHEvYkC5R8bAa1CpAKxOC0B9VPM0ib88KaACcJQkBMtwAjhEQqgVEm8XvAh4JPuUB7Wi91KKC7WyZEQF2V1MO5U79QwOYPGewQ7IHof5YCkvlqKSEO4t75n22tvctmt28YAZ1GfBtjV7Lntb668dL8IDpja9mH+nbseym6JEUhyqjM5AkBjhWxSQjgo5YkR006L8GbxTLR74UaK+XELRutwjRUyICXOVmRdErLK88S7WGUj/UzelPB5IwvF0IH8Q5rXNzxJ4dLbnHkU4oWqugPsoQVjVWKhN+ULUYhJyphJfxHnZo+RD6qAkYGicqcUFzm4e3SdSPhdV9D9R0EBpxe89CisUdreSOkdZOj2vbnqU5SXlZIQjxtTZVNU/yjp2N50f6FzQ+bHGjw1+ovETg59q/NTgVxq/MnhT402DtzTeMnhb422D32j8Jt+gFQNpBjIyuBp3DY41jg3ueZrgGYLva4JvCIHGA4P3Nd43OKWaQA2BaZwZPNJ4ZHCpcWnwgcYHBh9qfGjwkcZHBh9rfGzwicYnxr+EnS8EjML0fDUDO9OFM0No6EIjK27T+urdaQbXe7W6ir/tbR9+nt2rG9Yb66313qpb+9ah9dW6tJoWLv0s/S79Kf0tb5Rr5Y/l/am6Vpr1eWVpT/nwH44lq2c=</latexit><latexit sha1_base64="CHc5meR7QBBr5Ec0Tb1JGbQAXoU=">AAAHhnicfZRbb9MwFIDTwegotw3e4OWIFQmxqUonofEyaaJMY5N2Qaxrp6aqHMdJrcVOFLs3ovwx/glvvMKvwElbta7HorY68ff5+HJcu3FIhbTtX6W1Bw/XH5U3HleePH32/MXm1strEQ0STJo4CqOk7SJBQspJU1IZknacEMTckLTc20bOW0OSCBrxKzmJSZehgFOfYiRVU2+r9N1xSUB5SiVh9AfJKhUnD6FBuCQJyD6Bauq4PoyzHq8KEJFqQxKqo559YFdrc/87kTNxlPXqVZARVB2GZN/1UztbeCcqqxp7SMLJLsQU3wKCBHEvYkC5R8bAa1CpAKxOC0B9VPM0ib88KaACcJQkBMtwAjhEQqgVEm8XvAh4JPuUB7Wi91KKC7WyZEQF2V1MO5U79QwOYPGewQ7IHof5YCkvlqKSEO4t75n22tvctmt28YAZ1GfBtjV7Lntb668dL8IDpja9mH+nbseym6JEUhyqjM5AkBjhWxSQjgo5YkR006L8GbxTLR74UaK+XELRutwjRUyICXOVmRdErLK88S7WGUj/UzelPB5IwvF0IH8Q5rXNzxJ4dLbnHkU4oWqugPsoQVjVWKhN+ULUYhJyphJfxHnZo+RD6qAkYGicqcUFzm4e3SdSPhdV9D9R0EBpxe89CisUdreSOkdZOj2vbnqU5SXlZIQjxtTZVNU/yjp2N50f6FzQ+bHGjw1+ovETg59q/NTgVxq/MnhT402DtzTeMnhb422D32j8Jt+gFQNpBjIyuBp3DY41jg3ueZrgGYLva4JvCIHGA4P3Nd43OKWaQA2BaZwZPNJ4ZHCpcWnwgcYHBh9qfGjwkcZHBh9rfGzwicYnxr+EnS8EjML0fDUDO9OFM0No6EIjK27T+urdaQbXe7W6ir/tbR9+nt2rG9Yb66313qpb+9ah9dW6tJoWLv0s/S79Kf0tb5Rr5Y/l/am6Vpr1eWVpT/nwH44lq2c=</latexit><latexit sha1_base64="CHc5meR7QBBr5Ec0Tb1JGbQAXoU=">AAAHhnicfZRbb9MwFIDTwegotw3e4OWIFQmxqUonofEyaaJMY5N2Qaxrp6aqHMdJrcVOFLs3ovwx/glvvMKvwElbta7HorY68ff5+HJcu3FIhbTtX6W1Bw/XH5U3HleePH32/MXm1strEQ0STJo4CqOk7SJBQspJU1IZknacEMTckLTc20bOW0OSCBrxKzmJSZehgFOfYiRVU2+r9N1xSUB5SiVh9AfJKhUnD6FBuCQJyD6Bauq4PoyzHq8KEJFqQxKqo559YFdrc/87kTNxlPXqVZARVB2GZN/1UztbeCcqqxp7SMLJLsQU3wKCBHEvYkC5R8bAa1CpAKxOC0B9VPM0ib88KaACcJQkBMtwAjhEQqgVEm8XvAh4JPuUB7Wi91KKC7WyZEQF2V1MO5U79QwOYPGewQ7IHof5YCkvlqKSEO4t75n22tvctmt28YAZ1GfBtjV7Lntb668dL8IDpja9mH+nbseym6JEUhyqjM5AkBjhWxSQjgo5YkR006L8GbxTLR74UaK+XELRutwjRUyICXOVmRdErLK88S7WGUj/UzelPB5IwvF0IH8Q5rXNzxJ4dLbnHkU4oWqugPsoQVjVWKhN+ULUYhJyphJfxHnZo+RD6qAkYGicqcUFzm4e3SdSPhdV9D9R0EBpxe89CisUdreSOkdZOj2vbnqU5SXlZIQjxtTZVNU/yjp2N50f6FzQ+bHGjw1+ovETg59q/NTgVxq/MnhT402DtzTeMnhb422D32j8Jt+gFQNpBjIyuBp3DY41jg3ueZrgGYLva4JvCIHGA4P3Nd43OKWaQA2BaZwZPNJ4ZHCpcWnwgcYHBh9qfGjwkcZHBh9rfGzwicYnxr+EnS8EjML0fDUDO9OFM0No6EIjK27T+urdaQbXe7W6ir/tbR9+nt2rG9Yb66313qpb+9ah9dW6tJoWLv0s/S79Kf0tb5Rr5Y/l/am6Vpr1eWVpT/nwH44lq2c=</latexit><latexit sha1_base64="CHc5meR7QBBr5Ec0Tb1JGbQAXoU=">AAAHhnicfZRbb9MwFIDTwegotw3e4OWIFQmxqUonofEyaaJMY5N2Qaxrp6aqHMdJrcVOFLs3ovwx/glvvMKvwElbta7HorY68ff5+HJcu3FIhbTtX6W1Bw/XH5U3HleePH32/MXm1strEQ0STJo4CqOk7SJBQspJU1IZknacEMTckLTc20bOW0OSCBrxKzmJSZehgFOfYiRVU2+r9N1xSUB5SiVh9AfJKhUnD6FBuCQJyD6Bauq4PoyzHq8KEJFqQxKqo559YFdrc/87kTNxlPXqVZARVB2GZN/1UztbeCcqqxp7SMLJLsQU3wKCBHEvYkC5R8bAa1CpAKxOC0B9VPM0ib88KaACcJQkBMtwAjhEQqgVEm8XvAh4JPuUB7Wi91KKC7WyZEQF2V1MO5U79QwOYPGewQ7IHof5YCkvlqKSEO4t75n22tvctmt28YAZ1GfBtjV7Lntb668dL8IDpja9mH+nbseym6JEUhyqjM5AkBjhWxSQjgo5YkR006L8GbxTLR74UaK+XELRutwjRUyICXOVmRdErLK88S7WGUj/UzelPB5IwvF0IH8Q5rXNzxJ4dLbnHkU4oWqugPsoQVjVWKhN+ULUYhJyphJfxHnZo+RD6qAkYGicqcUFzm4e3SdSPhdV9D9R0EBpxe89CisUdreSOkdZOj2vbnqU5SXlZIQjxtTZVNU/yjp2N50f6FzQ+bHGjw1+ovETg59q/NTgVxq/MnhT402DtzTeMnhb422D32j8Jt+gFQNpBjIyuBp3DY41jg3ueZrgGYLva4JvCIHGA4P3Nd43OKWaQA2BaZwZPNJ4ZHCpcWnwgcYHBh9qfGjwkcZHBh9rfGzwicYnxr+EnS8EjML0fDUDO9OFM0No6EIjK27T+urdaQbXe7W6ir/tbR9+nt2rG9Yb66313qpb+9ah9dW6tJoWLv0s/S79Kf0tb5Rr5Y/l/am6Vpr1eWVpT/nwH44lq2c=</latexit>

E(w) = �
NX

n=1

sign(w · xn)tn
<latexit sha1_base64="P5p5Ssv7tG5iceRK55LN9/ywnag=">AAAHbXicfdV9a9NAHMDx29R11qdN8R8VORziNnS0E1GQweYse2Jzsj6NppbL5dIezV1KclnbhbwYX43/6p++Ct+C166iv/7mAi3X+3xzbZKGuL1AxqZQ+Dkze+36jbnc/M38rdt37t5bWLxfjcMk4qLCwyCM6i6LRSC1qBhpAlHvRYIpNxA1t7s98tqZiGIZ6rIZ9kRTsbaWvuTM2KnWwnunkael5dRx+9kK3aCvqBMnqpXqjWL25ch+kG29bJE63AsNddxBS69Q09J5p9laWCqsFcYbxYPiZLBEJttxa3HukeOFPFFCGx6wOG4UCz3TTFlkJA9ElneSWPQY77K2aNihZkrEzXR8lBl9bmc86oeRfWlDx7P/7pEyFcdD5dpSMdOJp200eZk1EuO/a6ZS9xIjNL/4Ij8JqAnp6JRRT0aCm2BoB4xH0v5WyjssYtzYE5t3Pgp7LJE4tOt+6omImTBaTR0WtRUbZPbY2s7L0eiqUOo/oR39Lxxdiiwdv1+RqHGiLk9Sp5SlzugMuG5ayrJ83tGiz0OlmPbsf2AraxSak8BPt2wAvQS8hHwH+A7yXeC7yPeA7yE/AH6AfB/4PvIy8DLyCvAK8irwKvIa8BryOvA68lPgp6MLNFUwUDC0ggvcRc6Bc+SeBwIPBb4PAh8FbeBt5B3gHeRSgkCioAu8i1wBV8hD4CFyA9wgT4AnyM+AnyHvA+8jHwAfIB8CHyI/B36O7nK1/TfgLEi3p1dQRzA4QsEhDA5RcAKDExSUYWBvRfs0KU4/O/Cgur5WfL325vP60uaHyXNlnjwmz8gyKZK3ZJPskmNSIZx8Jd/Id/Jj7lfuYe5J7ulFOjsz2ecBAVvuxW9K0rPn</latexit>

Given a training set  minimize: {(xn, tn)1≤n≤N}

The two populations can be translated so that the decision 
boundary goes through the origin. 



If  there is a number  and a parameter vector , with , such 
that 

 

the perceptron algorithm makes at most  errors, where .

γ > 0 w* | |w* | | = 1

∀n, tn(w* ⋅ xn) > γ ,
R2

γ2
R = maxn | |xn | |
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Convergence Theorem

γ

 is the marginγ



for n in range(nIt): 
  inds=list(range(ns)) 
  random.shuffle(inds) 
  for i in range(inds): 
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What if  is Small?γ

for n in range(nIt): 
  for i in range(ns):

Randomizing helps!

• If xn is correctly classified, do nothing.

• Otherwise, wt+1 = wt + tnxn.
<latexit sha1_base64="f7kTil6XmWCnSr2EWMg8d6csrvU=">AAAG3HicfZRbb9MwFIBTYGWU2zZekHix2JAQm6p2L+wFaWxMY5N2QVrXTk2pHMdJrcV25DhrS5Q33hCv/Ar+EP8GJ8vYTj1mJdHJ+T6f+KLYiyOW6FbrT+3e/Qdz9YfzjxqPnzx99nxhcek0kakitENkJFXPwwmNmKAdzXREe7GimHsR7Xrn2wXvXlCVMClO9DSmA45DwQJGsDap4cJv16MhExnTlLNvNG8gZC6E3CKB9gK0krlegCb5UKwgliAilaJER1NEIpwkphL115AvkZB6xETYLHvfKHGkR1SNWULXqlLjfJjp1XaOPqDr9xytIj0U6OpjmchXmg1TxqXC/ze44cJyq9kqG7KDdhUsO1U7Hi7OvXR9SVJOhS7H22+3Yj3IsNKMRGa2bprQGJNzHNK+CQXmNBlk5bLm6I3J+CiQytxCozJ7s0eGeZJMuWdMjvUomWVF8jbWT3WwMciYiFNNBbn8UJBGSEtU7BHyWbXGPsNEMTNWREZYYaLNTjbcT9TMRdEDU/copgprqd5lLlYhx5PczC1014roLpGJK9FE/xMTFhqtfN6h8FLhtyuZu5NnbrECnpft5Hmj4Qo6JpJzbPbV9XbyfmtQCUEpQL4L+K7F9wDfs/g+4PsWPwH8xOIdwDsW7wLetXgP8J7FzwA/KxZoxsDAwFYFD3DP4gRwYnHfB4JvCUEAhMASQsBDi48AH1mcMSAwS+CAc4tLwKXFNeDa4ingqcUvAL+w+BjwscUngE8sPgV8av0l/PBaIDjKDmcr8AMoHFjCNhS28+Isbc+enHZwut5sm/jL+vLmVnWqzjuvnNfOW6ftvHc2nc/OsdNxSG2ptlH7WNuqf61/r/+o/7xU79WqPi8c0Oq//gKmK3OV</latexit><latexit sha1_base64="f7kTil6XmWCnSr2EWMg8d6csrvU=">AAAG3HicfZRbb9MwFIBTYGWU2zZekHix2JAQm6p2L+wFaWxMY5N2QVrXTk2pHMdJrcV25DhrS5Q33hCv/Ar+EP8GJ8vYTj1mJdHJ+T6f+KLYiyOW6FbrT+3e/Qdz9YfzjxqPnzx99nxhcek0kakitENkJFXPwwmNmKAdzXREe7GimHsR7Xrn2wXvXlCVMClO9DSmA45DwQJGsDap4cJv16MhExnTlLNvNG8gZC6E3CKB9gK0krlegCb5UKwgliAilaJER1NEIpwkphL115AvkZB6xETYLHvfKHGkR1SNWULXqlLjfJjp1XaOPqDr9xytIj0U6OpjmchXmg1TxqXC/ze44cJyq9kqG7KDdhUsO1U7Hi7OvXR9SVJOhS7H22+3Yj3IsNKMRGa2bprQGJNzHNK+CQXmNBlk5bLm6I3J+CiQytxCozJ7s0eGeZJMuWdMjvUomWVF8jbWT3WwMciYiFNNBbn8UJBGSEtU7BHyWbXGPsNEMTNWREZYYaLNTjbcT9TMRdEDU/copgprqd5lLlYhx5PczC1014roLpGJK9FE/xMTFhqtfN6h8FLhtyuZu5NnbrECnpft5Hmj4Qo6JpJzbPbV9XbyfmtQCUEpQL4L+K7F9wDfs/g+4PsWPwH8xOIdwDsW7wLetXgP8J7FzwA/KxZoxsDAwFYFD3DP4gRwYnHfB4JvCUEAhMASQsBDi48AH1mcMSAwS+CAc4tLwKXFNeDa4ingqcUvAL+w+BjwscUngE8sPgV8av0l/PBaIDjKDmcr8AMoHFjCNhS28+Isbc+enHZwut5sm/jL+vLmVnWqzjuvnNfOW6ftvHc2nc/OsdNxSG2ptlH7WNuqf61/r/+o/7xU79WqPi8c0Oq//gKmK3OV</latexit><latexit sha1_base64="f7kTil6XmWCnSr2EWMg8d6csrvU=">AAAG3HicfZRbb9MwFIBTYGWU2zZekHix2JAQm6p2L+wFaWxMY5N2QVrXTk2pHMdJrcV25DhrS5Q33hCv/Ar+EP8GJ8vYTj1mJdHJ+T6f+KLYiyOW6FbrT+3e/Qdz9YfzjxqPnzx99nxhcek0kakitENkJFXPwwmNmKAdzXREe7GimHsR7Xrn2wXvXlCVMClO9DSmA45DwQJGsDap4cJv16MhExnTlLNvNG8gZC6E3CKB9gK0krlegCb5UKwgliAilaJER1NEIpwkphL115AvkZB6xETYLHvfKHGkR1SNWULXqlLjfJjp1XaOPqDr9xytIj0U6OpjmchXmg1TxqXC/ze44cJyq9kqG7KDdhUsO1U7Hi7OvXR9SVJOhS7H22+3Yj3IsNKMRGa2bprQGJNzHNK+CQXmNBlk5bLm6I3J+CiQytxCozJ7s0eGeZJMuWdMjvUomWVF8jbWT3WwMciYiFNNBbn8UJBGSEtU7BHyWbXGPsNEMTNWREZYYaLNTjbcT9TMRdEDU/copgprqd5lLlYhx5PczC1014roLpGJK9FE/xMTFhqtfN6h8FLhtyuZu5NnbrECnpft5Hmj4Qo6JpJzbPbV9XbyfmtQCUEpQL4L+K7F9wDfs/g+4PsWPwH8xOIdwDsW7wLetXgP8J7FzwA/KxZoxsDAwFYFD3DP4gRwYnHfB4JvCUEAhMASQsBDi48AH1mcMSAwS+CAc4tLwKXFNeDa4ingqcUvAL+w+BjwscUngE8sPgV8av0l/PBaIDjKDmcr8AMoHFjCNhS28+Isbc+enHZwut5sm/jL+vLmVnWqzjuvnNfOW6ftvHc2nc/OsdNxSG2ptlH7WNuqf61/r/+o/7xU79WqPi8c0Oq//gKmK3OV</latexit><latexit sha1_base64="f7kTil6XmWCnSr2EWMg8d6csrvU=">AAAG3HicfZRbb9MwFIBTYGWU2zZekHix2JAQm6p2L+wFaWxMY5N2QVrXTk2pHMdJrcV25DhrS5Q33hCv/Ar+EP8GJ8vYTj1mJdHJ+T6f+KLYiyOW6FbrT+3e/Qdz9YfzjxqPnzx99nxhcek0kakitENkJFXPwwmNmKAdzXREe7GimHsR7Xrn2wXvXlCVMClO9DSmA45DwQJGsDap4cJv16MhExnTlLNvNG8gZC6E3CKB9gK0krlegCb5UKwgliAilaJER1NEIpwkphL115AvkZB6xETYLHvfKHGkR1SNWULXqlLjfJjp1XaOPqDr9xytIj0U6OpjmchXmg1TxqXC/ze44cJyq9kqG7KDdhUsO1U7Hi7OvXR9SVJOhS7H22+3Yj3IsNKMRGa2bprQGJNzHNK+CQXmNBlk5bLm6I3J+CiQytxCozJ7s0eGeZJMuWdMjvUomWVF8jbWT3WwMciYiFNNBbn8UJBGSEtU7BHyWbXGPsNEMTNWREZYYaLNTjbcT9TMRdEDU/copgprqd5lLlYhx5PczC1014roLpGJK9FE/xMTFhqtfN6h8FLhtyuZu5NnbrECnpft5Hmj4Qo6JpJzbPbV9XbyfmtQCUEpQL4L+K7F9wDfs/g+4PsWPwH8xOIdwDsW7wLetXgP8J7FzwA/KxZoxsDAwFYFD3DP4gRwYnHfB4JvCUEAhMASQsBDi48AH1mcMSAwS+CAc4tLwKXFNeDa4ingqcUvAL+w+BjwscUngE8sPgV8av0l/PBaIDjKDmcr8AMoHFjCNhS28+Isbc+enHZwut5sm/jL+vLmVnWqzjuvnNfOW6ftvHc2nc/OsdNxSG2ptlH7WNuqf61/r/+o/7xU79WqPi8c0Oq//gKmK3OV</latexit>

• If xn is correctly classified, do nothing.

• Otherwise, wt+1 = wt + tnxn.
<latexit sha1_base64="f7kTil6XmWCnSr2EWMg8d6csrvU=">AAAG3HicfZRbb9MwFIBTYGWU2zZekHix2JAQm6p2L+wFaWxMY5N2QVrXTk2pHMdJrcV25DhrS5Q33hCv/Ar+EP8GJ8vYTj1mJdHJ+T6f+KLYiyOW6FbrT+3e/Qdz9YfzjxqPnzx99nxhcek0kakitENkJFXPwwmNmKAdzXREe7GimHsR7Xrn2wXvXlCVMClO9DSmA45DwQJGsDap4cJv16MhExnTlLNvNG8gZC6E3CKB9gK0krlegCb5UKwgliAilaJER1NEIpwkphL115AvkZB6xETYLHvfKHGkR1SNWULXqlLjfJjp1XaOPqDr9xytIj0U6OpjmchXmg1TxqXC/ze44cJyq9kqG7KDdhUsO1U7Hi7OvXR9SVJOhS7H22+3Yj3IsNKMRGa2bprQGJNzHNK+CQXmNBlk5bLm6I3J+CiQytxCozJ7s0eGeZJMuWdMjvUomWVF8jbWT3WwMciYiFNNBbn8UJBGSEtU7BHyWbXGPsNEMTNWREZYYaLNTjbcT9TMRdEDU/copgprqd5lLlYhx5PczC1014roLpGJK9FE/xMTFhqtfN6h8FLhtyuZu5NnbrECnpft5Hmj4Qo6JpJzbPbV9XbyfmtQCUEpQL4L+K7F9wDfs/g+4PsWPwH8xOIdwDsW7wLetXgP8J7FzwA/KxZoxsDAwFYFD3DP4gRwYnHfB4JvCUEAhMASQsBDi48AH1mcMSAwS+CAc4tLwKXFNeDa4ingqcUvAL+w+BjwscUngE8sPgV8av0l/PBaIDjKDmcr8AMoHFjCNhS28+Isbc+enHZwut5sm/jL+vLmVnWqzjuvnNfOW6ftvHc2nc/OsdNxSG2ptlH7WNuqf61/r/+o/7xU79WqPi8c0Oq//gKmK3OV</latexit><latexit sha1_base64="f7kTil6XmWCnSr2EWMg8d6csrvU=">AAAG3HicfZRbb9MwFIBTYGWU2zZekHix2JAQm6p2L+wFaWxMY5N2QVrXTk2pHMdJrcV25DhrS5Q33hCv/Ar+EP8GJ8vYTj1mJdHJ+T6f+KLYiyOW6FbrT+3e/Qdz9YfzjxqPnzx99nxhcek0kakitENkJFXPwwmNmKAdzXREe7GimHsR7Xrn2wXvXlCVMClO9DSmA45DwQJGsDap4cJv16MhExnTlLNvNG8gZC6E3CKB9gK0krlegCb5UKwgliAilaJER1NEIpwkphL115AvkZB6xETYLHvfKHGkR1SNWULXqlLjfJjp1XaOPqDr9xytIj0U6OpjmchXmg1TxqXC/ze44cJyq9kqG7KDdhUsO1U7Hi7OvXR9SVJOhS7H22+3Yj3IsNKMRGa2bprQGJNzHNK+CQXmNBlk5bLm6I3J+CiQytxCozJ7s0eGeZJMuWdMjvUomWVF8jbWT3WwMciYiFNNBbn8UJBGSEtU7BHyWbXGPsNEMTNWREZYYaLNTjbcT9TMRdEDU/copgprqd5lLlYhx5PczC1014roLpGJK9FE/xMTFhqtfN6h8FLhtyuZu5NnbrECnpft5Hmj4Qo6JpJzbPbV9XbyfmtQCUEpQL4L+K7F9wDfs/g+4PsWPwH8xOIdwDsW7wLetXgP8J7FzwA/KxZoxsDAwFYFD3DP4gRwYnHfB4JvCUEAhMASQsBDi48AH1mcMSAwS+CAc4tLwKXFNeDa4ingqcUvAL+w+BjwscUngE8sPgV8av0l/PBaIDjKDmcr8AMoHFjCNhS28+Isbc+enHZwut5sm/jL+vLmVnWqzjuvnNfOW6ftvHc2nc/OsdNxSG2ptlH7WNuqf61/r/+o/7xU79WqPi8c0Oq//gKmK3OV</latexit><latexit sha1_base64="f7kTil6XmWCnSr2EWMg8d6csrvU=">AAAG3HicfZRbb9MwFIBTYGWU2zZekHix2JAQm6p2L+wFaWxMY5N2QVrXTk2pHMdJrcV25DhrS5Q33hCv/Ar+EP8GJ8vYTj1mJdHJ+T6f+KLYiyOW6FbrT+3e/Qdz9YfzjxqPnzx99nxhcek0kakitENkJFXPwwmNmKAdzXREe7GimHsR7Xrn2wXvXlCVMClO9DSmA45DwQJGsDap4cJv16MhExnTlLNvNG8gZC6E3CKB9gK0krlegCb5UKwgliAilaJER1NEIpwkphL115AvkZB6xETYLHvfKHGkR1SNWULXqlLjfJjp1XaOPqDr9xytIj0U6OpjmchXmg1TxqXC/ze44cJyq9kqG7KDdhUsO1U7Hi7OvXR9SVJOhS7H22+3Yj3IsNKMRGa2bprQGJNzHNK+CQXmNBlk5bLm6I3J+CiQytxCozJ7s0eGeZJMuWdMjvUomWVF8jbWT3WwMciYiFNNBbn8UJBGSEtU7BHyWbXGPsNEMTNWREZYYaLNTjbcT9TMRdEDU/copgprqd5lLlYhx5PczC1014roLpGJK9FE/xMTFhqtfN6h8FLhtyuZu5NnbrECnpft5Hmj4Qo6JpJzbPbV9XbyfmtQCUEpQL4L+K7F9wDfs/g+4PsWPwH8xOIdwDsW7wLetXgP8J7FzwA/KxZoxsDAwFYFD3DP4gRwYnHfB4JvCUEAhMASQsBDi48AH1mcMSAwS+CAc4tLwKXFNeDa4ingqcUvAL+w+BjwscUngE8sPgV8av0l/PBaIDjKDmcr8AMoHFjCNhS28+Isbc+enHZwut5sm/jL+vLmVnWqzjuvnNfOW6ftvHc2nc/OsdNxSG2ptlH7WNuqf61/r/+o/7xU79WqPi8c0Oq//gKmK3OV</latexit><latexit sha1_base64="f7kTil6XmWCnSr2EWMg8d6csrvU=">AAAG3HicfZRbb9MwFIBTYGWU2zZekHix2JAQm6p2L+wFaWxMY5N2QVrXTk2pHMdJrcV25DhrS5Q33hCv/Ar+EP8GJ8vYTj1mJdHJ+T6f+KLYiyOW6FbrT+3e/Qdz9YfzjxqPnzx99nxhcek0kakitENkJFXPwwmNmKAdzXREe7GimHsR7Xrn2wXvXlCVMClO9DSmA45DwQJGsDap4cJv16MhExnTlLNvNG8gZC6E3CKB9gK0krlegCb5UKwgliAilaJER1NEIpwkphL115AvkZB6xETYLHvfKHGkR1SNWULXqlLjfJjp1XaOPqDr9xytIj0U6OpjmchXmg1TxqXC/ze44cJyq9kqG7KDdhUsO1U7Hi7OvXR9SVJOhS7H22+3Yj3IsNKMRGa2bprQGJNzHNK+CQXmNBlk5bLm6I3J+CiQytxCozJ7s0eGeZJMuWdMjvUomWVF8jbWT3WwMciYiFNNBbn8UJBGSEtU7BHyWbXGPsNEMTNWREZYYaLNTjbcT9TMRdEDU/copgprqd5lLlYhx5PczC1014roLpGJK9FE/xMTFhqtfN6h8FLhtyuZu5NnbrECnpft5Hmj4Qo6JpJzbPbV9XbyfmtQCUEpQL4L+K7F9wDfs/g+4PsWPwH8xOIdwDsW7wLetXgP8J7FzwA/KxZoxsDAwFYFD3DP4gRwYnHfB4JvCUEAhMASQsBDi48AH1mcMSAwS+CAc4tLwKXFNeDa4ingqcUvAL+w+BjwscUngE8sPgV8av0l/PBaIDjKDmcr8AMoHFjCNhS28+Isbc+enHZwut5sm/jL+vLmVnWqzjuvnNfOW6ftvHc2nc/OsdNxSG2ptlH7WNuqf61/r/+o/7xU79WqPi8c0Oq//gKmK3OV</latexit>
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What if g Does Not Exist?

20% of outliers

30% of outliers

Still works up to a point but no guarantee!
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Optional: Python Implementation (1)
def perceptronRand(xs,ys,nIt=200,randP=True): 

    N, D = xs.shape                          # Get data shape. 

    w = np.zeros(D)                          # Init weights. 

    for it in range(nIt):                      # Train. 

        allCorrect = True                     # Generate indices. 

        inds = np.random.permutation(N) if randP else np.arange(N)    

        for i in inds: 

            x = xs[i]                                 # Pick one sample. 

            y = 2*(np.inner(x,w) > 0)-1  # Predict the label. 

            if y != ys[i]:                           # Misclassified. 

                w += ys[i] * x                    # Update weights. 

                w /= np.linalg.norm(w)      # Normalize length. 

                allCorrect = False               # Something has changed. 

        print('It {}: {}'.format(it + 1,linearAccuracy(xs, ys, w))) 

        if allCorrect:  

            break                                       # Finish training. 

    return w 

def linearAccuracy(xs,ys,ws): 

    return(sum(ys   == (2 * (xs @ ws >0)) - 1) * 100/len(ys))

Call to numpy. Mostly 
coded in C or Fortran.
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Optional: Python Implementation (2)
def perceptronRand(xs,ys,nIt=200,randP=True): 
    N, D = xs.shape                          # Get data shape. 
    w = np.zeros(D)                          # Init weights. 
    bestW = None 
    bestA = 0.0 
    for it in range(nIt):                      # Train. 
        allCorrect = True                     # Generate indices. 
        inds = np.random.permutation(N) if randP else np.arange(N)    
        for i in inds: 
            x = xs[i]                                 # Pick one sample. 
            y = 2*(np.inner(x,w) > 0)-1  # Predict the label. 
            if y != ys[i]:                           # Misclassified. 
                w += ys[i] * x                    # Update weights. 
                w /= np.linalg.norm(w)      # Normalize length. 
                allCorrect = False               # Something has changed. 
                acc  = linearAccuracy(xs, ys, w) 
                if(acc>bestA): 
                    bestW = w 
                    bestA = acc 
        print('It {}: {}'.format(it + 1,bestA)) 
        if allCorrect:  
            break                                       # Finish training. 
    return bestW

Record best solution.
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Optional: JAVA Implementation
import org.nd4j.linalg.api.ndarray.INDArray; 
import org.nd4j.linalg.factory.Nd4j; 
import java.lang.Float; 

class Perceptron { 
    public Perceptron() {} 

    public static INDArray perceptronRand(INDArray xs, INDArray ys, int nIt, boolean randP){ 
        long[] shape = xs.shape();                                                          // Get data shape 
        long N       = shape[0]; 
        long D       = shape[1]; 

        INDArray w   = Nd4j.zeros(D,1); // Init weights 

        for (int it = 0; it < nIt; it++){ 
            boolean allCorrect = true; 
            INDArray inds = Nd4j.arange(0,D);                                         // Generate samples indices. 

            if (randP) 
                Nd4j.shuffle(inds); 

            for (int i = 0; i < N; i++){ 
                INDArray x = xs.getRow(i);                                                   // Pick one sample. 
                INDArray y = (x.mmul(w).gt(0)).mul(2).sub(1) ;                    // Predict the label. 
                if (y.data().asFloat()[0] != ys.getRow(i).data().asFloat()[0]){ // Misclassified. 

                    w = x.mul(ys.getRow(i)).add(w.transpose());                    // Update weights. 
                    w = w.div(w.norm2().add(1e-3)).transpose();                    // Unit normal length. 

                    allCorrect = false; 
                } 
            } 
            System.out.println("It " + it + ": " + linearAccuracy(xs, ys, w)); 
            if (allCorrect){ 
                break; 
            } 
        } 
        return w; 
    } 

public static String linearAccuracy(INDArray xs,INDArray ys,INDArray w){ 
        INDArray y = (xs.mmul(w).gt(0)).mul(2).sub(1); 
        return Nd4j.sum((y.eq(ys))).div(4).toString(); 
    }  

public class Main{ 
    public static void main (String[] args){ 

        INDArray xs      = Nd4j.create(new float[][]{{1,0},{0,1},{1,1},{0,0}}); 
        INDArray ys      = Nd4j.create(new float[][]{{1},{1},{1},{-1}}); 
        int nIt          = 200; 
        boolean randP    = true; 
        INDArray weights = Perceptron.perceptronRand(xs, ys, nIt, randP); 
    } 
} 

More verbose!
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NumPy/SciPy

The time-critical loops are usually implemented in C, C++ or 
Fortran. Parts of SciPy are thin layers of code on top of the 
scientific routines that are freely available at  http://
www.netlib.org/. Netlib is a huge repository of incredibly valuable 
and robust scientific algorithms written in C and Fortran. 

One of the design goals of NumPy was to make it buildable 
without a Fortran compiler, and if you don’t have LAPACK available 
NumPy will use its own implementation. SciPy requires a Fortran 
compiler to be built, and heavily depends on wrapped Fortran 
code.

https://www.scipy.org/scipylib/faq.html

http://www.netlib.org/
http://www.netlib.org/
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Optional: Pacman Apprenticeship

• Examples are states s. 
• Correct actions a are those taken by experts.  

• Feature vectors defined over pairs f(a,s). 

• Score of a pair taken to be w . f(a,s). 

• Adjust w so that   

when a* is the correct action for state s. 

8a,w · �(a⇤, s) � w · �(a, s)
<latexit sha1_base64="PBZFmmJup+5nAmG/ftOCYz22dqw=">AAAGbHicfdRva9NAHMDx23R11n+b+kSGcDiUOcZoRVDwyXCOucHmhHXt6HXjcrmkx3JJvLusKyEvxlfjU33om/A1eO0q+utvLtDy4z7fpMlBE+SJsq7R+Dkze+PmXO3W/O36nbv37j9YWHx4ZLPCCNkSWZKZTsCtTFQqW065RHZyI7kOEtkOzjZH3j6XxqosPXTDXPY0j1MVKcGdXzpdeMeizPAkoZyuURYMKBNh5ijL+2qFn6yu2ZeUxfILRebldGG5sd4YHxQPzcmwTCbHweni3BMWZqLQMnUi4dZ2m43c9UpunBKJrOqssDLn4ozHsuvHlGtpe+X4KSv63K+E1N+u/6SOjlf/PaPk2tqhDnypuevbaRstXmXdwkVve6VK88LJVFz+UFQk1GV0tGU0VEYKlwz9wIVR/l6p6HPDhfMbW2cfpH8WI/f8dT/l0nCXmdWScRNrflH5Z4vZ2mi6LlTpn9BP/wutin02/r4m0eNEX52UbKsq2WgHgqDcqqp6naVyIDKteRqWLNiquo3eJIjGAfRt4NvId4DvIN8Fvov8EPgh8hbwFvI28DbyDvAO8mPgx6MNmio4KDi6QgA8QC6AC+RhCIIQBVEEgggFMfAYeR94H7lSIFAo0MA18gx4htwBd8gL4AXyc+DnyAfAB8gvgF8gHwIfon+J3v8bCJ6U+9NX0Hsw2EPBJgw2feBfps3pVycejl6tN/38+fXyxvvJa3WeLJFnZIU0yRuyQT6SA9Iignwl38h38mPuV+1xban29DKdnZmc84iAo/biNydPTjQ=</latexit><latexit sha1_base64="PBZFmmJup+5nAmG/ftOCYz22dqw=">AAAGbHicfdRva9NAHMDx23R11n+b+kSGcDiUOcZoRVDwyXCOucHmhHXt6HXjcrmkx3JJvLusKyEvxlfjU33om/A1eO0q+utvLtDy4z7fpMlBE+SJsq7R+Dkze+PmXO3W/O36nbv37j9YWHx4ZLPCCNkSWZKZTsCtTFQqW065RHZyI7kOEtkOzjZH3j6XxqosPXTDXPY0j1MVKcGdXzpdeMeizPAkoZyuURYMKBNh5ijL+2qFn6yu2ZeUxfILRebldGG5sd4YHxQPzcmwTCbHweni3BMWZqLQMnUi4dZ2m43c9UpunBKJrOqssDLn4ozHsuvHlGtpe+X4KSv63K+E1N+u/6SOjlf/PaPk2tqhDnypuevbaRstXmXdwkVve6VK88LJVFz+UFQk1GV0tGU0VEYKlwz9wIVR/l6p6HPDhfMbW2cfpH8WI/f8dT/l0nCXmdWScRNrflH5Z4vZ2mi6LlTpn9BP/wutin02/r4m0eNEX52UbKsq2WgHgqDcqqp6naVyIDKteRqWLNiquo3eJIjGAfRt4NvId4DvIN8Fvov8EPgh8hbwFvI28DbyDvAO8mPgx6MNmio4KDi6QgA8QC6AC+RhCIIQBVEEgggFMfAYeR94H7lSIFAo0MA18gx4htwBd8gL4AXyc+DnyAfAB8gvgF8gHwIfon+J3v8bCJ6U+9NX0Hsw2EPBJgw2feBfps3pVycejl6tN/38+fXyxvvJa3WeLJFnZIU0yRuyQT6SA9Iignwl38h38mPuV+1xban29DKdnZmc84iAo/biNydPTjQ=</latexit><latexit sha1_base64="PBZFmmJup+5nAmG/ftOCYz22dqw=">AAAGbHicfdRva9NAHMDx23R11n+b+kSGcDiUOcZoRVDwyXCOucHmhHXt6HXjcrmkx3JJvLusKyEvxlfjU33om/A1eO0q+utvLtDy4z7fpMlBE+SJsq7R+Dkze+PmXO3W/O36nbv37j9YWHx4ZLPCCNkSWZKZTsCtTFQqW065RHZyI7kOEtkOzjZH3j6XxqosPXTDXPY0j1MVKcGdXzpdeMeizPAkoZyuURYMKBNh5ijL+2qFn6yu2ZeUxfILRebldGG5sd4YHxQPzcmwTCbHweni3BMWZqLQMnUi4dZ2m43c9UpunBKJrOqssDLn4ozHsuvHlGtpe+X4KSv63K+E1N+u/6SOjlf/PaPk2tqhDnypuevbaRstXmXdwkVve6VK88LJVFz+UFQk1GV0tGU0VEYKlwz9wIVR/l6p6HPDhfMbW2cfpH8WI/f8dT/l0nCXmdWScRNrflH5Z4vZ2mi6LlTpn9BP/wutin02/r4m0eNEX52UbKsq2WgHgqDcqqp6naVyIDKteRqWLNiquo3eJIjGAfRt4NvId4DvIN8Fvov8EPgh8hbwFvI28DbyDvAO8mPgx6MNmio4KDi6QgA8QC6AC+RhCIIQBVEEgggFMfAYeR94H7lSIFAo0MA18gx4htwBd8gL4AXyc+DnyAfAB8gvgF8gHwIfon+J3v8bCJ6U+9NX0Hsw2EPBJgw2feBfps3pVycejl6tN/38+fXyxvvJa3WeLJFnZIU0yRuyQT6SA9Iignwl38h38mPuV+1xban29DKdnZmc84iAo/biNydPTjQ=</latexit><latexit sha1_base64="PBZFmmJup+5nAmG/ftOCYz22dqw=">AAAGbHicfdRva9NAHMDx23R11n+b+kSGcDiUOcZoRVDwyXCOucHmhHXt6HXjcrmkx3JJvLusKyEvxlfjU33om/A1eO0q+utvLtDy4z7fpMlBE+SJsq7R+Dkze+PmXO3W/O36nbv37j9YWHx4ZLPCCNkSWZKZTsCtTFQqW065RHZyI7kOEtkOzjZH3j6XxqosPXTDXPY0j1MVKcGdXzpdeMeizPAkoZyuURYMKBNh5ijL+2qFn6yu2ZeUxfILRebldGG5sd4YHxQPzcmwTCbHweni3BMWZqLQMnUi4dZ2m43c9UpunBKJrOqssDLn4ozHsuvHlGtpe+X4KSv63K+E1N+u/6SOjlf/PaPk2tqhDnypuevbaRstXmXdwkVve6VK88LJVFz+UFQk1GV0tGU0VEYKlwz9wIVR/l6p6HPDhfMbW2cfpH8WI/f8dT/l0nCXmdWScRNrflH5Z4vZ2mi6LlTpn9BP/wutin02/r4m0eNEX52UbKsq2WgHgqDcqqp6naVyIDKteRqWLNiquo3eJIjGAfRt4NvId4DvIN8Fvov8EPgh8hbwFvI28DbyDvAO8mPgx6MNmio4KDi6QgA8QC6AC+RhCIIQBVEEgggFMfAYeR94H7lSIFAo0MA18gx4htwBd8gL4AXyc+DnyAfAB8gvgF8gHwIfon+J3v8bCJ6U+9NX0Hsw2EPBJgw2feBfps3pVycejl6tN/38+fXyxvvJa3WeLJFnZIU0yRuyQT6SA9Iignwl38h38mPuV+1xban29DKdnZmc84iAo/biNydPTjQ=</latexit>

http://ai.berkeley.edu/project_overview.html
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The Problem with the Perceptron

• Two different solutions among 
infinitely many.  

• The perceptron has no way to 
favor one over the other. 

E(w̃) = �
NX

n=1

sign(w̃ · x̃n)tn
<latexit sha1_base64="otGNp2MYcDDFThCmXfO0tXW/XPs=">AAAHhXicfdVbb9owFMBxd5fSZbd2e9terFWT2mmtoLu+VGvXod7UrlOhUBGGHMcBi9hBiVOgUT7YPsqe9rp9ixnKth5O10igg39/AkkUxeuFMjHF4veZGzdv3Z4tzN1x7t67/+Dh/MKjkyRKYy6qPAqjuO6xRIRSi6qRJhT1XiyY8kJR87pbI6+diTiRka6YYU80FWtrGUjOjF1qzR+7DYeWl1wjQ19krtfPl+k6XaFukqpWptdL+ddD+0G2Nb0cUZf7kaF/VwZ5Sy9T09KO23Ra84vF1eJ4o3goTYZFMtmOWguzT1w/4qkS2vCQJUmjVOyZZsZiI3kocsdNE9FjvMvaomFHzZRImtn46HP63K74NIhi+9KGjlcvfyNjKkmGyrOlYqaTTNto8SprpCZ438yk7qVGaH7xQ0EaUhPR0amkvowFN+HQDozH0v5XyjssZtzYE+64n4Q9llgc2P1+7omYmSh+kbksbis2yO2xtd2Xo+m6UOo/oZ3+F44uTp6N369J1DhRVyeZW84zd3QGPC8r57njuFr0eaQU0769vJt5o9icBEG2aQPoZeBl5NvAt5HvAN9Bvgt8F/k+8H3ke8D3kFeAV5BXgVeRnwA/QV4DXkNeB15Hfgr8dHSBpgoGCob24AH3kHPgHLnvg8BHQRCAIEBBG3gbeQd4B7mUIJAo6ALvIlfAFfIIeITcADfIU+Ap8jPgZ8j7wPvIB8AHyIfAh8jPgZ+ju1xt/Qs4C7Ot6T2oQxgcouAABgcoOIbBMQoqMLC3on2alKafHXg4WVstvVp982VtcePj5LkyR56SZ2SJlMg7skF2yBGpEk6+kR/kJ/lVKBRWCq8Lby/SGzOT7zwmYCt8+A1qz708</latexit>

The culprit
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The Problem with the Perceptron

Decision boundary

Position of x

sign(x ⋅ w)1

-1

•There is no difference between close and far from the decision 
boundary. 

•We want the positive and negative examples to be as far as 
possible from it.  

This is bad!
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From Perceptron to Logistic Regression

Decision boundary

Position of x

σ(x̃ ⋅ w̃)1

-1

Replace the step function (black) 
by a smoother one (red). 

This is a convex function of w!

• Replace the step function by a smooth function �.

• The prediction becomes y(x;w) = �(w̃ · x̃).

• Given the training set {(xn, tn)1nN} where tn 2 {0, 1}, minimize the
cross-entropy

E(w) = �
X

n

{tn ln yn + (1� tn) ln(1� yn)}

yn = y(xn;w)

with respect to w.
<latexit sha1_base64="QCLVzIhFZF7XSTsYnaWNcs6pfP0=">AAAJBXicfZXdbhtFFIA3LhRj/hq4g5sjYpDTppZdVAFClVpClLRVQqF2kipjWbOzs/YoO7PL7mzszWqveRruELe8A3e8DWfXDuFkSkeyd/Z835z51/pJpDI7GPy90br11tu332m/23nv/Q8+/OjO5sfHWZynQo5FHMXpqc8zGSkjx1bZSJ4mqeTaj+SJf75b85MLmWYqNiNbJHKi+cyoUAluMTTd3PiL+XKmTKms1OpSVp0OsLoOP8sk4kKCnUvIrEwgzI2oG4FfAIdMx7GdXwe7LFMzzbt96MBVihE2xdEEat1OiljLDLpFj/lL+A6Yv9iGR7Bq2WNWRYEsMVgBE0Fs4d/IstomiffVhTTNyGzKlVFmBpm0OIYS6tRTs2OnBran5RBYJH8Bs3ocYeKqC7CYy1RCt3aYwl852Bki2AGNuepVaFKLNM6y+9LYNE6KuuvVQvFIzczdqgNY9nrNFL58BPdxFrmuE5bQ5I0MFPi8B70hQgxt17HmpY7jGw6GNVnq96ZgnmI1/vXiYKfSBNddLhQueSqzRAoLNgZcmhAWVb/TaFdbOL2zNegPmgJuZbiubHnr8mK6eftTFsQi1zhZEfEsOxsOEjspeWqViPBMsDyTCRfnfCbPsGo4buOkbE5fBV9gJIAwTvFnLDTR/7Youc6yQvtoam7n2U1WB1/HznIbfjMplUlyK41YdRTmUT3x+ihDoFJch6jAChepwrGCmPOUC4sHvsN+kDiXVB5i3h8TmXIbp3dLxlM8a8sK5zZjO3XtTaIyVyLW/k/E04ta8/8GRTeKfr1Ssr2qZPUK+H65V+ElZEYu8LZojvvK/CfV2WCyFsLyCQqU7xG+5/B9wvcdfkD4gcOfEv7U4c8Jf+7wZ4Q/c/iI8JHDx4SPHX5M+LHDTwg/cfgp4acOf0X4q3qDbhicGNzJ4BPuO1wQLhweBEQIHCEMiRA6wozwmcPnhM8drhQRlCOcE37ucE24dnhMeOxwS7h1eE547vALwi8cviB84fAl4UuHF4QXDr8k/NK55Xr3WhA8KndvZtBHVDhyhEMqHDrCSyq8dIQRFfAq4tdkePPb4VaOH/SHX/Uf/vRg6/H36+9K2/vM+9zreUPva++xd+C98MaeaH3bmrbmLdX+tf1b+/f2Hyu1tbFu84lHSvvPfwAUNDoC</latexit>

~

~

~

~
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Sigmoid Function

�(a) =
1

1 + exp(�a)

@�

@a
= �(1� �)

<latexit sha1_base64="zPvNVXpdoKII0ToOsAQ4GWnIxB0=">AAAGkXicfdTvT9NAGAfwA2Xi/AXyyvjmIpEMFbIaE/UFCREJggExYWxkt+D1et0u9NqmvY4tTf89/wf/B9/qa69bDT57kEu2PHk+37u2z7K6caBS02z+mJu/dXuhdmfxbv3e/QcPHy0tPz5NoywRsiWiIEo6Lk9loELZMsoEshMnkms3kG33Yqf09lAmqYrCEzOOZU/zfqh8JbixrfOlbyxVfc0bfJ2u0S3K/ISL3Clo7tCXlMlR3Njg6wVj9amwmCdG8YBOtxVXDV7Qta2qTRvORlWuny+tNjebk0Vx4VTFKqnW8fnywhPmRSLTMjQi4GnadZqx6eXldUQgizrLUhlzccH7smvLkGuZ9vLJKAr63HY86keJ/YSGTrr/7si5TtOxdm1SczNIZ61sXmfdzPjverkK48zIUEwv5GcBNREt50o9lUhhgrEtuEiUvVcqBtzOzNjp19lHaZ8lkYf23C+xTLiJkhc544kd0aiwz9Znr8rqpqAK/wZt9b+gHbqNTb5viOhJRF8fydmu/V3LCbhuvlsU9ToL5aWItOahlzN3t+g2e1XAnwSg7wHfQ74PfB/5AfAD5CfAT5C3gLeQt4G3kXeAd5CfAT8rBzST4CDB0QkucBe5AC6Qex4IeCjg+yDgo0AfeB/5APgAuVIgoFBAA9fII+ARcgPcIM+AZ8iHwIfIL4FfIh8BHyEfAx+jf4k+ugoIHuRHsyfoQxg4RIEdGNixAfsydWZfnbg4fb3p2Prrm9XtD9VrdZE8Jc9IgzjkLdkmn8gxaRFBvpOf5Bf5XVupva9t16rs/Fy1Z4WAVfv8BzWsW4A=</latexit><latexit sha1_base64="zPvNVXpdoKII0ToOsAQ4GWnIxB0=">AAAGkXicfdTvT9NAGAfwA2Xi/AXyyvjmIpEMFbIaE/UFCREJggExYWxkt+D1et0u9NqmvY4tTf89/wf/B9/qa69bDT57kEu2PHk+37u2z7K6caBS02z+mJu/dXuhdmfxbv3e/QcPHy0tPz5NoywRsiWiIEo6Lk9loELZMsoEshMnkms3kG33Yqf09lAmqYrCEzOOZU/zfqh8JbixrfOlbyxVfc0bfJ2u0S3K/ISL3Clo7tCXlMlR3Njg6wVj9amwmCdG8YBOtxVXDV7Qta2qTRvORlWuny+tNjebk0Vx4VTFKqnW8fnywhPmRSLTMjQi4GnadZqx6eXldUQgizrLUhlzccH7smvLkGuZ9vLJKAr63HY86keJ/YSGTrr/7si5TtOxdm1SczNIZ61sXmfdzPjverkK48zIUEwv5GcBNREt50o9lUhhgrEtuEiUvVcqBtzOzNjp19lHaZ8lkYf23C+xTLiJkhc544kd0aiwz9Znr8rqpqAK/wZt9b+gHbqNTb5viOhJRF8fydmu/V3LCbhuvlsU9ToL5aWItOahlzN3t+g2e1XAnwSg7wHfQ74PfB/5AfAD5CfAT5C3gLeQt4G3kXeAd5CfAT8rBzST4CDB0QkucBe5AC6Qex4IeCjg+yDgo0AfeB/5APgAuVIgoFBAA9fII+ARcgPcIM+AZ8iHwIfIL4FfIh8BHyEfAx+jf4k+ugoIHuRHsyfoQxg4RIEdGNixAfsydWZfnbg4fb3p2Prrm9XtD9VrdZE8Jc9IgzjkLdkmn8gxaRFBvpOf5Bf5XVupva9t16rs/Fy1Z4WAVfv8BzWsW4A=</latexit><latexit sha1_base64="zPvNVXpdoKII0ToOsAQ4GWnIxB0=">AAAGkXicfdTvT9NAGAfwA2Xi/AXyyvjmIpEMFbIaE/UFCREJggExYWxkt+D1et0u9NqmvY4tTf89/wf/B9/qa69bDT57kEu2PHk+37u2z7K6caBS02z+mJu/dXuhdmfxbv3e/QcPHy0tPz5NoywRsiWiIEo6Lk9loELZMsoEshMnkms3kG33Yqf09lAmqYrCEzOOZU/zfqh8JbixrfOlbyxVfc0bfJ2u0S3K/ISL3Clo7tCXlMlR3Njg6wVj9amwmCdG8YBOtxVXDV7Qta2qTRvORlWuny+tNjebk0Vx4VTFKqnW8fnywhPmRSLTMjQi4GnadZqx6eXldUQgizrLUhlzccH7smvLkGuZ9vLJKAr63HY86keJ/YSGTrr/7si5TtOxdm1SczNIZ61sXmfdzPjverkK48zIUEwv5GcBNREt50o9lUhhgrEtuEiUvVcqBtzOzNjp19lHaZ8lkYf23C+xTLiJkhc544kd0aiwz9Znr8rqpqAK/wZt9b+gHbqNTb5viOhJRF8fydmu/V3LCbhuvlsU9ToL5aWItOahlzN3t+g2e1XAnwSg7wHfQ74PfB/5AfAD5CfAT5C3gLeQt4G3kXeAd5CfAT8rBzST4CDB0QkucBe5AC6Qex4IeCjg+yDgo0AfeB/5APgAuVIgoFBAA9fII+ARcgPcIM+AZ8iHwIfIL4FfIh8BHyEfAx+jf4k+ugoIHuRHsyfoQxg4RIEdGNixAfsydWZfnbg4fb3p2Prrm9XtD9VrdZE8Jc9IgzjkLdkmn8gxaRFBvpOf5Bf5XVupva9t16rs/Fy1Z4WAVfv8BzWsW4A=</latexit><latexit sha1_base64="zPvNVXpdoKII0ToOsAQ4GWnIxB0=">AAAGkXicfdTvT9NAGAfwA2Xi/AXyyvjmIpEMFbIaE/UFCREJggExYWxkt+D1et0u9NqmvY4tTf89/wf/B9/qa69bDT57kEu2PHk+37u2z7K6caBS02z+mJu/dXuhdmfxbv3e/QcPHy0tPz5NoywRsiWiIEo6Lk9loELZMsoEshMnkms3kG33Yqf09lAmqYrCEzOOZU/zfqh8JbixrfOlbyxVfc0bfJ2u0S3K/ISL3Clo7tCXlMlR3Njg6wVj9amwmCdG8YBOtxVXDV7Qta2qTRvORlWuny+tNjebk0Vx4VTFKqnW8fnywhPmRSLTMjQi4GnadZqx6eXldUQgizrLUhlzccH7smvLkGuZ9vLJKAr63HY86keJ/YSGTrr/7si5TtOxdm1SczNIZ61sXmfdzPjverkK48zIUEwv5GcBNREt50o9lUhhgrEtuEiUvVcqBtzOzNjp19lHaZ8lkYf23C+xTLiJkhc544kd0aiwz9Znr8rqpqAK/wZt9b+gHbqNTb5viOhJRF8fydmu/V3LCbhuvlsU9ToL5aWItOahlzN3t+g2e1XAnwSg7wHfQ74PfB/5AfAD5CfAT5C3gLeQt4G3kXeAd5CfAT8rBzST4CDB0QkucBe5AC6Qex4IeCjg+yDgo0AfeB/5APgAuVIgoFBAA9fII+ARcgPcIM+AZ8iHwIfIL4FfIh8BHyEfAx+jf4k+ugoIHuRHsyfoQxg4RIEdGNixAfsydWZfnbg4fb3p2Prrm9XtD9VrdZE8Jc9IgzjkLdkmn8gxaRFBvpOf5Bf5XVupva9t16rs/Fy1Z4WAVfv8BzWsW4A=</latexit>

s(a)
s(a)

a

• It is infinitely differentiable.  
• Its derivatives are easy to compute. 
• It is asymptotically equal to zero or one. 

—> Can be understood as a smoothed step function.  



29

Cross Entropy

•  is close to 0 if  is 
close to 1 or if  is close to zero. Minimizing E(w) 
encourages that.  

•  is larger if   or 
. Minimizing E(w) discourages that.  

• E(w) is a convex function whose gradient is easy to compute. 

—> The global optimum can be found very effectively. 

−(tn ln yn + (1 − tn)ln(1 − yn)) tn = 1 and yn
tn = 0 and yn

−(tn ln yn + (1 − tn)ln(1 − yn)) tn = 1 and yn < 0.5
tn = 0 and yn > 0.5

E(w) = �
X

n

{tn ln yn + (1� tn) ln(1� yn)}

rE(w) =
X

n

(yn � tn)x̃n

yn = �(w̃ · x̃n)
<latexit sha1_base64="GMZkRmOof2Dz/b/+fN2MkEj42xw=">AAAICnicfdXbbtMwGAfwlMM6ymmDO7ixmJi6AVM7hOBmaGNUO2ljaO3aqa4mx3E7q7FTJc7aLsob8DTcIW55CHgbnK4Fvn5jltp88e9v52BFdnu+jEyp9Ct34+at2zP52TuFu/fuP3g4N//oOArikIsaD/wgbLgsEr7Uomak8UWjFwqmXF/U3e5m5vVzEUYy0FUz7ImWYh0t25IzY7tO534S6oqO1AnzZUcvpwViW6VI3f4SWVwjrwiNYnWqCU2IyQ6+JkN7fEGKZYu2aynrG51k/fYsJZSOZqGauT6bTEbIIlkjk+mKWXgy3kjfEwl1B2l2hcvBmY+avQkayY5ixT+5vr0E9wIDRy4VCBXamzzI6dxCaaU0agQX5XGx4Izb4en8zBPqBTxWQhvusyhqlks900pYaCT3RVqgcSR6jHdZRzRtqZkSUSsZLUFKntsej7SD0P60IaPef0ckTEXRULk2qZg5i6Yt67zKmrFpv2slUvdiIzS/vFA79okJSLaexJOh4MYf2oLxUNp7JfyMhYwbu+oF+lHYZwnFvp33U0+EzAThckJZaF/oILXP1qEvs+q6oNSToK3+F7RLZGOj/2siahRRV0cSWkkTmr0B100qaVooUC36PFCK2WWl7kbaLLXGgXayYQPQK8AryLeAbyHfBr6NfAf4DvI94HvId4HvIq8CryKvAa8hPwZ+jLwOvI68AbyB/AT4SbZAUwkGEgzN4AJ3kXPgHLnngYCHAu02CLRRoAO8g/wM+BlyKUFAokAXeBe5Aq6QB8AD5Aa4QR4Dj5GfAz9H3gfeRz4APkA+BD5EfgH8An3lavNvgDM/2ZyeQR3AwAEK7MPAPgocwcARClRhwH6KdjcpT+8duDheXSm/XnnzeXVh/cN4X5l1njrPnKJTdt466862c+jUHJ57n/NyKqfzX/Jf89/y3y+jN3LjMY8d0PI/fgM6T+PH</latexit>

~

~
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Probabilistic Interpretation

y(x; w̃) = σ(w̃ ⋅ x̃)

=
1

1 + exp(−w̃ ⋅ x̃)

•  
• , i.e. x is on the decision boundary. 
•  if x far from the decision boundary.

0 ≤ y(x; w) ≤ 1
y(x; w) = 0.5 if w̃ ⋅ x̃ = 0
y(x; w) = 0.0 or 1.0

 can be interpreted as the probability that x belongs to one 
class or the other. 
⇒ y(x; w̃)

Logistic regression finds what is called the maximum likelihood 
solution under the assumption that the noise is Gaussian.

Bishop, Chapter 4.3.2.
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Perceptron vs Logistic Regression

• Two different solutions among 
infinitely many.  

• The perceptron has no way to 
favor one over the other. 

• Logistic regression does. 

E(w̃) = �
NX

n=1

sign(w̃ · x̃n)tn
<latexit sha1_base64="otGNp2MYcDDFThCmXfO0tXW/XPs=">AAAHhXicfdVbb9owFMBxd5fSZbd2e9terFWT2mmtoLu+VGvXod7UrlOhUBGGHMcBi9hBiVOgUT7YPsqe9rp9ixnKth5O10igg39/AkkUxeuFMjHF4veZGzdv3Z4tzN1x7t67/+Dh/MKjkyRKYy6qPAqjuO6xRIRSi6qRJhT1XiyY8kJR87pbI6+diTiRka6YYU80FWtrGUjOjF1qzR+7DYeWl1wjQ19krtfPl+k6XaFukqpWptdL+ddD+0G2Nb0cUZf7kaF/VwZ5Sy9T09KO23Ra84vF1eJ4o3goTYZFMtmOWguzT1w/4qkS2vCQJUmjVOyZZsZiI3kocsdNE9FjvMvaomFHzZRImtn46HP63K74NIhi+9KGjlcvfyNjKkmGyrOlYqaTTNto8SprpCZ438yk7qVGaH7xQ0EaUhPR0amkvowFN+HQDozH0v5XyjssZtzYE+64n4Q9llgc2P1+7omYmSh+kbksbis2yO2xtd2Xo+m6UOo/oZ3+F44uTp6N369J1DhRVyeZW84zd3QGPC8r57njuFr0eaQU0769vJt5o9icBEG2aQPoZeBl5NvAt5HvAN9Bvgt8F/k+8H3ke8D3kFeAV5BXgVeRnwA/QV4DXkNeB15Hfgr8dHSBpgoGCob24AH3kHPgHLnvg8BHQRCAIEBBG3gbeQd4B7mUIJAo6ALvIlfAFfIIeITcADfIU+Ap8jPgZ8j7wPvIB8AHyIfAh8jPgZ+ju1xt/Qs4C7Ot6T2oQxgcouAABgcoOIbBMQoqMLC3on2alKafHXg4WVstvVp982VtcePj5LkyR56SZ2SJlMg7skF2yBGpEk6+kR/kJ/lVKBRWCq8Lby/SGzOT7zwmYCt8+A1qz708</latexit>

~
E(w) = �

X

n

{tn ln yn + (1� tn) ln(1� yn)}

rE(w) =
X

n

(yn � tn)x̃n

yn = �(w̃ · x̃n)
<latexit sha1_base64="GMZkRmOof2Dz/b/+fN2MkEj42xw=">AAAICnicfdXbbtMwGAfwlMM6ymmDO7ixmJi6AVM7hOBmaGNUO2ljaO3aqa4mx3E7q7FTJc7aLsob8DTcIW55CHgbnK4Fvn5jltp88e9v52BFdnu+jEyp9Ct34+at2zP52TuFu/fuP3g4N//oOArikIsaD/wgbLgsEr7Uomak8UWjFwqmXF/U3e5m5vVzEUYy0FUz7ImWYh0t25IzY7tO534S6oqO1AnzZUcvpwViW6VI3f4SWVwjrwiNYnWqCU2IyQ6+JkN7fEGKZYu2aynrG51k/fYsJZSOZqGauT6bTEbIIlkjk+mKWXgy3kjfEwl1B2l2hcvBmY+avQkayY5ixT+5vr0E9wIDRy4VCBXamzzI6dxCaaU0agQX5XGx4Izb4en8zBPqBTxWQhvusyhqlks900pYaCT3RVqgcSR6jHdZRzRtqZkSUSsZLUFKntsej7SD0P60IaPef0ckTEXRULk2qZg5i6Yt67zKmrFpv2slUvdiIzS/vFA79okJSLaexJOh4MYf2oLxUNp7JfyMhYwbu+oF+lHYZwnFvp33U0+EzAThckJZaF/oILXP1qEvs+q6oNSToK3+F7RLZGOj/2siahRRV0cSWkkTmr0B100qaVooUC36PFCK2WWl7kbaLLXGgXayYQPQK8AryLeAbyHfBr6NfAf4DvI94HvId4HvIq8CryKvAa8hPwZ+jLwOvI68AbyB/AT4SbZAUwkGEgzN4AJ3kXPgHLnngYCHAu02CLRRoAO8g/wM+BlyKUFAokAXeBe5Aq6QB8AD5Aa4QR4Dj5GfAz9H3gfeRz4APkA+BD5EfgH8An3lavNvgDM/2ZyeQR3AwAEK7MPAPgocwcARClRhwH6KdjcpT+8duDheXSm/XnnzeXVh/cN4X5l1njrPnKJTdt466862c+jUHJ57n/NyKqfzX/Jf89/y3y+jN3LjMY8d0PI/fgM6T+PH</latexit>

vs
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Example

•The algorithm does the best it can.  
•Some samples can be misclassified. 
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Kaggle Survey (2019)

 What data science methods do you use at work?

• Logistic regression is and is likely to 
remain the most used technique for the 
foreseeable future.  
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Outliers Can Cause Problems

• Logistic regression tries to minimize 
the error-rate at training time. 

• Can result in poor classification 
rates at test time.  

—> We will talk about ways to prevent 
this in the next lecture. 
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From Binary to Multi-Class

• k classes. 
• Simply using k (k-1)/2 binary classifiers results in 

ambiguities. 

Bishop, Chapter  4.1.2



Decision boundary

Decision region

36

Given K linear classifiers of the form : 

• Decision boundaries   . 

• These boundaries define decision regions.  

• Decision regions are convex:  

 

In other words, if two points are on the same side of a decision boundary 
so are all point between them.

yk(x) = w̃k ⋅ x̃

yk(x) = yl(x) ⇔ (w̃k − w̃l) ⋅ x̃ = 0

(w̃k − w̃l) ⋅ x̃A > 0
(w̃k − w̃l) ⋅ x̃B > 0

⇒ ∀λ ∈ [0,1],  if  x = λxA+(1 − λ)xB,  then
(w̃k − w̃l) ⋅ x̃ > 0

Linear Discriminant
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Multi-Class Logistic Regression

• K linear classifiers of the form . 
• Assign x to class k if 

yk(x) = σ(wT
k x)

yk(x) > yl(x)∀l ≠ k .

• Still a linear problem.  
• B e c a u s e t h e s i g m o i d 

function is monotonic, the 
fo rmu la t i on i s a lmos t 
unchanged. 

• Only the objective function 
being minimized need to be 
reformulated.   

Bishop, Chapter  4.3.4

k = argmax
j

w̃T
j x̃

2

64
y1
...
yK

3

75 =

2

64
w̃T

1
...

w̃T
K

3

75 x̃

k = argmax
j

yj
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yk(x)

Matrix with K lines and the dimension of  columns.w̃
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Multi-Class Cross Entropy

ak(x) = w̃T
k x̃

yk(x) =
exp(ak(x))

∑j exp(aj(x))

E(w̃1, …, w̃K) = − ∑
n

∑
k

tk
n ln(yk(xn))

∇Ewj
= ∑

n

(yk(xn) − tk
n)xn

Activation: 

Probability that x belongs to class k: 

Multi-class entropy: 

Gradient of the entropy: 

• This is a natural extension of the binary case.  
• The multi-class entropy is still convex and its gradient is easy to 

compute. 
Bishop, Chapter  4.3.4

Let the training set  be  where  is the 
probability that sample  belongs to class k. 

{(xn, [t1
n , …, tK

n ])1≤n≤N} tk
n ∈ {0,1}

xn
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Multi-Class Results

Multiclass logistic regression is a very natural extension of binary 
logistic regression and has many of the same properties. 
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Linear Regression in Short

• Logistic regression is simple and effective. 
• It extends naturally from binary to multi-class. 
• But outliers can cause problems … 


