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How do we model information?



How do we measure 
information?



How much information is there?
“To be or not 

to be?”

Book



???
Satellite 
 Signal

How much information is there?



How much information is there?

E = MC^2

Scientific 
Measurements



How much information is there?

Medical Data



How much information is there?
#H*kehtfw20e;sp0s0gsl

Random Noise



???

… Satellite 
 Signal

Noisy 
 Signal

How much relevant information is there in a related observation?



How much relevant information is there in a related observation?

Computer 
System

Side 
Channel



How much relevant information is there in a related observation?

Medical Data Data Statistics



What works well…
Use tools from probability theory and statistics

• A ‘source of information’ is a random variable


• e.g. X, Y, Z, …


• ‘Information measures’ quantify the amount of information


• e.g. mutual information, Shannon entropy, relative entropy,…


• Justifications for information measures:


• pops up as an answer to an engineering problem


• satisfies some nice properties (axioms, operational notions, etc.)



Communications

Communication 
Channel

X

<latexit sha1_base64="9ad5iLbbEpYqkPCt+/1dIGu5KEg=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoseiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlZqdfrrhVdw6ySrycVCBHo1/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ+6Lq1aqXzVqlfpPHUYQTOIVz8OAK6nAHDWgBA4RneIU359F5cd6dj0VrwclnjuEPnM8fuFGM5A==</latexit>

<latexit sha1_base64="Hos98dsCmNnDmNy3IWz+7szBY+k=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KomIeix68diC/ZA2lM120q7dbMLuRiihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6nfqtJ1Sax/LejBP0IzqQPOSMGivVH3qlsltxZyDLxMtJGXLUeqWvbj9maYTSMEG17nhuYvyMKsOZwEmxm2pMKBvRAXYslTRC7WezQyfk1Cp9EsbKljRkpv6eyGik9TgKbGdEzVAvelPxP6+TmvDaz7hMUoOSzReFqSAmJtOvSZ8rZEaMLaFMcXsrYUOqKDM2m6INwVt8eZk0zyveZcWrX5SrN3kcBTiGEzgDD66gCndQgwYwQHiGV3hzHp0X5935mLeuOPnMEfyB8/kDuTWM4w==</latexit>

Y

<latexit sha1_base64="8LGI35Y/MXiUYgmgPK8+acKbaS4=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRi8cK9kPaUDbbSbt0swm7G6HE/ggvHhTx6u/x5r9x2+agrQ8GHu/NMDMvSATXxnW/ncLK6tr6RnGztLW9s7tX3j9o6jhVDBssFrFqB1Sj4BIbhhuB7UQhjQKBrWB0M/Vbj6g0j+W9GSfoR3QgecgZNVZq1XvZw1N70itX3Ko7A1kmXk4qkKPeK391+zFLI5SGCap1x3MT42dUGc4ETkrdVGNC2YgOsGOppBFqP5udOyEnVumTMFa2pCEz9fdERiOtx1FgOyNqhnrRm4r/eZ3UhFd+xmWSGpRsvihMBTExmf5O+lwhM2JsCWWK21sJG1JFmbEJlWwI3uLLy6R5VvUuqt7deaV2ncdRhCM4hlPw4BJqcAt1aACDETzDK7w5ifPivDsf89aCk88cwh84nz9hZI+a</latexit>

PY |X

<latexit sha1_base64="bW+wtSgXIoIL2+ztW14pJFIezw8=">AAAB/nicbVBNSwMxEM3Wr1q/VsWTl2AR6qXsiqggQrEXvVWw7Uq7LNk0bUOT7JJkxbIU/CtePCji1d/hzX9j2u5BWx8MPN6bYWZeGDOqtON8W7mFxaXllfxqYW19Y3PL3t5pqCiRmNRxxCLphUgRRgWpa6oZ8WJJEA8ZaYaD6thvPhCpaCTu9DAmPkc9QbsUI22kwN6rwkvY5ugxSGuBN4I3Je/i/iiwi07ZmQDOEzcjRZChFthf7U6EE06Exgwp1XKdWPspkppiRkaFdqJIjPAA9UjLUIE4UX46OX8ED43Sgd1ImhIaTtTfEyniSg15aDo50n01643F/7xWorvnfkpFnGgi8HRRN2FQR3CcBexQSbBmQ0MQltTcCnEfSYS1SaxgQnBnX54njeOye1p2b0+KlassjjzYBwegBFxwBirgGtRAHWCQgmfwCt6sJ+vFerc+pq05K5vZBX9gff4AgfmT6Q==</latexit>

C = max
PX

I(X;Y )

Example: Data Compression Example: Data Transmission
Message 
Source

Compressor

Decompressor

X

<latexit sha1_base64="9ad5iLbbEpYqkPCt+/1dIGu5KEg=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoseiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlZqdfrrhVdw6ySrycVCBHo1/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ+6Lq1aqXzVqlfpPHUYQTOIVz8OAK6nAHDWgBA4RneIU359F5cd6dj0VrwclnjuEPnM8fuFGM5A==</latexit>

X

<latexit sha1_base64="9ad5iLbbEpYqkPCt+/1dIGu5KEg=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoseiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlZqdfrrhVdw6ySrycVCBHo1/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ+6Lq1aqXzVqlfpPHUYQTOIVz8OAK6nAHDWgBA4RneIU359F5cd6dj0VrwclnjuEPnM8fuFGM5A==</latexit>

<latexit sha1_base64="U2m5TGktgoEu9Zb7tIMNkyzXK9o=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBU0lE1GPRi8cKthbbpWTTbBuazS5JVihL/4UXD4p49d9489+YbfegrY8EHu/NMDMvSKQwFuNvr7Syura+Ud6sbG3v7O5V9w/aJk414y0Wy1h3Amq4FIq3rLCSdxLNaRRI/hCMb3L/4YlrI2J1bycJ9yM6VCIUjFonPWKMCSbuVfrVGq7jGdAyIQWpQYFmv/rVG8QsjbiyTFJjugQn1s+otoJJPq30UsMTysZ0yLuOKhpx42ezjafoxCkDFMbafWXRTP3dkdHImEkUuMqI2pFZ9HLxP6+b2vDKz4RKUssVmw8KU4lsjPLz0UBozqycOEKZFm5XxEZUU2ZdSHkIZPHkZdI+q5OLOrk7rzWuizjKcATHcAoELqEBt9CEFjBQ8Ayv8OYZ78V79z7mpSWv6DmEP/A+fwArT46i</latexit>

000101101

<latexit sha1_base64="098l+5L1TtCMI7wEq50/+V7GjRg=">AAACI3icbVBNS8NAEN34bf2KevQyWIT2UhIRFUEQvfRYwWqgKWGz3dTFzSbsbqQl5L948a948aAULx78L27bHNT6YODx3gwz88KUM6Ud59Oam19YXFpeWa2srW9sbtnbO7cqySShbZLwRHohVpQzQduaaU69VFIch5zehQ9XY//ukUrFEnGjhyntxrgvWMQI1kYK7DNo1rw6nIOvsjjIB+AzAblPMAevKKAVeLVBHXye9MGPJCa5W+RTsQjsqtNwJoBZ4pakikq0Anvk9xKSxVRowrFSHddJdTfHUjPCaVHxM0VTTB5wn3YMFTimqptPfizgwCg9iBJpSmiYqD8nchwrNYxD0xljfa/+emPxP6+T6ei0mzORZpoKMl0UZRx0AuPAoMckJZoPDcFEMnMrkHtsotAm1ooJwf378iy5PWy4xw33+qh6cVnGsYL20D6qIRedoAvURC3URgQ9oRf0ht6tZ+vVGlkf09Y5q5zZRb9gfX0DGm6iKQ==</latexit>

H(X) =
X

x2X
PX(x) log

1

PX(x)



Privacy and Security

Privacy-Preserving 
Mapping

X

<latexit sha1_base64="9ad5iLbbEpYqkPCt+/1dIGu5KEg=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoseiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlZqdfrrhVdw6ySrycVCBHo1/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ+6Lq1aqXzVqlfpPHUYQTOIVz8OAK6nAHDWgBA4RneIU359F5cd6dj0VrwclnjuEPnM8fuFGM5A==</latexit>

<latexit sha1_base64="Hos98dsCmNnDmNy3IWz+7szBY+k=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KomIeix68diC/ZA2lM120q7dbMLuRiihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6nfqtJ1Sax/LejBP0IzqQPOSMGivVH3qlsltxZyDLxMtJGXLUeqWvbj9maYTSMEG17nhuYvyMKsOZwEmxm2pMKBvRAXYslTRC7WezQyfk1Cp9EsbKljRkpv6eyGik9TgKbGdEzVAvelPxP6+TmvDaz7hMUoOSzReFqSAmJtOvSZ8rZEaMLaFMcXsrYUOqKDM2m6INwVt8eZk0zyveZcWrX5SrN3kcBTiGEzgDD66gCndQgwYwQHiGV3hzHp0X5935mLeuOPnMEfyB8/kDuTWM4w==</latexit>

Y

<latexit sha1_base64="8LGI35Y/MXiUYgmgPK8+acKbaS4=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRi8cK9kPaUDbbSbt0swm7G6HE/ggvHhTx6u/x5r9x2+agrQ8GHu/NMDMvSATXxnW/ncLK6tr6RnGztLW9s7tX3j9o6jhVDBssFrFqB1Sj4BIbhhuB7UQhjQKBrWB0M/Vbj6g0j+W9GSfoR3QgecgZNVZq1XvZw1N70itX3Ko7A1kmXk4qkKPeK391+zFLI5SGCap1x3MT42dUGc4ETkrdVGNC2YgOsGOppBFqP5udOyEnVumTMFa2pCEz9fdERiOtx1FgOyNqhnrRm4r/eZ3UhFd+xmWSGpRsvihMBTExmf5O+lwhM2JsCWWK21sJG1JFmbEJlWwI3uLLy6R5VvUuqt7deaV2ncdRhCM4hlPw4BJqcAt1aACDETzDK7w5ifPivDsf89aCk88cwh84nz9hZI+a</latexit>

PY |X

<latexit sha1_base64="HqYC7D2uDZnc2hX3SvDQUirzNXA=">AAACn3ichVFdi9QwFE3r1zp+7KiP+nB1EEZYhnYQ9WVhWQUFRSrs7HaYlJJm0tmwaVqSVHaI+Vv+EN/8N6bdIroreCFwcs859yb3Fo3g2kTRzyC8dv3GzVs7t0d37t67vzt+8PBY162ibEFrUau0IJoJLtnCcCNY2ihGqkKwk+LsbceffGVK81oemW3DsopsJC85Jcan8vF3XBFzSomw7xI3TbGpYfkC9gHrtsnteR7vnedzwFyCxV4FqQPcdZWwnnoWOrrTx3uD4Mh5a6GZGe5L5x2i3gAuFaHW9v2KAhK3WvZ1f/u+pfu+Yub+q5lnLh9PolnUB1wF8QAmaIgkH//A65q2FZOGCqL1Ko4ak1miDKeCuRFuNWsIPSMbtvJQkorpzPbzdfDcZ9ZQ1sofaaDP/umwpNJ6WxVe2b1cX+a65L+4VWvKN5nlsmkNk/SiUdkK8FvolgVrrhg1YusBoYr7twI9JX6Oxq905IcQX/7yVXA8n8WvZvGXl5ODw2EcO+gxeoamKEav0QH6gBK0QDR4EhwGH4NP4dPwffg5TC6kYTB4HqG/Ilz+AgTPyYw=</latexit>

DP(X ! Y ) = sup
x1,x22X : d(x1,x2)=1,T ⇢Y

log
P[Y 2 T |X = x1]

P[Y 2 T |X = x2]

Example: Side-Channel Leakage Example: Database Privacy

Side-Channel

X

<latexit sha1_base64="9ad5iLbbEpYqkPCt+/1dIGu5KEg=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoseiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlZqdfrrhVdw6ySrycVCBHo1/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ+6Lq1aqXzVqlfpPHUYQTOIVz8OAK6nAHDWgBA4RneIU359F5cd6dj0VrwclnjuEPnM8fuFGM5A==</latexit>

<latexit sha1_base64="Hos98dsCmNnDmNy3IWz+7szBY+k=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KomIeix68diC/ZA2lM120q7dbMLuRiihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6nfqtJ1Sax/LejBP0IzqQPOSMGivVH3qlsltxZyDLxMtJGXLUeqWvbj9maYTSMEG17nhuYvyMKsOZwEmxm2pMKBvRAXYslTRC7WezQyfk1Cp9EsbKljRkpv6eyGik9TgKbGdEzVAvelPxP6+TmvDaz7hMUoOSzReFqSAmJtOvSZ8rZEaMLaFMcXsrYUOqKDM2m6INwVt8eZk0zyveZcWrX5SrN3kcBTiGEzgDD66gCndQgwYwQHiGV3hzHp0X5935mLeuOPnMEfyB8/kDuTWM4w==</latexit>

Y

<latexit sha1_base64="8LGI35Y/MXiUYgmgPK8+acKbaS4=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRi8cK9kPaUDbbSbt0swm7G6HE/ggvHhTx6u/x5r9x2+agrQ8GHu/NMDMvSATXxnW/ncLK6tr6RnGztLW9s7tX3j9o6jhVDBssFrFqB1Sj4BIbhhuB7UQhjQKBrWB0M/Vbj6g0j+W9GSfoR3QgecgZNVZq1XvZw1N70itX3Ko7A1kmXk4qkKPeK391+zFLI5SGCap1x3MT42dUGc4ETkrdVGNC2YgOsGOppBFqP5udOyEnVumTMFa2pCEz9fdERiOtx1FgOyNqhnrRm4r/eZ3UhFd+xmWSGpRsvihMBTExmf5O+lwhM2JsCWWK21sJG1JFmbEJlWwI3uLLy6R5VvUuqt7deaV2ncdRhCM4hlPw4BJqcAt1aACDETzDK7w5ifPivDsf89aCk88cwh84nz9hZI+a</latexit>

PY |X

<latexit sha1_base64="SuXm6tHaaluqmIj+5WmAw4xDY+o=">AAACWHicbVHPT9swGHUCjLZso7DjLhYVUjm0SqYJuCAhdtlhh05aoKiOIsd1WgvHjvwDUVn5J5E4jH+Fy5y2SAz4JEtP733vs7/nvOJMmyj6G4Qbm1sftlvtzs7HT593u3v7l1paRWhCJJdqnGNNORM0McxwOq4UxWXO6VV+86PRr26p0kyKP2ZR0bTEM8EKRrDxVNaVDpXYzAnm8FfdHyMj4fURPINI2ypzyWA8uB44NMcGJnUNEZcziAqFiVv58hyO6kniDc9Nad0od5mziAnPNpMb6yhL+vaozrq9aBgtC74F8Rr0wLpGWfceTSWxJRWGcKz1JI4qkzqsDCOc1h1kNa0wucEzOvFQ4JLq1C2DqeGhZ6awkMofYeCSfelwuNR6Uea+s9lGv9Ya8j1tYk1xmjomKmuoIKuLCsuhj69JGU6ZosTwhQeYKObfCskc+9yM/4uODyF+vfJbcPltGB8P49/fe+cX6zha4Cs4AH0QgxNwDn6CEUgAAQ/gKdgMtoLHEITbYXvVGgZrzxfwX4X7/wDhm7JP</latexit>

L(X ! Y ) = sup
U�X�Y�Û

log
P[U = Û ]

maxu2U PU (u)



COURSE REVIEW



• Has been extremely successful in 
addressing problems like 
communication and data 
compression


• Concerned with measures like 
Shannon entropy and mutual 
information


• these measures arise as answers 
to specific engineering problems


• These measures have been used in 
other applications with much more 
mixed results

A Mathematical Theory of 
Communication and Beyond 
(Information Theory)



• Extends Shannon entropy and 
relative entropy to a family of 
Rényi entropies and Rényi 
divergences 

• Takes an axiomatic view of 
entropy


• Rényi entropy is additive across 
independent observations 


• does not satisfy the chain rule

On Measures of Entropy 
and Information ON MEASURES OF ENTROPY AND

INFORMATION
ALFRPED RRNYI

MATHEMATICAL INSTITUTE
HUNGARIAN ACADEMY OF SCIENCES

1. Characterization of Shannon's measure of entropy

Let d' = (pI, P2, - , pn,) be a finite discrete probability distribution, that
is, suppose pk _ O(k = 1, 2, * , n) and t-l Pk = 1. The amount of un-
certainty of the distribution (P, that is, the amount of uncertainty concerning
the outcome of an experiment, the possible results of which have the probabili-
ties PI, P2, * * * p,n, is called the entropy of the distribution (P and is usually
measured by the quantity H[(P] = H(p1, P2, * * pn), introduced by Shannon [1]
and defined by

n 1
(1.1) H(pl,p2,p p.) = E pk 1og2

k=1 Pk

Different sets of postulates have been given, which characterize the quantity
(1.1). The simplest such set of postulates is that given by Fadeev [2] (see also
Feinstein [3]). Fadeev's postulates are as follows.

(a) H(p1, P2, - pn) is a symmetric function of its variables for n = 2, 3,
(b) H(p, 1 - p) is a continuous function of p for 0 < p _ 1.
(c) H(1/2, 1/2) = 1.
(d) H[tpI, (1 - t)pI, P2, * p.] = H(p1, P2, * Pn) + PIH(t, 1 -t)

for any distribution (P = (pI, P2, * * , pn) and for 0 _ t _ 1.
The proof that the postulates (a), (b), (c), and (d) characterize the quantity

(1.1) uniquely is easy except for the following lemma, whose proofs up to now
are rather intricate.
LEMMA. Let f(n) be an additive number-theoretical function, that is, let f(n) be

defined for n = 1, 2, * and suppose
(1.2) f(nm) = f(n) + f(m), n, m = 1, 2, .
Let us suppose further that
(1.3) lim [f(n + 1) - f(n)] = 0.

n-+-
Then we have
(1.4) f(n) = c log n,
where c is a constant.

547



Paper Highlights

Rényi Entropy Rényi Divergence



• An information leakage measure 
motivated by ‘side channels’


• Measures adversary’s 
improvement in ability to 
estimate a function of data


• Has many nice properties like 
composition, data processing, 
and various robustness 
properties

An Operational Approach 
to Information Leakage



Paper Highlights



• A Rényi-like extension of 
Maximal leakage


• Interpolates between mutual 
information and maximal leakage

Tunable Measures for 
Information Leakage



Paper Highlights



• An information leakage measure 
motivated by statistical databases


• Measures the perturbation in the 
output due to small changes in 
input


• Has many nice properties and is 
extremely well studied

Calibrating Noise to Sensitivity in 
Private Data Analysis (Differential 
Privacy)

<latexit sha1_base64="HqYC7D2uDZnc2hX3SvDQUirzNXA=">AAACn3ichVFdi9QwFE3r1zp+7KiP+nB1EEZYhnYQ9WVhWQUFRSrs7HaYlJJm0tmwaVqSVHaI+Vv+EN/8N6bdIroreCFwcs859yb3Fo3g2kTRzyC8dv3GzVs7t0d37t67vzt+8PBY162ibEFrUau0IJoJLtnCcCNY2ihGqkKwk+LsbceffGVK81oemW3DsopsJC85Jcan8vF3XBFzSomw7xI3TbGpYfkC9gHrtsnteR7vnedzwFyCxV4FqQPcdZWwnnoWOrrTx3uD4Mh5a6GZGe5L5x2i3gAuFaHW9v2KAhK3WvZ1f/u+pfu+Yub+q5lnLh9PolnUB1wF8QAmaIgkH//A65q2FZOGCqL1Ko4ak1miDKeCuRFuNWsIPSMbtvJQkorpzPbzdfDcZ9ZQ1sofaaDP/umwpNJ6WxVe2b1cX+a65L+4VWvKN5nlsmkNk/SiUdkK8FvolgVrrhg1YusBoYr7twI9JX6Oxq905IcQX/7yVXA8n8WvZvGXl5ODw2EcO+gxeoamKEav0QH6gBK0QDR4EhwGH4NP4dPwffg5TC6kYTB4HqG/Ilz+AgTPyYw=</latexit>

DP(X ! Y ) = sup
x1,x22X : d(x1,x2)=1,T ⇢Y

log
P[Y 2 T |X = x1]

P[Y 2 T |X = x2]



• A recent work on Differential 
Privacy


• Connects Differential Privacy to 
Hypothesis Testing


• Proves a new composition 
theorem for differential private 
mechanisms

The Composition Theorem 
for Differential Privacy
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• A recent work on Differential 
Privacy


• Does a Rényi-like extension of 
Differential Privacy


• Proves a new composition 
theorem for differential private 
mechanisms

Rényi Differential 
Privacy
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Differential Privacy

Relative Entropy



Further Reading





• Location Data (correlation in 
space)


• Temporal Data (correlation in 
time)


• …

Many More Security 
and Privacy Settings
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Probability and Statistics are the 
mathematical languages in which we 

model information



There are many information measures 
with different mathematical properties



There are many application domains 
which require different measures


