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Stochastic Processes
W.S.S.

E[X [n]]=const. ,Var(X [n])=const.<oco
E[X[k]X*[l]|=R(k—1) \Vk,I€Z,

PSD: w.s.s. + Rx(k)et; (summable)

Sx (W) =ERL_ oo Rx (ke "k .
Fundamental Filtering Formula
X[n] W.S.S., Rx (k)ety, and hyer;, then

Y[n]=22 o hn_kX[k], is w.s.s. with

EY]=E[X] 3l _ hk, Ry(k)€l
Sy (w)=|H(w)|?Sx (w) ,H(w)=DTFT of hy,

Markov Chain
{X[n]} ez (considered stationary) taking discrete values in D,

P(X[n]=in | X[n—1]=ip_1,X[n—2]=in_2,...)

:P(X[n]:in | X[nfl]:in,l) Nipin_1,...€D

Bayes’ Rule
A and B with discrete values in D,
P(A=k | B:z):%, k,l€D.
AR Process
A w.s.s. process X[n], with values in R, |
SM o prXIn—kl=Wn], nez,

Wwin], is a zero mean Gaussian white noise
pk »k=0,....,M bounded coefficients (real or complex).
sume po=1.

We as-

Filtering Interpretation (»—! delay operator)
P(2)X[n]=W n]
Canonical form: p(z) strict. min. phase, po=1.
Correlation:
Rx [ml+ 30! prRx [m—k]=6moiy .
PSD (fundamental filtering formula):
Sx ()| P(e?) P =0%; .

Harmonic Processes

m>0.

X[n)=28 ) aped(“rnHOk) neN,
0, 1.i.d. uniformly distributed over [0,2x].
Rx=F lag|2ed“k! | Sx (w)=F_; ok |2 8(w—wp,) -
Hilbert Spaces
Projection Theorem
E,s Hilbert spaces with sce, then

VveE,31beS |

b=arg min||v—c|| , (v—b,c)=0,V c€S,
ceS

Projection Theorem w.s.s.

E s Hilbert spaces of w.s.s. processes with scecr?(p), then
vX[n]€E,3! Y[n]€S |

¥ [n}arg minE[| X [n] U] |?]
Uln]les

E[(X[n]-Y [n]))U* [n]}=0 ¥ Ulnles

Empirical Statistics
Bias & Variance
S(=[1],...,z[N]) empirical statistics of a probabilistic moment s.
Bias e[S(x[1],....X[N])]-S,
Variance var(S(x[1],...,X[N])-S5).
Unbiased & Biased Correlation
RYP ()= 2y ©n 2 el kla*(n],

5 N—|k
RE (k)= S0 *!

z[n+klz*[n].

Methods

Linear Estimation of w.s.s.: Wiener Filter

Estimation of x[n] given v[n)

Normal equations Rxy [u]=5,,cz hlm]Ry [u—m]

Wiener Filter H(eW):SSX%(S;)

Linear Prediction of w.s.s.: Yule-Walker

Prediction of x[n] as linear combination of X[n—1],...,X[n—N].
Coefficients a, solutions of

Rx [0] Rx[N-1]| | a1 Rx[1]
Rx[N—1] Rx[0] an Rx [N]
Linear Estimation of AR: Yule-Walker
SN, pkX[n—k]=W[n]. Coeff. p, solution of
Rx [0] Rx[N-1]| | p1 Rx[1]
Rx[N-1] Rx[0] PN Rx[N]

oy =Rx[0l+Rx[1lpi+...+Rx [Nlpy
Linear Pretiction of AR: Projection Theorem
H(X,n)=H(W,n), V n€z.
Intuitive property:

YEH(X,n+k), Y=A+B, ALH(X,n), BEH(X,n)
orthogonal projection of v onto H(x,n) is B.
Estimation Param. Prob.: MLE
6 parameters of the prob. function fy, y[1],...,y[N] realization
of the process v[n], then
9=arg maxg fy (y[1],...,y[N],6)

Spectral Estimation

Periodogram: General w.s.s. process

—_d 2 -
PY(w)=%|28_  alnle 79 P =F12n ()12,

Bias 71 NIkl Ry [k]le™3%F — Sy (w)

=—N+41 N
Variance constant

Resolution af> 4

Annihilating Filter: Line Spectra
Estimation of line spectrum frequencies and amplitudes of a
Harmonic w.s.s. process in absence of noise
1) Given 2k observations, solve the system
h[1]

z[K—1] z[0] z[K]

o[2K —2] o[K—1]| | h[K] 2[2K—1]
2) Compute H(z) and the zeros of mH(z)

3) Compute the argument of the zeros of m(z)

4) Compute w,, from the zeros’ arguments
)

5) Compute the amplitudes |a;|? by solving

1 1 a1e/91 z[0]
eIl VK agel©2 z[1]
eJw1 (K—1) IR (K=1) || qel®K z[K—1]

MUSIC: Line Spectra

Estimation of line spectrum frequencies and amplitudes of a
Harmonic w.s.s. process in the presence of noise

1) Given M observations with m>>N>k center the process
and compute the empirical correlation matrix

=3 M—-N+1 H
RYN = g ol Y eV Iy N

2) Compute the eigendecomposition GNN-K) of RYN.
3.a) Determine the peaks of

eN1<w)H§N(N—K)1§N(N—K)HENl(W) ;
3.b) Determine the minimum values of

N () HEN(N=K) GN(N—K)H gN1(,,y
4) Compute the modulus of the amplitudes using rRYN=
ENKAKKENKH+O_%VINN'
MUSIC: Smooth Spectra
1) Given ~ observations with nN>>Mm center the process and
compute the empirical correlation

Rx[kKl=4 Sn 2" woln-+klzo[n]* |

2) Solve the Yule Walker equations to obtain pi,....5a
3) Compute the estimate of the spectrum as

52

W
[P(2)|?
z

Sx (w)=

—=efw



