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Why visualize text?

Faster understanding: get quick insights on what I am reading


Comparison: compare document collections, or inspect evolution of 
collection over time


Clustering (grouping): classification or topic extractions


Correlation: compare patterns in the current text to other datasets

[Heer]



CharacterisNcs of a textual representaNon

Abstract representation of the data


Powerful representation to describe


Linear perception


Semi-structured 


grammar, punctuation, words, sentences


paragraphs, typography, calligraphy

Different across population groups! 



Raw text visualizaNon

Rich text

Overview + details with minimap



Text datasets

Documents 

Web pages, articles, logs, books, emails, 
comments, source code, tags


Collections of documents 

Messages (chats, emails, letters), social 
profiles, publications



Challenges of text viz
Summarizing text? 

High dimensionality, if possible summarize text with text. Choosing 
the right keywords?


Providing relevant context to assist the reader? 

Need to understand the semantics


Show (or provide access to) the source text.


Ontologies extraction 

Needs to understand the domain in addition of the previous points



In pracNce

Determine your analysis task


Find the best tools and models to match the task:


Read the litterature, look at other data viz, softwares, etc



Text as data



Words are ambiguous

Cannot be used as nominal data: (20,000+) words


Cannot simply do an equality test


Some words are correlated: Paris, New York, Madrid


Ordered: January, February, March


Conjugated, tenses, antonyms, synonyms, etc. 



Text processing pipeline

1. Tokenization 

Segment text into terms: “a sentence” -> [“a”, 
“sentence]


Remove stop words


Remove numbers and symbols: #love, @potus, yo!!!!? 


Define what to do with entities: Google, U.S.A



Named EnNty RecogniNon

Goal: label named entities in a text 

James Bond -> PERSON


Germany -> COUNTRY


Rue du Petit Chêne -> ADDRESS


(555) 142-3432 -> PHONE NUMBER


How do these entities relate?


Example: Check co-occurences in short term window (5 words)



Named enNty RecogniNon

https://cloud.google.com/natural-language/?utm_source=google&utm_medium=cpc&utm_campaign=emea-fr-all-en-dr-skws-all-all-trial-e-gcp-1002258&utm_content=text-ad-none-any-DEV_c-CRE_167381066147-ADGP_SKWS+%7C+EXA+~+M:1_FR_EN_ML_NL+API_natural+language+api-KWID_43700016296503440-kwd-79675488813-userloc_1005964&utm_term=KW_natural%20language%20api-ST_natural+language+api&ds_rl=1245734&gclid=EAIaIQobChMI1M_p3cGd1gIVaLvtCh0hRwrQEAAYASAAEgLusfD_BwE&dclid=COuMvN_BndYCFUJEGwod0DEHpg


Token normalizaNon
2. Stemming 

Set of rules to remove characters from words (fast and simple)


"fishing", "fished", and "fisher" to the root word, "fish"


3. Lemmatization 

Complex process to find the dictonnary form of a word (needs a dictionnary)


better -> good, went -> go


4. Ordered word mapping 

From tokens to IDs: go -> 1, good -> 2



Tips
Use a library! Gensim, Spacy, Tensorflow


Beware of text input! Gr8t m8t, u rok, c u l8tr


Don’t stem entities


NATO (North Atlantic Treaty Organization) -> NAT 
(Network Address Translation)


Reverse stemming when presenting to the user

the boy's cars are different colors

the boy car be differ color



Bag of words
N-gram with N=1, called unigram


Words are taken individually, no relationships, no ordering


A document ≈ vector of term weights


each dimension corresponds to a term (10,000+) 


each value represents the relevance (simple term counts)


Aggregate into a document-term matrix



Document-term matrix

[Heer]



Wordcount

http://www.wordcount.org/main.php


Tag cloud

http://1.bp.blogspot.com/_79SognVSu7A/TOFa9K2ptVI/AAAAAAAACHs/-t3BFCMVIYY/s1600/TagCloud_AAP.png


Design criNque

Can you interpret the visualization?


Do you trust the model? 


Can you reason about the text?

http://1.bp.blogspot.com/_79SognVSu7A/TOFa9K2ptVI/AAAAAAAACHs/-t3BFCMVIYY/s1600/TagCloud_AAP.png


Tag cloud
Pros 

Can help with an initial query e.g. identifying the main words.


Cons 

Bad visual encoding (size vs. position)!


No structure


Inaccurate size encoding (long words are bigger) 


Layout is unstable, difficult to compare two tag clouds



http://mkweb.bcgsc.ca/debates2016/?debate=clinton-trump-04


AdjecNve-noun pairs

[Yatani 2011]



Tips

Use adjective-noun word pairs for reviews, more descriptive than bag of 
word model


Generate longer, more meaningful phrases


Show keyphrases within source text



Term frequency

[Kessler 2017]

https://github.com/JasonKessler/scattertext


Document viz



InformaNon retrieval

Match query string with documents 


Provide context with picture and query 
string in bold



[Gorg et al., 2007]



Seesoft [Eick]

http://aspoerri.comminfo.rutgers.edu/Teaching/InfoVisResources/images/visiontothink/datamapping/seesoft_eick/images/seesoft.jpg


[Collins, 2006]



New York Times



Baby Name Wizard

http://www.babynamewizard.com/d3js-voyager/popup.html%23prefix=&sw=m&exact=false


Common local context

[ThinkMap]
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http://textarc.org/appearances/InfoVis02/InfoVis02_TextArc.pdf


[Wattenberg]

https://www.jasondavies.com/wordtree/?source=flickr-comments.txt&prefix=Thank%20you%20so%20much


WordTree review

Pros


useful for n-gram visualisation n > 1


show recurrent concordance (common local context) of repeated structures


Cons


Starting word?


What about other type of structures (Syntactic, lexical) ?



Phrase nets

Look for specific linking patterns in the text: ‘A and B’, ‘A at B’, ‘A of B’, etc


Visualize patterns in a node-link view 


Node size is proportional to occurences


Edge direction follows the text pattern

[van Ham et al.]



X and Y



Edge compression



X and Y



X at Y

24 hours computing power1 sec



Document content viz

Visual aspect: Word position, browsing, brush & link 


Semantic aspect: Word sequence, hierarchy, clustering 


Both: Spatial layout reflects semantic relationships


Interactions should support visual analysis + modifications of the model

[Heer]



Evolving documents



How to depict contribuNons?



https://images.macworld.com/images/howto/graphics/143554-aspern1_586.jpg


Git commits



Animated traces

[Ben Fry]

http://www.benfry.com/traces/


History flow

[Viégas et al.]

http://www.bewitched.com/historyflow.html


Visualize vandalism on Wikipedia



Chromogram

[Wattenberg et al.]

http://hint.fm/projects/chromogram/




ConversaNon viz

Senders, receivers (who)


Content (what), temporal patterns (when)


Information flow: Who x Who x What x When



Newsgroup Crowds and Authorlines
[Viegas & Smith]

http://alumni.media.mit.edu/~fviegas/papers/authorlines.pdf
http://alumni.media.mit.edu/~fviegas/papers/authorlines.pdf






Mountain (email)
[Viegas et al.]



Themail

[Viegas]



Document collecNons



Parallel Tag clouds

[Collins et al.]

https://www.research.ibm.com/visual/papers/paralleltagclouds.pdf


TIARA

[Wei et al.] 

http://www.shixialiu.com/publications/kddtiara/paper.pdf


Document projecNons

[Google]

http://projector.tensorflow.org/


Topic modeling

Assume documents are a mixture of topics


Topics are (roughly) a set of co-occurring terms


Two common techniques:


Latent Semantic Analysis (LSA) or Latent Semantic Indexing (LSI)


Latent Dirichlet Allocation (LDA)



LSA viz
LSA uses a term-document matrix which 
describes the occurrences of terms in 
documents


Weight of element proportional to the 
number of times the terms appear in each 
document (rare terms are upweighted to 
reflect their relative importance)


SVD to decompose the term-document 
matrix A into a term-concept matrix U, a 
singular value matrix S, and a concept-
document matrix V in the form: A = USV'.

[Wikipedia]

https://en.wikipedia.org/wiki/File:Topic_model_scheme.webm


LDA viz

LDA is a generative statistical model


LDA represents documents as 
mixtures of topics


LDA model might have topics that 
can be classified 
as CAT_related and DOG_related.

http://www.apple.com


More examples

http://textvis.lnu.se/

