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ENTROPY AND ALGORITHMS

In today’s lecture, we explore the role of entropy in algorithms beyond data
compression.

Specifically, we will briefly look at the following examples:

» “20 Questions Problem”

> Sorting

» “Billiard Balls” Puzzle
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THE 20 QUESTIONS PROBLEM

Let X be a random variable.
What is the minimum number of "Yes/No questions" needed to identify X?

And which questions should be asked?
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SOLUTION

» Consider a binary code I' for X € X',
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SOLUTION
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» Consider a'binary code I' for X € X,

> Once T is fixed, we know x € X’ iff we know the codeword I'(x).
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SOLUTION

» Consider a binary code I' for X € X',
> Once T is fixed, we know x € X’ iff we know the codeword I'(x).

> The strategy consists in asking the ith question so as to obtain the ith bit
of the codeword I'(x).
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SOLUTION

» Consider a binary code I' for X € X',
> Once T is fixed, we know x € X’ iff we know the codeword I'(x).

> The strategy consists in asking the ith question so as to obtain the ith bit
of the codeword I'(x).

> The average number of questions is L(X, '), which is minimized if T is
the encoding map of a Huffman code.
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SOLUTION

» Consider a binary code I' for X € X',
> Once T is fixed, we know x € X’ iff we know the codeword I'(x).

> The strategy consists in asking the ith question so as to obtain the ith bit
of the codeword I'(x).

> The average number of questions is L(X, '), which is minimized if T is
the encoding map of a Huffman code.

» We will see that we cannot do better.

First an example.
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EXAMPLE

Let X be a random variable in A = {a, b, ¢, d, e} having distribution px:

X ‘ a b c d e
px | 0.1 01 02 02 04
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EXAMPLE (CONT.)

We construct a binary Huffman code for X:

A Ty
a | 000
1 b | 001
c | o0
d | o011
4 e |

Suppose that the realization is X = b (but we do not know it).
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EXAMPLE (CONT.)
The strategy is to identify b via its binary codeword.

With the first question we try to find the first letter of the codeword:

0 1 ATy

06 a | 000

1 b | oo

0.2 0.4 c 010
oo o or
11 2 2 4 9

We ask the question: Is X € {e}?

The answer is NO. We know that the first letter of the codeword is 0.
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EXAMPLE (CONT.)

With the second question we find the second codeword letter:

A Ty
a | 000
1 b | 001
c | o0
d | o1
4 et

We ask the question: Is X € {c, d}?

The answer is NO. We know that the second letter of the codeword is 0.
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EXAMPLE (CONT.)

With the third question we find the third codeword letter:

A Ty
a | 000
1 b | 001
¢ | oto
d | ot
4 o1

We ask the question: is X = b?

The answer is Yes. We know that the third letter of the codeword is 1 and that
X=b.
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OPTIMALITY OF THE HUFFMAN QUERYING STRATEGY

We have seen that a prefix-free code for X € X leads to a querying strategy
to find the realization of X.
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OPTIMALITY OF THE HUFFMAN QUERYING STRATEGY

We have seen that a prefix-free code for X € X leads to a querying strategy
to find the realization of X.

Similarly, a deterministic querying strategy leads to a binary prefix-free code
for X. Here is why:
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OPTIMALITY OF THE HUFFMAN QUERYING STRATEGY

We have seen that a prefix-free code for X € X leads to a querying strategy
to find the realization of X.

Similarly, a deterministic querying strategy leads to a binary prefix-free code
for X. Here is why:

» Before the first question we know that x € X'.

» Without loss of generality, the first question can be formulated in terms of
“Is x € A?” for some A C X. (The choice of A is determined from the
strategy, that we fix once and for all.)
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OPTIMALITY OF THE HUFFMAN QUERYING STRATEGY

We have seen that a prefix-free code for X € X leads to a querying strategy
to find the realization of X.

Similarly, a deterministic querying strategy leads to a binary prefix-free code
for X. Here is why:

» Before the first question we know that x € X'.

» Without loss of generality, the first question can be formulated in terms of
“Is x € A?” for some A C X. (The choice of A is determined from the
strategy, that we fix once and for all.)

» |f the answer is YES, then we know that x € A C X. Otherwise
x € A° C X. Either way we have reduced the size of the set that
contains x.
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OPTIMALITY OF THE HUFFMAN QUERYING STRATEGY

We have seen that a prefix-free code for X € X leads to a querying strategy
to find the realization of X.

Similarly, a deterministic querying strategy leads to a binary prefix-free code
for X. Here is why:

» Before the first question we know that x € X'.

» Without loss of generality, the first question can be formulated in terms of
“Is x € A?” for some A C X. (The choice of A is determined from the
strategy, that we fix once and for all.)

» |f the answer is YES, then we know that x € A C X. Otherwise
x € A° C X. Either way we have reduced the size of the set that
contains x.

» We continue asking similar questions until the value of x is fully
determined, then we stop.
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> The sequence of YES/NO answers is a binary codeword associated to x.
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> The sequence of YES/NO answers is a binary codeword associated to x.

» The code obtained when we consider all possible values of x is a binary
prefix-free code.
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> The sequence of YES/NO answers is a binary codeword associated to x.

» The code obtained when we consider all possible values of x is a binary
prefix-free code.

» Since the tree is prefix-free, its average codeword-length cannot be
smaller than that of a Huffman code.
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ENTROPY AND SORTING

» Sorting by pairwise comparisons with binary output.

That is, for each comparison, the answer is either “ <" or “ > ".

» Suppose we have an unordered list of n objects that need to be sorted.

» How many binary comparisons are needed?

> Let us tackle this question via entropy.
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BILLIARD BALLS

EXERCISE

There are 14 billiard balls numbered as shown:
0000000000 0DD®OO®

Among balls 1 - 13, at most one could be heavier/lighter than the others.

What is the minimum number of weightings to simultaneously determine:

» if one ball is different ...

» if there is such a ball, which one, ...

> and whether the different ball is heavier/lighter.
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BILLIARD BALLS

EXERCISE

Can we use the 20 questions approach to solve the 14 billiard balls riddle?
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BILLIARD BALLS

EXERCISE

Can we use the 20 questions approach to solve the 14 billiard balls riddle?

SOLUTION

No, because the kind of questions that we can "ask", when we are weighing,
is quite limited.

For instance, the first question cannot be "is 1 or 2 heavy?"
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BILLIARD BALLS

Here is a way to formalize the Billiard Balls problem.

Let us identify the solution with the variable X :
“all ballsequal” X =0
“Ball 1 heavy” X=1

“Ball 1 light” X=-1
“Ball 2 heavy” X=2

“Ball 2 light” X=-2

“Ball 13 heavy” X =13
“Ball 13 light” X =-13

Hence, X e X = { —-13,-12,...,-1,0,1,...,12,13}.
Evidently, | X| = 27.
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BILLIARD BALLS
The results of the weighings uniquely specify the value of X.

Hence, in the billiard balls problem, we implicitly specify a ternary code
for a certain source.

We know that the number of ternary symbols needed to represent the source
is at least

N > Hp_3(X).

Our code should work irrespective of the source distribution. In other words, it
must work for all source distributions, thus

N > m(a;( Hp=3(X) = logg | X| = log; 27 = 3.
o(x

Hence, conclusion: We need at least 3 weighings.
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BILLIARD BALLS : STRATEGIES
But is there a strategy that requires only 3 weighings?

From source compression, we can establish the following facts:
» For each weighing, the three outcomes must be equally likely.

» The weighings must be independent of each other.

In class, we will together formally prove these two statements.
Then, leveraging these two insights, we will construct the weighing strategy.

Remark: It is because we carefully selected the numbers (alphabet size of
27; each weighing has 3 possible outcomes) that there is a strategy that
exactly matches the entropy lower bound of 3 weighings. If you change the
numbers, it will not generally be true that there is a strategy that exactly
matches the lower bound.
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