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OUTLINE

INTRODUCTION AND ORGANIZATION
Introduction

Course Organization

ENTROPY AND DATA COMPRESSION

CRYPTOGRAPHY

CHANNEL CODING
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COMPUTER SCIENCE

AICC-I

» Computation
» Algorithms

» Discrete Structures
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COMPUTER SCIENCE

AICC-I

» Computation
» Algorithms

» Discrete Structures

But to have interesting
computations, we need data!
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COMPUTER SCIENCE
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COMPUTER SCIENCE

AICC-I

» Computation
> Algorithms

» Discrete Structures

From The Opte Project
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COMPUTER SCIENCE

AICC-I

» Computation
» Algorithms

» Discrete Structures

AICC-II

» Communication
» Information and Data Science

» Cryptography, Secrecy,
Privacy
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WE STUDY: SOURCE CODING, CRYPTOGRAPHY, CHANNEL CODING

Why these topics?

>

>

important building blocks of communication systems
non-evident topics and the results are often surprising

intimately related to fundamental concepts (probability theory, linear
algebra, number theory)

have a common root: the notion of entropy

require/promote rigorous thinking
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Digital Communication: The "Big Picture"
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Process 1

Application

Physical

COMMUNICATION OVER THE INTERNET

(HTTP, SMTP, ..

)

(compression, encryption)

(TCP/UDRP, ...)
(channel coding)

(routing)

(channel coding)

Physical Medium

Process 2

Application

Physical

11/798



POINT-TO-POINT COMMUNICATION SYSTEM

Transmitter Side Receiver Side
source
fast, private, and reliable bit-pipe
source coding source decoding

(compression) (expansion)

private and reliable bit-pipe

encryption decryption

channel coding physical channel channel decoding
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FIrRST TopriC: SOURCE CODING

We will rely on discrete probability theory and on the work of various
people including:

Shannon Huffman
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MAIN THSOREMS
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SECOND ToPIC: CRYPTOGRAPHY

We will rely on number theory

tr\, .

Shannon Clifford Cocks Rivest, Shamir, Adleman
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THIRD TopriC: CHANNEL CODING

We will rely on finite fields

A

Galois

as well as on linear algebra and on the work of various people including:

Shannon Reed Solomon
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