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Warm-up Quiz

Go to

https://menti.com

Enter the code

5919 7630



Hardware-accelerated array computation library

Why PyTorch?

Main Features

▪ Automatic differentiation

▪ Hardware acceleration

▪ Compatible with Numpy, Scipy, …

Strong Points

▪ Open-source & active community

▪ Easy-to-use (and understand)

▪ Lots of integrated tools

Similar Libraries:



Learning PyTorch

Documentation Tutorials YouTube

can be outdated

https://pytorch.org/tutorials

/beginner/basics/intro.html
https://pytorch.org/docs/

stable/index.html

https://pytorch.org/tutorials/

beginner/ptcheat.html

https://pytorch.org/tutorials/beginner/basics/intro.html
https://pytorch.org/tutorials/beginner/basics/intro.html
https://pytorch.org/docs/stable/index.html
https://pytorch.org/docs/stable/index.html
https://pytorch.org/tutorials/beginner/ptcheat.html
https://pytorch.org/tutorials/beginner/ptcheat.html


Tensors

Declaration

Dimensions

Most important concept in DL libraries



Data Types

32-bit floating point torch.float32 or torch.float

64-bit floating point torch.float64 or torch.double
16-bit floating point torch.float16 or torch.half

8-bit integer torch.int8

8-bit integer unsigned torch.uint8

16-bit integer torch.int16

32-bit integer torch.int32

One-hot encoding

Grayscale

Timeseries



Tensor Operations

Math Operations

Shape Manipulation

torch.abs()

torch.linalg.norm()

torch.matmul()

…

torch.squeeze()

torch.unsqueeze()

torch.view()

torch.reshape()

torch.permute()

torch.transpose()

…



Autograd Mechanism

Autograd Freezing Model Weights

Gradient Example 1

Gradient Example 2



Building Layers

Fully Connected

Convolutional

Activation Functions

Pooling

Memory Blocks

Losses



Building Models
torch.nn.Module torch.nn.Sequential

Optimizer

Loss Function



Mini-batches for training

Training Set

Item 1

Item 2

Item 3

Item 4

…

Item N

Mini-batch A

Size 4

Shuffle NO

Training Set

Item 1

Item 2

Item 3

Item 4

…

Item N

Mini-batch A

Size 4

Shuffle YES



Mini-batches for training

Training Set

Item 1

Item 2

Item 3

Item 4

…

Item N

Worker 1

Worker 2

Worker 3

Worker 4

DataLoader

w/ 4 workers

RAM GPU

CPU

1

2

3

3

4
5



GPU Acceleration

Automatic selection of GPU acceleration
Manual override with --cpu CLI argument

https://pytorch.org/get-started/locally/

Make sure to install the right version

Do not forget model.to(device) Move data to GPU inside the main 
loop, not inside the Dataset class

https://pytorch.org/get-started/locally/


Example Training Loop

10 digits 

as output

Flatten the 

convolved images



Example Training Loop

Cycle through the data

Could use: 
 inputs = inputs.to(device)

 labels = labels.to(device)

loss_fn can be CrossEntropyLoss()

Key step in the learning process



Questions
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