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▪ Introduction to machine learning interatomic potentials

▪ LLM agents for chemical research

▪ Time for projects

Last lecture 
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Density functional theory

Machine learning potential



Atomistic machine learning

Target Property



Atomistic machine learning

Target Property

𝑠𝑖 ∈ {𝐻, 𝐶, 𝑂, 𝑁, . . . }

{(𝐫𝐢, 𝑠𝑖)}𝑖

𝐫𝐢 = (𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖) An atomistic system is a 3D point cloud.



LiDAR
Point cloud representation

of the surrounding world

3D point clouds

Semantic3D

Autonomous driving



General-purpose point cloud models

•Multiview CNNs

Pointview-gcn, Rotationnet, MV3D, …

•Voxel-based models

O-cnn, Octnet, Kd-network, …

•Point convolution NNs

Kpconv, PCNN, SpiderCNN, …

•Point-based models

PointNet++, PointMLP, PAConv, …
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General-purpose point cloud models

The world of general-purpose point cloud models is (much) larger than ours.

Why don’t we use these developments and benefit from them?

•Multiview CNNs

Pointview-gcn, Rotationnet, MV3D, …

•Voxel-based models

O-cnn, Octnet, Kd-network, …

•Point convolution NNs

Kpconv, PCNN, SpiderCNN, …

•Point-based models

PointNet++, PointMLP, PAConv, …



Machine learning potentials
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Machine learning potentials
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Molecular dynamics simulations



Symmetry requirements

Permutational invariance Rotational invariance

Translational invariance Smoothness

To avoid artifacts in a simulation, it is highly desirable for a model

to fulfill the following symmetry constraints:

Invariant model

with moderate accuracy

Not invariant model

with excellent accuracy

is preferable 

over

Most people in the field believe that:



Equivariant Coordinate System Ensemble
Outline

A-posteriori symmetrization of any backbone architecture.

Permutational invariance Rotational invariance

Translational invariance Smoothness

Permutational invariance Rotational invariance

Translational invariance Smoothness



Equivariant Coordinate System Ensemble
Local coordinate system

𝐸 = ∑
𝑖
𝐸𝑖(atomic environment of atom𝑖)
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Equivariant Coordinate System Ensemble
Challenges with local coordinate system

Use just a pair of closest neighbors?

Linfeng Zhang, Jiequn Han, Han Wang, Roberto Car, and Weinan E. Deep Potential Molecular Dynamics: A Scalable Model with the Accuracy of Quantum 

Mechanics. Phys. Rev. Lett., 120(14):143001, April 2018.



Equivariant Coordinate System Ensemble
Local coordinate system

Use just a pair of closest neighbors?

But what if atoms move a bit?

Linfeng Zhang, Jiequn Han, Han Wang, Roberto Car, and Weinan E. Deep Potential Molecular Dynamics: A Scalable Model with the Accuracy of Quantum 

Mechanics. Phys. Rev. Lett., 120(14):143001, April 2018.



Equivariant Coordinate System Ensemble
Local coordinate system

Discontinuous jump

of a coordinate system.

Gap in predictions!



Equivariant Coordinate System Ensemble
Local coordinate system



Equivariant Coordinate System Ensemble
Local coordinate system

Rotational invariance Smoothness Rotational invariance Smoothness

There are methods for adaptive local environment cutoffs to overcome that issue 
(but it’s always a trade-off between computational cost and smoothness).



▪ https://arxiv.org/abs/2312.07511

“Unconstrained models” are on the rise.
27

https://arxiv.org/abs/2312.07511
https://arxiv.org/abs/2312.07511
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One unconstrained model from EPFL →PET
Point Edge Transformer

29

https://github.com/spozdn/pet

https://github.com/spozdn/pet


How do unconstrained models work? 
30

𝐸𝑖

𝐸𝑖

On the fly data augmentation. 



Most recent iteration PET-MAD
31

https://arxiv.org/pdf/2503.14118

https://arxiv.org/pdf/2503.14118


◼ ML model is 103-106x faster than reference QM 

◼ Improving at each iteration and converges ~ 5-10 iterations  

◼ ML training takes ~10-24 hours

In2O3 particle SOAP-GAP FF

Schaaf L., Fako E., et al., npj Computational Materials (2023) 9:180

Machine Learning at Atomic Scale: 
Interatomic Potentials

32
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33
Schaaf L., Fako E., et al., npj Computational Materials (2023) 9:180

Schaaf L., Fako E., et al., npj Computational Materials (2023) 9:180

1 NEB  = 1 Path
33
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◼ Place ALL reactants on the surface, run a single NEB along the full reaction path:

◼ Number of potential calls: 

◼ 200 images ˟ 500 steps = 200 nodes ˟ 24 cpu ˟ 92 hours – DFT

◼ 200 images ˟ 500 steps = 24 cpu ˟ 92 hours – SOAP – GAP MLIP
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LLM Agents in Chemistry

34



From LLMs to LLM agents
35

User query

Answer

1. Reflect

2. Act3. Observe

loop

Ability to take actions

ReAct: Synergizing Reasoning and Acting in Language Models

Yao et al., ICLR 2023

External tools

• Database query

• Web search

• Chemistry tools

• …

• Reduce hallucination

• Better tools, better task solvingGenerated 
word by word.



ChemCrow – Augmenting LLMs with Chemistry Tools
36

Bran, A. et al. Augmenting large language models with chemistry tools. Nat Mach Intell 6, 525–535 (2024, >500 citations)



Co-Scientist (CMU) Autonomous chemical 
research with large language models

37
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How to build your first chemical LLM agent.

40

https://www.youtube.com/playlist?list=PL49ip_eZtzYgLSv
XuA3YZRZbp1mHM0VEh

Github code material: https://github.com/shkdidrlf/aichemist-cheminformatics-
agent/tree/main/example_codes

https://www.youtube.com/playlist?list=PL49ip_eZtzYgLSvXuA3YZRZbp1mHM0VEh
https://www.youtube.com/playlist?list=PL49ip_eZtzYgLSvXuA3YZRZbp1mHM0VEh
https://github.com/shkdidrlf/aichemist-cheminformatics-agent/tree/main/example_codes
https://github.com/shkdidrlf/aichemist-cheminformatics-agent/tree/main/example_codes
https://github.com/shkdidrlf/aichemist-cheminformatics-agent/tree/main/example_codes
https://github.com/shkdidrlf/aichemist-cheminformatics-agent/tree/main/example_codes
https://github.com/shkdidrlf/aichemist-cheminformatics-agent/tree/main/example_codes
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And a last highlight 
from my lab…
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LLMs as chemical reasoning engines

Chemical reasoning in LLMs unlocks steerable synthesis 
planning and reaction mechanism elucidation

AM Bran, TA Neukomm, DP Armstrong, Z Jončev, P Schwaller
arXiv preprint arXiv:2503.08537 (in review, Nature)

https://scholar.google.com/citations?view_op=view_citation&hl=en&user=Tz0I4ywAAAAJ&sortby=pubdate&citation_for_view=Tz0I4ywAAAAJ:JoZmwDi-zQgC
https://scholar.google.com/citations?view_op=view_citation&hl=en&user=Tz0I4ywAAAAJ&sortby=pubdate&citation_for_view=Tz0I4ywAAAAJ:JoZmwDi-zQgC




Reaction mechanism elucidation 

Expert reaction description
in prompt helps weaker

models. 



47

LLMs enable chemists
to talk to machine learning tools 
in their language. 



Updated deadline: Sunday, June 1st (end of day, CET) following a 
request by one of your fellow students. 

Code and report submission 48
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