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Recap — single molecules 2



Today: Chemical reactions 3

A chemical reaction is a process in which one or more substances, 
the reactants, are converted to one or more different substances, the products.

https://www.britannica.com/science/reactant


Machine Intelligence for Chemical Reaction Space. Schwaller et al. 2022  
https://wires.onlinelibrary.wiley.com/doi/full/10.1002/wcms.1604



Chemical reaction space 
-> how to make molecules

Literature (broad, e.g, Thieme)

Patents (broad, accessible)

Experiments ELN/HTE (narrow)

Simulations (narrow)

Data sources for ML?

(e.g. ORD, Kearnes et al.)
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Chemical reaction data
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7

Synthesis procedures (patents/literature) 

To a suspension of AlCl3 (1.57 g, 11.84 mmol) in dichloromethane (50 mL) was added 5-Bromo-2-methyl-1H-pyrrolo[2,3-b]pyridine. 
After stirring for 30 min, chloroacetyl chloride (1.33 g, 11.84 mmol) was added and the reaction mixture was stirred for 2 hours at 
room temperature. On completion, solvents were evaporated and quenched with aq. NaHCO3 solution at 0° C. Resulting mixture was 
extracted with EtOAc. The organic layer was dried over Na2SO4 and filtered through a plug of silica gel. Solvent was evaporated to 
dryness to give 1-(5-Bromo-2-methyl-1H-pyrrolo[2,3-b]pyridin-3-yl)-2-chloro-ethanone (0.650 g, 95% yield).



Reaction representations



“While typically correct, the atom-maps are wrong in many 
cases and hence should not be entirely relied on.”

https://figshare.com/articles/Chemical_reactions_from_US_patents_1976-Sep2016_/5104873



Chemical reaction data
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Early work — expert systems (‘60s, ‘70s) 11

More expert systems: 
• SECS by Wipke 
• EROS by Gasteiger 
• CAMEO by Jorgensenhttps://pubs.acs.org/doi/10.1021/acs.jcim.0c00448
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Bond electron matrix 
- diagonal: free valence electrons 
- off-diagonal: bond order  

Reaction matrix Bond electron matrix of the product 

1973



RXN-Insight 13



SOPHIA, a Knowledge Base-Guided 
Reaction Prediction System

14

Hiroko Satoh 
• Associate Prof at  
ROIS, Japan.  
• Researcher 
at Uni of Zürich. 



▪ Largest expert rules system 
▪ More than 100k human expert rules 
▪ Sadly not open-source

Chematica (Synthia) 15



Example 16

https://ars.els-cdn.com/content/image/1-s2.0-S2451929418300639-mmc4.pdf

1 of 100k expert-written reaction rules 



Reaction prediction
17



▪ Kayala (2011), Fooshee (2018) & Baldi: neural network to predict 
mechanistic steps through the identification and ranking of electron 
sources and sinks  
▪ Limitation: Hand-crafted rules as training (11k elementary reactions, not 

open) 
▪ Wei et al. (2016), reaction template 

prediction (only 17 classes, 
2 reactants, 1 reagent)

Early deep learning for reaction 
prediction

18



▪ Similar to the Wei approach 
▪ But automated extraction of 

9k templates from Reaxys 
▪ One ECFP fingerprint to encode 

reactants

Template-based approaches with 
automated extraction (Segler & Waller)

19



20



Bond change prediction / graph edit-
based methods

21



Limitations of atom-mapping dependent  
approaches

22

Atom-mapping dependent approaches 
are only as good as this step. 

Wrong atom-mapping 
• Wrong graph-edits 
• Wrong templates



SMILES-2-SMILES approaches
— How to overcome atom-mapping 
dependence

23



Atoms as letters, molecules as words 

Split -> “sequences of atoms” called tokens

 Borrow methods developed for human languages 
Nam & Kim, arXiv:1612.09529; Liu et al.,  ACS Centr. Sci. 2017; Schwaller et al., Chem. Sci, 2018 



INPUTS = reactants + reagents OUTPUTS = products

Interesting features
French: Le chat est noir. German: Die Katze ist schwarz.

END

Sequence-2-sequence models

Problem: fixed size

Sutskever et al., Sequence to Sequence Learning with Neural Networks. NeurIPS, 2014. 
Cho et al. , Learning Phrase Representations using RNN Encoder-Decoder for Statistical Machine Translation. EMNLP, 2014. 



Attention = ability to focus on most important features

One state per input

Bahdanau et al., Neural Machine Translation by Jointly Learning to Align and Translate. ICLR, 2015 
Luong et al., Effective approaches to attention-based neural machine translation, EMNLP, 2015

Sequence-2-sequence models with attention 



- Stacks of attention layers 
- Multi-head attention 

Transformer architecture

Vaswani et al., Neural Machine Translation by Jointly Learning to Align and Translate. NeurIPS, 2017



Molecular Transformer

C C ( C ) S c 1 n c c c c 1 F

• No rules integrated / no chemical knowledge 
• Accurate predictions on unseen reactions  
• Better than rule and graph-based approaches

Schwaller et al., Molecular Transformer – A Model for Uncertainty-Calibrated Chemical 
Reaction Prediction. ACS Central Science, 2019 IBM Research



USPTO-MIT benchmark (no stereochemistry)

Top-1 Acc. [%] WLDN5 
Coley et al. 

Molecular 
Transformer

separated 85.6 90.4

mixed 74 (earlier 
version)

88.6

2018 2020

Graph-NN 
Qian et a. 

Augmented MT. 
Tetko et al.

90 91.9 

Not possible 90.4  



Separated vs mixed setting

Separated

Mixed

No distinction between reactants and reagents



87.5 % Molecular Transformer
76.5 % best human
72.5 % Coley et al. model

50.6 % average human

- 80 reactions (10 reactions per bin) 
- Given to 11 chemists

common rare 
Graph-edit-based, atom-mapping dependentBM
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Human prediction benchmark 



Graph2SMILES

MEGANAugmented Transformer



Extensive data augmentations



Large-scale pretraining
BM
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Graph2SMILES -> Graph encoder 
with a SMILES decoder



Stereochemistry & experimental validation

Pesciullesi*, Schwaller* et al., Nature Communications,  2020

Transfer learning enables the molecular transformer to predict regio- and stereoselective 
reactions on carbohydrates

• 14-step synthesis of a lipid-linked oligosaccharide 
• >40% accuracy increase with Carbo Transformer  
• Similar performance gains on JACS/CARBO test sets
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IBM Research

Transfer learning is applicable to any reaction subspace of interest!



What is transfer learning ?
• Patent reactions 
(1 million) 
• Carbohydrate  
reactions 
(few thousands)

Carbohydrate  
Transformer

37Transfer learning applicable to any reaction subspace of interest!



Molecular Transformer for enzymatic reactions
How to represent the enzymes? 

Kreutter et al., Predicting enzymatic reactions with a molecular transformer. Chem. Sci., 2021

David Kreutter 
Reymond group 



Harder benchmarking needed 39





Projects 41

Data is key! 


