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▪ Three things needed to train a deep learning model in PyTorch

Key concepts — PyTorch/Pytorch lightning 3

https://www.eletreby.me/blog/getting-started-with-pytorch-dataset-and-dataloader 

https://www.eletreby.me/blog/getting-started-with-pytorch-dataset-and-dataloader


▪ The Dataset class defines your dataset and how to fetch a single row. 
▪ The DataLoader class handles batching and shuffling

Key concepts — Dataset and Loader 4

More information: https://www.eletreby.me/blog/getting-started-with-pytorch-dataset-and-dataloader 

https://www.eletreby.me/blog/getting-started-with-pytorch-dataset-and-dataloader


Key concepts — PyTorch model 5

https://www.eletreby.me/blog/building-a-pytorch-model-class 

https://www.eletreby.me/blog/building-a-pytorch-model-class


Key concepts — Training loop 6

https://pytorch.org/tutorials/beginner/basics/quickstart_tutorial.html https://www.eletreby.me/blog/training-loop 

Recommendation: Start with code that 
worked for a similar problem, and adapt  
it to your new dataset.

https://pytorch.org/tutorials/beginner/basics/quickstart_tutorial.html
https://www.eletreby.me/blog/training-loop


PyTorch Lightning 7



Chemprop 8

https://github.com/chemprop/chemprop/tree/main/examples 

https://github.com/chemprop/chemprop/tree/main/examples


Unsupervised machine learning

9



Categories of unsupervised learning 10

https://scikit-learn.org/stable/



▪ Grouping unlabelled examples  
▪ Typically you have a large collection of molecules, and you would like to 

divide them into small groups of similar molecules (clusters) 
▪ This can help you analyse outcomes of high-throughput screening or 

virtual screening, but also pick diverse molecules (1 from each cluster) 

Clustering — what is it? 11



▪ Centroid == center of the cluster

K-Means clustering (centroid-based) 12

Initial data K randomly chosen centroids (C) Assign points to Cs Assign new Cs

https://www.naftaliharris.com/blog/visualizing-k-means-clustering/

Reassign points to closest C Reassign Cs Iterate until centroids do not change anymore



▪ A good model has low inertia and low K. 

How do you define K (the 
number of clusters)?

13

Inertia measures how well a dataset was clustered by K-Means. It is calculated by measuring the distance between each data point 
and its centroid, squaring this distance, and summing these squares across one cluster.



▪ Point belonging to cluster is near lots of points in that cluster 
▪ Start by picking random point, min points in distance => add to cluster 
▪ When no more point can be added, pick the next arbitrary point

Density-based spatial clustering of 
applications with noise (DBSCAN)

14

https://www.naftaliharris.com/blog/visualizing-dbscan-clustering/



▪ Advantage: You don’t have to specify the number of clusters in advance 
in DBSCAN

Comparison between k-Means and 
DBSCAN

15



▪ Generation of Fingerprints. 
▪ Identifying Potential Cluster Centroids 
▪ Cluster Algorithm Based on Exclusion Spheres at a Given Tanimoto Level 
▪ Hence, cluster will only include molecules that are above a similarity 

threshold 

 

Butina Clustering method 
(centroid-based, like K-Means)

16

https://projects.volkamerlab.org/teachopencadd/talktorials/T005_compound_clustering.html



Code examples 17



▪ high-dimensional space into a low-dimensional space 
▪ How to display molecules described with a 1024-dimensional fingerprint 

in 2D?

Dimensionality reduction 18

Reality:

x1

x2

PC1
Examples 
(for simplicity)



Principal Component Analysis (PCA) 19

• PCA finds directions of maximum 
variance

x1

x2

x1

x2

PC1

• principal components are 
orthogonal
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Principal Component Analysis (PCA) 20
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PC1 PC1

2D to 1D



T-Distributed Stochastic Neighbor 
Embedding (T-SNE)

21

• Calculate similarity scores in high dimensions (here 2D) 
• Randomly place the samples in lower dimensionality (1D) 
• Iteratively move the points, until similarity matrix looks 

same as in high dimensions

Youtube: v=NEaUSP4YerM

▪ For complicated datasets, PCA may not work well.



Uniform manifold approximation and 
projection (UMAP)

22

▪ Main ideas are similar to t-SNE 
▪ Compute similarity in high dimensions 
▪ Move points in low dimensions according to high-D similarity 
▪ Two key differences 
▪ t-SNE starts with random initialisation in low-D (every time you use it 

on same data, it will be different).  
In contrast, UMAP always starts with the same points. 

▪ t-SNE moves every point at every iteration. UMAP moves one or a 
small subset of points (better scaling). 

▪  



Tree Map (TMAP) 23



Natural Product Atlas — with TMAP 24

https://tmap.gdb.tools/src/npatlas/index.html

Build your own: https://tmap.gdb.tools/

https://tmap.gdb.tools/src/npatlas/index.html


▪ Catalyst optimization is often difficult to do rationally.  
▪ very small class of phosphine ligands known for stabilising Pd dimers. 
▪ Hueffel et al. used machine learning to search for patterns in this known 

class of ligands and thereby guide the discovery of variants that likewise 
stabilize the dimers. => K-Means clustering  

▪ The authors were able to synthesize eight previously unreported dimers. 
▪ More on that in the exercises! 

25



Unsupervised learning in Deep Learning
— representation learning

26



Autoencoder — dimensionality reduction 27

Encoder Decoder

Bottleneck

high dimensional high dimensional

low dimensional

• for molecules: encoder and decoder could be recurrent neural networks/Transformers on SMILES 
• There is an information bottleneck, the model has to compress the high dimensional data in a way 

to be able to reconstruct it.  
• Trained no a reconstruction loss 
• No guarantee that close points in bottleneck are close points in high dimensional space

latent representation 



Variational Autoencoder 28

https://towardsdatascience.com/understanding-variational-autoencoders-vaes-f70510919f73



How to apply deep learning in 
the low data regime.

29



Unsupervised learning in Deep Learning
— pretaining

30

CHEMBL dataset 
(Millions of structures — 
not labeled for your task)

Pretaining

Your task 

100 labeled datapoints 
(Not enough to train a deep learning model) 

What can we do? 

Fine-tuning



Self-supervised learning / pretraining 31

https://github.com/junxia97/awesome-pretrain-on-molecules



▪ We have a lot of unlabelled data (molecules without corresponding 
activity), and we invent a task that we can train on without labels. 
▪ Corrupt the graph / hide an atom, and let the model predict it 
▪ For SMILES-based language models, predict the next SMILES token 
▪ …

What does self-supervised learning 
mean?

32



Masked Language Modelling (MLM) and 
next sentence prediction

33



Auto-regressive language modelling 34

https://thinkingneuron.com/sentiment-analysis-of-tweets-using-bert/



Semi-supervised learning 35

https://www.enjoyalgorithms.com/blogs/supervised-unsupervised-and-semisupervised-learning



▪ Groups of up to 3-4 
▪ ML project in chemistry 
▪ Collect data from literature / online / from a project you have worked on 
▪ Train ML models (GitHub repo, 30%)  
▪ Write a 4-page report including intro/task/data/methods/results (40%) 
▪ Present outcomes in the last course session (15-20 min per group, 30%) 

▪ Sign up on Google Form 
▪ Fill it in by next week

Projects 36



▪ Molecular / reaction property prediction 
▪ Reaction/process condition optimization 
▪ De novo molecular optimization 
▪ Free topic 

▪ It’s fine to start from an open-source codebase and build on top.  
▪ Please let us know what you are most interest in, in the google form, 

and we can provide useful pointers to data, baseline models, etc. 

Potential topics — select a use case 37


