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A detailed description of the process leading from the reactants to the products 
of a reaction, including a characterization as complete as possible of the composition, 

structure, energy and other properties of reaction intermediates, products and 
transition states.  An acceptable mechanism of a specified reaction (and there may be a 

number of such alternative mechanisms not excluded by the evidence) must be 
consistent with the reaction stoichiometry, the rate law and with all other available 

experimental data, such as the stereochemical course of the reaction. It should be 
noted that for many reactions all this information is not available and the suggested 

mechanism is based on incomplete experimental data.
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Potential Energy Surface (PES)
A geometric hypersurface on which the potential energy of a chemical system is 

plotted as a function of its nuclear coordinates (molecular geometry).
Chemistry  Topology
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Potential Energy Surface (PES)
A geometric hypersurface on which the potential energy of a chemical system is 

plotted as a function of its nuclear coordinates (molecular geometry).
Chemistry  Topology
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Simplest PES = 1D diagram, e.g. for a diatomic

equilibrium

∆E=BDEpotential
well

6

6



4/4/25

4

Potential Energy Surface (PES)
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Zero-point vibrational 
energy (ZPVE)

lowest possible energy of a 
quantum system. According 
to the uncertainty principle, 
ZPVE > the minimum of the 
classical potential well.

∆E=BDE
*corrected

ν=0

ν=1

ν=2
ν=3
ν=4
ν=5

ZPVE
rotations

vibrations
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Potential Energy Surface (PES)

E
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The Harmonic Oscillator 
approximation
is used to describe 
vibrational modes at the 
bottom of the potential well; 
Morse curve is more accurate 
for higher energies.

ν=0

ν=1
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Potential Energy Surface (PES)

E
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Note that the energy can be 
given in wavenumbers:

E = hν = hcν

1 kJ = 5.034 × 1025 cm-1

ν=0

ν=1

ν=2
ν=3
ν=4
ν=5

Morse curve
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Potential Energy Surface (PES)

E
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Geometry optimisation
is an iterative procedure to 
reach an equilibrium position 
by minimising the energy 
through geometrical changes. 
Equilibrium is reached once 
there is no force (-gradient = 
first derivative of energy = 
slope of the curve) to shift the 
nuclei. Equilibrium is the 
minimum of the potential 
energy well, and corresponds 
to the zero slope.

equilibrium
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Potential Energy Surface (PES)

Geometry optimisation
Steepest Descent (a): Brute force, more 
robust algorithms that improves the choice 
of the new direction close to the minimum 
are preferred.

Conjugated Gradient (b): Same as SD at the 
beginning but subsequent directions are 
linear combinations of new and previous 
gradient direction.

10

(a) 

(b) 

Geometry optimisation can be performed using different algorithms to 
determine the steps towards the energy minimum
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Potential Energy Surface (PES)

E

φ

Simplest PES = 1D diagram, e.g., for rotation

In both the staggered and 
the eclipse conformations 
the slope is zero, yet only 
the staggered is the energy 
minimum.
For more complicated 
systems there are more 
degrees of freedom – need 
higher dimensionality!
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Potential Energy Surface (PES)
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3D surface

equilibrium
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Torsional potential energy of 
α-terthiophene
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Potential energy surface of a molecular system characterises various conformers 
and bonding patterns, as well as the transition pathways connecting them.

Potential Energy Surface (PES) 13

A TSA Reactant TSB B

First-order saddle point

First-order
saddle 

point
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Potential Energy Surface (PES)

Stationary points (force = 0): 
Minima (global and local)
Maxima

Transition States (1st order saddle points) 
Higher order Saddle Points

Hessian (matrix of the 
2nd derivatives of energy) 
allows distinguishing 
between them.

Minimum has only 
positive eigenvalues 
(vibrational frequencies) 
in the Hessian;

Saddle point has one 
negative (imaginary) 
frequency.
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A TSA Reactant TSB B

First-order saddle point

First-order
saddle 

point
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Potential Energy Surface (PES)

Geometry optimisation: benchmarking of DFT methods

Theor Chem Account (2008) 120:215–241 237

Table 21 Overall assessment

a BMUE(TME53) is defined in
Eq. (30)
b WMUE(M06E403) is defined
in Eq. (37)

Method MGE350 TME53a M06E403b

WMUE (reduced units) BMUE (kcal/mol) WMUEb (reduced units)

M06 0.67 5.50 0.62

M05 0.75 7.00 0.74

M06-L 0.96 5.27 0.76

B98 0.90 7.03 0.82

B97-3 0.80 9.53 0.89

M06-2X 0.39 16.28 1.02

BMK 0.58 14.33 1.02

M05-2X 0.46 16.18 1.05

VSXC 1.40 7.12 1.08

TPSSh 1.28 8.85 1.10

B3LYP 1.13 10.44 1.10

PBEh 0.91 13.30 1.14

BLYP 1.73 8.42 1.31

PBE 1.66 9.87 1.35

M06-HF 0.48 − −
HFLYP 1.90 − −
HF 4.35 − −
Average (14 DFTs) 0.97 9.94 1.00

Average (16 DFTs) 1.00

Average (all) 1.20 − −

Table 22 Mean errors for bond lengths (Å)

Method MGBL19 MLBL13 TMBL8 TMBL7 BMUE39b BMUE40c

MSE MUE MSE MUE MSE MUE MUEa

PBE 0.009 0.009 −0.002 0.010 0.016 0.031 0.029 0.016 0.017

TPSSh 0.002 0.004 −0.004 0.010 0.019 0.049 0.047 0.020 0.021

BLYP 0.012 0.012 0.007 0.013 0.034 0.039 0.041 0.022 0.022

M06-L −0.001 0.003 −0.001 0.011 0.101 0.118 0.043 0.019 0.044

VSXC 0.003 0.003 0.008 0.013 0.119 0.138 0.037 0.018 0.052

M06 −0.005 0.007 −0.007 0.018 0.112 0.131 0.056 0.027 0.052

B3LYP 0.000 0.005 −0.003 0.010 0.126 0.154 0.057 0.024 0.057

M05 −0.005 0.007 −0.001 0.021 0.134 0.154 0.071 0.033 0.061

B98 −0.001 0.005 0.001 0.011 0.156 0.174 0.086 0.034 0.063

PBEh −0.004 0.006 −0.010 0.014 0.129 0.173 0.061 0.027 0.064

BMK −0.004 0.007 −0.011 0.025 0.161 0.183 0.075 0.036 0.072

B97-3 −0.004 0.006 0.009 0.018 0.175 0.197 0.095 0.040 0.074

M05-2X −0.008 0.009 0.005 0.023 0.174 0.213 0.113 0.048 0.082

M06-2X −0.006 0.007 0.006 0.037 0.202 0.244 0.143 0.062 0.096

M06-HF −0.011 0.012

HFLYP −0.033 0.033

HF −0.022 0.035

Average (DFT) −0.003 0.008 0.000 0.017 0.118 0.143 0.068 0.030 0.055

Average (all) −0.005 0.010

The MG3S basis set is employed for the MGBL19 database, and the TZQ basis set is employed for the MLBL13 and TMBL databases
a This MUE excludes the bond length of Cr2
b BMUE39 = (MUE(MGBL19) + MUE(MLBL13) + MUE(TMBL7))/3
c BMUE40 = (MUE(MGBL19) + MUE(MLBL13) + MUE(TMBL8))/3

123
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Potential Energy Surface (PES)

Scaling factors 
are important for 

improved 
frequencies!

Frequency computation is more expensive and can be performed:
• Analytically (available in most common DFT and some post-HF methods)
• Numerically

16

CH3H2N299.5

836.7

973.5

1086.38

1175.6

M06-2X/6-311++G(3df,2p)
frequencies, in cm-1

17

Potential Energy Surface (PES)

238 Theor Chem Account (2008) 120:215–241

Table 23 Vibrational data (cm−1) for OH and Cl2 in the F38/06 and
ZPVE15/06 databases

Molecules OH Cl2

Harmonic frequency 3737.8 559.7

ZPVE 1847.7 279.2

ωe and ωexe for OH and Cl2 are taken from NIST Webbook [152]

(4) The M06-L, M06, and M05 functionals are the best
functionals for the study of organometallic and inor-
ganometallic thermochemistry; they have smallest
BMUE for the TME53 and M06E403 databases (see
Table 21).

(5) The M06-2X, M05-2X, M06-HF, and M06 function-
als are the best functionals for the study of noncova-
lent interactions; they have the smallest BMUEs for the
NCIE53 database (see Table 12).

(6) When the use of full Hartree–Fock exchange is impor-
tant, for example to avoid the error of self-interaction
at long-range, the M06-HF functional can be
recommended since it has reasonably good overall

performance (excluding transition metals) even though
it has full Hartree–Fock exchange.

(7) When a local functional is required for efficiency sake
or because of program requirements, the M06-L func-
tional can be recommended because it has reasonably
good overall performance even though it has the local-
ity constraint. In addition, M06-L is the best functional
for transition metal energetics (TME53 database, see
Table 21).

Acknowledgments The authors are grateful to Nathan Schultz for
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ment of Energy, Office of Basic Energy Sciences under grant number
DE-FG02-86ER13579 (kinetics), by the National Science Foundation
under grant numbers CHE03-49122 (complex systems) and ITR04-
28774 (planetary ice), and by the Office of Naval Research under award
number N00014-05-0538 (tools and software).

Appendix: Acronyms

All acronyms that are not included in Tables 1 and 3 are
explained in Table 25.

Table 24 Scaling factors for the predictions of harmonic frequencies and zero-point vibrational energies

Method Frequencies (cm−1) Zero-point energies (kcal/mol) BMUEa (kcal/mol)

Scaling factor MUE Scaling factor MUE

No scaling Scaling No scaling Scaling No scaling Scaling

VSXC 1.001 24 24 0.989 0.13 0.08 0.10 0.07

PBE 1.025 56 29 1.012 0.13 0.08 0.15 0.08

B98 0.995 32 30 0.984 0.19 0.08 0.14 0.08

TPSSh 1.002 28 28 0.986 0.15 0.09 0.11 0.08

BLYP 1.031 67 25 1.016 0.17 0.09 0.18 0.08

B3LYP 0.998 31 31 0.985 0.17 0.08 0.13 0.09

B97-3 0.986 46 34 0.974 0.29 0.09 0.21 0.09

M06-L 0.996 39 36 0.980 0.21 0.10 0.16 0.10

BMK 0.984 52 42 0.973 0.32 0.09 0.23 0.11

PBEh 0.989 46 39 0.978 0.27 0.10 0.20 0.11

M05 0.989 54 49 0.979 0.26 0.12 0.21 0.13

M05-2X 0.975 72 45 0.964 0.41 0.13 0.31 0.13

M06-2X 0.982 57 47 0.972 0.34 0.13 0.25 0.13

M06 0.994 60 59 0.983 0.23 0.16 0.20 0.16

HF 0.932 180 69 0.921 0.93 0.20 0.72 0.20

M06-HF 0.967 95 68 0.957 0.49 0.22 0.38 0.20

HFLYP 0.912 233 74 0.902 1.17 0.22 0.92 0.21

Average (DFT) 67 41 0.34 0.12 0.26 0.12

Average (all) 69 43 0.35 0.12 0.27 0.12

The MG3S basis set is employed for all calculations in this table
a BMUE = (MUE(F38/06, in kcal/mol)) + MUE(ZPVE15/06))/2. Note that 1 kcal/mol = 349.75 cm−1
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Potential Energy Surface (PES)
Transition states are characterized with one imaginary frequency that 
corresponds to the direction of chemical transformation. 

Frequencies 
are important, 
especially the 
single negative 

one!
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RAD level of theory, are shown in table 3. These will 
be discussed in more detail in a forthcoming publica- 
tion [22], but are included in the present work so that 
Eckart tunnelling coefficients can be calculated. 
However, it may be observed from table 3 that the 
current test set spans a range of symmetric, approxi- 
mately symmetric and heavily asymmetric reaction 
paths, and also spans a wide range of reaction barriers 
(from 86.8-6.8 kJ mol-'). Hence the results from this 
assessment should hopefully be applicable to the more 
general problem of modelling hydrogen-atom transfer 
between carbon-centred radicals. 

4.1. Imaginary frequencies from full frequency 
calculations 

The imaginary frequencies for reactions (1)-(3, as 
calculated at a variety of levels of theory, are shown in 
table 4. Results at the highest level of theory, namely 
CCSD(T)/6-3 1 lG(d,p), are treated as reference values. 
It can be seen from table 4 that the imaginary frequency 
is very sensitive to the level of theory, the calculated 
values spanning a very wide range for each reaction. In 
general, the RHF and UHF methods severely over- 
estimate the imaginary frequency, the MP2 methods 
also overestimate it (although not as severely as the H F  
methods), and the various DFT methods significantly 
underestimate it. Of the various methods examined, the 
DFT procedure MPW 1 K [23] appears to provide the 

best approximation to CCSD(T)/6-311 G(d,p), produ- 
cing imaginary frequencies that are usually only 5-7% 
too low. However, this method (and indeed the other 
DFT method tested, B3-LYP, with most basis sets) 
performs poorly for the strongly polar *CH2F + CH3Li 
reaction (5) where the frequency is underestimated by 
more than 20%. This exacerbated flattening of the DFT- 
calculated reaction path for reactions displaying strong 
polar interactions has been observed previously in 
studies of hydrogen abstraction barriers [24]. The MP2 
methods with either moderate or large basis sets also 
produce reasonable absolute values for the imaginary 
frequency, although the errors are more variable 
(ranging from zero to 17%). 

In general, the low-level estimates of the imaginary 
frequency show deviations from the corresponding high- 
level CCSD(T)/6-3 1 lG(d,p) values which are not 
consistent. The scale factors required to convert each 
low-level imaginary frequency into the corresponding 
CCSD(T)/6-3 1 1 G(d,p) values are shown in parentheses 
in table 4. It can be seen that the scale factors at a 
specific level of theory generally vary considerably for 
these five closely related reactions and hence the outlook 
for the development of more general scale factors for the 
imaginary frequencies at  most levels of theory does not 
look particularly promising. This is in stark contrast to 
the case of real frequencies (and related quantities such 
as zero-point vibrational energies), for which scale 

Table 4. Effect of level of theory on the imaginary frequency (cm-') for the hydrogen abstraction reactions 
*CH?X + CH3Y -+ CH3X + *CH2Y." 

Reaction: *CH2X + CH3Y+CH3X + -CH2Y 

X,Y = H,H X,Y = H,CN X,Y = H,F X,Y = H.Li X,Y = F,Li 

Level of theory (3) (4) 

RHF/6-3 1G(d) 
RHF/6-31 lG(d,p) 
RHF/6-311 +G(3df,2pd) 
UHF/6-3 1 G(d) 
UHF/6-311G(d,p) 
UHF/6-311 + G(3df,2pd) 
RB3-LYP/6-3 1 G(d) 
RB3-LYP/6-3 1 lG(d,p) 
RB3-LYP/6-3 1 1 + G(3df,2pd) 
UB3-LYP/6-3 lG(d) 
UB3-LYP/6-3 1 G(2df,p) 
UB3-LYP/6-31 lG(d,p) 
UB3-LYP/6-311 + G(3df,2pd) 
UMPWlK/6-31+G(d,p) 
UMP2/6-3 1G(d) 
UMP2/6-311G(d,p) 
UMP2/6-3 1 1 + G(3df,2pd) 
UCCSD(T)/6-3 1G(d) 
UCCSD(T)/6-3 1 lG(d,p) 

34891 (0.53) 
341 li (0.55) 
339% (0.55) 
25581 (0.73) 
25181 (0.74) 
25301 (0.74) 
17411 (1.07) 
17131 (1.09) 
17251 (1.08) 
36571 (1.13) 
16381 (1.14) 
16381 (1.14) 
16571 (1.13) 
17731 (1.05) 
21341 (0.87) 
19591 (0.95) 
1941i (0.96) 
20291 (0.92) 
18661 (1)  

33761 (0.55) 
33 151 (0.56) 
33091 (0.56) 
25781 (0.72) 
2537i (0.73) 
25451 (0.73) 
16581 (1.12) 
1640i (1. 13) 
1656i (1.12) 
15921 (1.17) 
15681 (1.19) 
15791 (1.18) 
1602i (1.16) 
I7391 (1.07) 
20611 (0.90) 
18651 (1.00) 
18291 (1.02) 
20101 (0.93) 
18591 (1)  

35921 (0.54) 
35291 (0.55) 
35281 (0.55) 
26111 (0.74) 
2572i (0.75) 
25851 (0.74) 
17601 (1.09) 
17391 (1.11) 
1770i (1.09) 
16731 (1.15) 
16491 (1.17) 
16591 (1.16) 
16971 (1.13) 
18241 (1.05) 
21971 (0.88) 
2050i (0.94) 
20381 (0.94) 
20731 (0.93) 
19241 ( 1 )  

33381 (0.47) 
32741 (0.48) 
32571 (0.48) 
24211 (0.65) 
2382i (0.66) 
23971 (0.66) 
13681 (1.15) 
13581 (1.16) 
13921 (1.13) 
131 11 (1.20) 
12861 (1.22) 
13061 (1.20) 
1352i (1.16) 
14561 (1.08) 
18491 (0.85) 
16001 (0.98) 
15691 ( 1  .OO) 
17651 (0.89) 
15741 (1)  

341% (0.31) 
33761 (0.31) 
33891 (0.31) 
20961 (0.50) 
20701 (0.51) 
21 IOi (0.50) 
7961 (1.31) 
8321 (1.26) 
9261 (1.13) 
7371 (1.42) 
674i (1.55) 
790i (1.32) 
8911 (1.17) 
8271 (1.26) 

13581 (0.77) 
12211 (0.86) 
118% (0.88) 
1126i (0.93) 
10461 ( I )  

The numbers in parentheses are the scale factors required to convert the imaginary frequency into the corresponding CCSD(T)/6-3 1 1 G(d,p) 
value. 
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Coote, Collins, Radom, Mol. Phys. 2003, 101, 1329.

Transition states are characterized with one imaginary frequency that 
corresponds to the direction of chemical transformation. 
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First, we consider the two doubly hybrid DFTmethods. MC3BB
performs best of all; it does even better than the more expensive
QCISD/MG3 method. MC3BB includes kinetic energy density,
while MC3MPW does not. Thus, MC3MPW would be an
alternative choice for users of computer programs that do not
include functionals with kinetic energy density. The third doubly
hybrid DFT method we tested, B2PLYP, does not perform as
well as either MC3BB or MC3MPW. The MP2 components in
MC3BB and MC3MPW are obtained with the basis set 6-31þ
G(d,p), which has been found to yield better results than MG3S
in section 2. This could be one of the reasons that MC3-type
methods do better than B2PLYP/MG3S, although a more likely

reason is that MC3BB and MC3MPW are parametrized for use
with specific basis sets. Incidentally, we note that a timing analysis
in which the relative computational cost associated withMC3BB,
MC3MPW, and B2PLYP/MG3S was estimated by taking the
average of the total CPU times required for the single-point
energy calculation of each of the four transition states in reactions
13"16, and dividing this quantity by exactly the same quantity
obtained from HF/MG3S single-point calculations, using the
same computational software and the same computer, revealed
that these three model chemistries have comparable computa-
tional costs for single-point energies—each being on average
3"4 times more expensive than HF/MG3S. However, for

Table 3. The Average Mean Unsigned Deviations (AMUD, in Å) of Transition State Geometries Obtained Using 36 Model
Chemistries, Compared to the TSG48 Database

method typea HTG9 HATG9 NSG9 UAG9 MHTG12 TSG48 TSG39b

QCISD/MG3 WFT 0.020 0.013 0.015 0.014 0.014 0.015 0.014

MP2/MG3S WFT 0.038 0.067 0.017 0.041 0.025 0.037 0.034

MC3BB DHDFT 0.011 0.020 0.009 0.018 0.009 0.013 0.013

M08-HX/MG3S H-m 0.016 0.012 0.013 0.016 0.014 0.014 0.015

MC3MPW DHDFT 0.012 0.027 0.012 0.023 0.009 0.016 0.015

M06-2X/MG3S H-m 0.021 0.013 0.017 0.025 0.012 0.017 0.018

M08-SO/MG3S H-m 0.018 0.022 0.030 0.017 0.020 0.021 0.020

ωB97/MG3S H 0.030 0.025 0.013 0.034 0.011 0.022 0.023

PWB6K/MG3S H-m 0.028 0.022 0.015 0.031 0.021 0.023 0.024

B2PLYP/MG3S DHDFT 0.019 0.029 0.042 0.017 0.015 0.024 0.018

BB1K/MG3S H-m 0.030 0.024 0.014 0.038 0.018 0.025 0.025

ωB97X/MG3S H 0.034 0.026 0.014 0.040 0.013 0.025 0.025

MPWB1K/MG3S H-m 0.029 0.022 0.018 0.037 0.019 0.025 0.026

M05-2X/MG3S H-m 0.041 0.022 0.015 0.056 0.006 0.027 0.028

BMK/MG3S H-m 0.034 0.039 0.013 0.039 0.016 0.028 0.027

MPW1K/MG3S H 0.029 0.021 0.018 0.058 0.017 0.028 0.030

ωB97X-D/MG3S H 0.036 0.035 0.021 0.046 0.015 0.030 0.029

BHandHLYP/MG3S H 0.043 0.023 0.023 0.051 0.021 0.032 0.031

M06-HF/MG3S H-m 0.044 0.019 0.045 0.030 0.032 0.034 0.035

PW6B95/MG3S H-m 0.038 0.048 0.025 0.045 0.021 0.034 0.030

PBE0/MG3S H 0.037 0.041 0.016 0.068 0.023 0.036 0.033

M06/MG3S H-m 0.044 0.047 0.033 0.051 0.016 0.037 0.033

mPW1PW/MG3S H 0.036 0.042 0.021 0.068 0.022 0.037 0.033

TPSS25B95/MG3S H-m 0.048 0.050 0.032 0.043 0.024 0.038 0.031

B97-3/MG3S H 0.039 0.045 0.034 0.053 0.024 0.038 0.035

M05/MG3S H-m 0.042 0.048 0.041 0.078 0.021 0.044 0.040

B98/MG3S H 0.058 0.076 0.047 0.071 0.028 0.054 0.046

B1LYP/MG3S H 0.059 0.071 0.066 0.069 0.024 0.056 0.049

B3LYP/MG3S H 0.065 0.095 0.069 0.080 0.029 0.065 0.054

M06-L/MG3Sc m 0.070 0.100 0.069 0.081 0.039 0.070 0.057

τHCTHhyb/MG3Sc H-m 0.084 0.107 0.059 0.087 0.040 0.073 0.058

SOGGA/MG3Sd GGA 0.132 0.032 0.043 0.159 0.069 0.086 0.091

MOHLYP2/MG3S GGA 0.074 0.101 0.199 0.056 0.072 0.099 0.082

BLYP/MG3Sc,d,e GGA 0.163 0.125 0.148 0.133 0.065 0.123 0.108

MOHLYP/MG3Sc,d GGA 0.205 0.117 0.126 0.137 0.076 0.129 0.121

B97-D/MG3Sc,d,e H 0.285 0.117 0.149 0.168 0.054 0.148 0.140
aAbbreviations: WFT, wave function theory; DHDFT, doubly hybrid DFT; H-m, hybrid meta-GGA; H, hybrid GGA; m, meta-GGA; GGA, generalized
gradient approximation. bTSG39 is the same as TSG48 except that R6, R8, and R15 are omitted. cThe transition state of reaction R6 cannot be located.
The largest deviations of the three key bond lengths obtained using other model chemistries were used to calculate the MUD in such cases. dThe
transition state of reaction R15 cannot be located. The largest deviations of the three key bond lengths obtained using other model chemistries were used
to calculate theMUD in such cases. eThe transition state of reaction R8 cannot be located. The largest deviations of the three key bond lengths obtained
using other model chemistries were used to calculate the MUD in such cases.

Xu, Alecu, Truhlar, J. Chem. Theory. Comput. 2011, 7, 1667.

No experimental 
benchmark exists for TS 

structures

20

21

Potential Energy Surface (PES)

Geometry optimisation can 
be performed using different 
algorithms to determine the steps 
towards the energy minimum

Transition states cannot be 
observed experimentally! 
Computationally they can be 
located using logical guess 
geometry or other search 
algorithms.

Multiple Local minima can be 
located using the following 

algorithms:

• Monte-Carlo (randomization-
minimization)

• Molecular dynamics, including 
simulated annealing

• Enhanced sampling (REMD, …)
• Genetic algorithms
• Distance geometry
• Systematic conformational search 

in torsional and Cartesian space, 
Eigenvector-following

21
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Potential Energy Surface (PES)
with brut-force global reaction route mapping (GRRM)

hydroxyimine HOACH2@NH (VII-MIN1–4) are the next stable

MINs, followed by two carbene species HOAC:ANH2 (VII-MIN5

and 6). These seven MINs are located in the low energy region

with relative energies below 200 kJ/mol. In the range 200–300

kJ/mol, five more MINs fulfilling the octet rule are located:

conformers of CH2@NAOH (VII-MIN7 and 8), CH2@NH1AO2

(VII-MIN9), CH3-NAO (VII-MIN10), and cyclic-CH2NHO (VII-

MIN10). Metastable species located in higher energy regions

may be a transient intermediate in high energy environments

such as combustion and plasma.

Figure 7. An IRC network for whole of the PES of CH3NO obtained by the SC-AFIR method. Colors of structure flames and connection lines follow the color
code which varies depending on energy values.

REVIEW WWW.Q-CHEM.ORG
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Fig. 12 All obtained pathways by GRRM/AFIR for the first step of the HCo(CO)3 catalysed hydroformylation. See the text for details.

Fig. 13 All obtained pathways by GRRM/AFIR for the second step of the HCo(CO)3 catalysed hydroformylation. See the text for details.
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problems when biradical species are involved. Especially, a special
path called a roaming channel136,137 is missing in the result for

H2CO by RB3LYP. Such pathways can be found by ADDF and AFIR
using broken-symmetry (BS) methods such as BS-UB3LYP or
multi-reference methods such as CASSCF.87,90,113

Extending these methods toward applications in photo-
chemistry, enzyme catalysis, reactions on periodic surfaces,
etc. is a significant subject. We have already established the
way to make applications in photochemistry,86,138 and its
strategy is overviewed separately in a very recent review
article.88 In such applications, mainly using ADDF, we discovered
an interesting reaction mechanism called excited state roaming
for photolysis of the NO3 radical,87 which was subsequently
confirmed experimentally.139 Moreover, ADDF and AFIR were
combined with the geometrical microiteration140,141 technique
and the QM/MM-ONIOM142,143 method.96,144 With microiteration
and ONIOM, we applied AFIR to an enzyme, isopenicillin
N synthase, consisting of 5368 atoms very recently.96 For applica-
tions to surface reactions, combining with periodic density
functional theory calculations is in progress. These methods can
also be applied to surfaces including free-energy corrections
concerning fluctuations of environments such as solvents,
obtained by the polarizable continuum model (PCM),145 RISM-
SCF,146,147 free-energy perturbation methods,148–150 etc. Although
only PCM (and related methods) are available in the GRRM
program, combining with other methods will be considered in
future.

We point out the importance of pathways with medium
barriers. As seen in Fig. 11–14, many such pathways are seen in
addition to the most preferable ones. These have only limited
or negligible contributions in given systems. However, these
may be a major path in slightly different systems. Such systems
can be designed by changing substituents, metals, and/or
ligands or by applying different environments. Synthetic
chemists are able to make such a design once they knew
the mechanism of the desired path and those for all other
competing pathways. In other words, extensive applications of
GRRM/ADDF and GRRM/AFIR can collect many possibilities
systematically, and suggest many useful chemical reactions
including fully unexpected ones. This can be a significant
advantage of reaction path search over usual simulation and
experiment in which only pathways preferable in a given system
can be found.

It would be a future challenge to make use of the GRRM
strategies in design of chemical reactions. As discussed above,
ADDF can find many dissociation pathways of a target molecule
to possible candidates of synthons (cf. the retrosynthetic
analysis). Whether predicted synthons lead to the target
product or not can be confirmed by combining them together
using AFIR with an appropriate catalyst. On the other hand,
AFIR can directly predict products and byproducts as well as
their generation mechanisms, starting from a given set of
reactants and catalysts. It should be emphasized that these
methods find pathways for a given system, i.e., given chemical
formula or given sets of substrates and catalysts. How to choose
a system still depends on users. Nevertheless, these functions
of ADDF and AFIR may be of great help in designing new
chemical reactions.

Fig. 15 A catalytic cycle predicted by GRRM/AFIR. A series of preferable reaction
pathways selected from Fig. 12–14 are listed in (a). Based on (a), corresponding
catalytic cycle can be illustrated as (b). This reproduces the Heck–Breslow mecha-
nism for the HCo(CO)3 catalysed hydroformylation.
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Morokuma et al, Phys. Chem. Chem. Phys. 2013, 15, 3683. 
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23

Potential Energy Surface (PES)

Replica Exchange Molecular Dynamics
Sugita and Okamoto, Chem. Phys. Lett. 1999, 314, 141. Corminboeuf et al, J. Chem. Comp. 2016, 37, 83.
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Reaction Coordinate

Temperature as another computational trick to explore the PES

Molecular dynamic 
trajectories exchanging 
their temperatures
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Reaction Energy Profile
Meaningful insight into the reaction mechanism does not require exploring the full 
PES – only the plausible minima and the most energetically preferred transition states 

connecting them.

Energy

Reaction coordinate

23

25

Reaction Energy Profile

Energy
Reaction coordinate
• breaking/forming bond length
• torsional angle
• quasi-chemical index
• reaction sequence progression

24

2,3-dibromo-1,3-butadiene and maleic anhydride 

26
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Reaction Energy Profile

∆!!"#$! = ∆!!"#! + ∆∆!!"#$! !

∆!!"#! = ∆!!"#! + !∆!!"#! !

∆!! = ∆ !! + !!"# +!
+!∆(!!"#$%! + !!"#! + !!"#! )!

∆!! = ∆(!!"#$%! + !!"#! + !!"#! + !!"!#! )!

25

*the more realistic Gibbs’s free energy (DG) accounts for thermal and 
Intrinsic entropic contribution from static computations.

DE = De0 -> always computed
e0 = electronic energy

e0 + eZPE = electronic energy + zero point energy

e0 + Etot = electronic energy + thermal energies
Etot = Etrans + Erot + Evib

often computed

often computed

often computed

27

DE ZPE Corr. DH Corr. DG Corr.

-1.7 -0.6 -0.2 0.6

Total Gibb’s Free Energy

-1.9

+ H2 -39.4 8.9 -1.5 8.1 -23.9

Computations at PBE0-D3(BJ)/def2-SVP level
Values in kcal/mol

Electronic Energy  (DE)
ZPE Corrected Electronic Energy  (DE + ZPE Corr.)
Enthalpy (DE + ZPE Corr. + DH Corr.)
Gibb’s Free Energy (DE + ZPE Corr. + DH Corr. + DG Corr.)

Reaction Energy Profile

The difference between DE and DG can be significant (e.g., 
hydrogenation) or negligible (e.g., isomerization) !

28
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DG (Gas Phase) DG (in Solvent)

-67.6 -46.0 (H2O)

Computations at PBE0-D3(BJ)/def2-SVP level
Values in kcal/mol

CO2 + H2 + OH(-) à HCOO(-)  + H2O

+ H2 -23.9 -26.4 (CH2Cl2)

Reaction Energy Profile

The difference between DGgas and DGsoln is especially significant in 
the presence of charged species with polar continuum.

29

Reaction Energy Profile

E

Reaction coordinate

Thermodynamics

Δ! = Δ! − !ΔS!

Δ! < 0!

!!" =
[!!"#$%&']!
[!!"#$"%$&]! = exp!(−Δ!

!

!" )!

26
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Reaction Energy Profile

E

Reaction coordinate

Thermodynamics

Kinetics

Δ! = Δ! − !ΔS!

Δ! < 0!

!!" =
[!!"#$%&']!
[!!"#$"%$&]! = exp!(−Δ!

!

!" )!

27

= !!"#
!!"# !

∆! = ∆!!"#‡ − ∆!!"#‡ ! ∆!!"#‡ 	
∆!!"#‡ 	

∆!	

31

Reaction Energy Profile

Δ! < 0!

!!" =
[!!"#$%&']!
[!!"#$"%$&]! = exp!(−Δ!

!

!" )!

! = !!!
ℎ exp!(−∆!

‡

!" )!

![!]!
!! = ƒ(!! ,!!,!)!

∆!‡ = ∆!!" − ∆!!"#!!"#$%&' !

28

reaction barrier

rate constant

rate law for species X

= !!"#
!!"# !

∆! = ∆!!"#‡ − ∆!!"#‡ !

E

Reaction coordinate

Thermodynamics

Kinetics

Δ! = Δ! − !ΔS!

∆!!"#‡ 	
∆!!"#‡ 	

∆!	

32
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Reaction Energy Profile

Kinetics

∆!‡ = ∆!!" − ∆!!"#!!"#$%&' !

Theor Chem Account (2008) 120:215–241 229

Table 9 Mean errors for thermochemical kinetics

Methods HATBH12 NSBH16 UABH10 Hydrogen Transfer (38) AMUE DBH76

MSE MUE MSE MUE MSE MUE MSE MUE BMUE

M06-2X −0.81 1.61 0.77 1.22 0.32 0.92 −0.51 1.13 1.06 1.22

BMK −1.21 1.49 0.75 0.91 0.80 1.58 −0.82 1.32 1.29 1.32

M05-2X 1.15 2.00 −0.79 1.48 0.91 1.77 −0.39 1.34 1.39 1.65

B97-3 −2.41 2.41 −0.24 0.80 0.57 1.42 −2.11 2.27 1.48 1.72

M05 −2.84 3.79 0.00 0.80 0.69 2.24 −1.20 1.93 2.06 2.19

M06 −3.33 3.38 −1.53 1.78 0.04 1.69 −1.94 2.00 1.88 2.21

M06-HF 1.79 4.39 −0.71 1.61 0.54 1.45 1.14 2.06 2.22 2.38

B98 −5.18 5.18 −2.96 2.96 −0.31 1.97 −4.16 4.16 2.41 3.57

PBEh −6.62 6.62 −1.87 2.05 −0.58 2.16 −4.22 4.22 2.75 3.76

M06-L −5.58 5.93 −3.58 3.58 0.04 1.86 −4.14 4.16 3.02 3.88

B3LYP −8.49 8.49 −3.25 3.25 −1.42 2.02 −4.13 4.23 3.08 4.50

VSXC −7.44 7.44 −5.30 5.30 −0.91 2.40 −4.86 4.87 3.45 5.00

TPSSh −11.51 11.51 −5.78 5.78 −2.94 3.23 −5.97 5.97 4.57 6.62

HFLYP 9.67 11.96 5.26 5.33 3.13 3.54 6.42 7.22 4.77 7.01

HF 14.86 16.87 6.67 6.67 2.70 3.82 1.83 6.28 7.19 8.41

BLYP −14.66 14.66 −8.40 8.40 −3.38 3.51 −7.52 7.52 5.67 8.52

PBE −14.93 14.93 −6.97 6.97 −2.94 3.35 −9.32 9.32 5.65 8.64

Average (DFT) −4.52 6.61 −2.16 3.26 −0.34 2.19 −2.73 3.98 2.92 4.01

Average (all) −3.38 7.22 −1.64 3.46 −0.16 2.29 −2.46 4.12 3.17 4.27

The QCISD/MG3 geometries and MG3S basis set are used for calculations in this table
AMUE is defined in as: AMUE = [MUE(!E,38) + MMUE]/2, where MUE(!E,38) is the mean unsigned error for the energy of reactions for the
38 reactions involved in this table. AMUE is one measure of the quality of a method for kinetics
BMUE denotes balanced mean unsigned error (kcal/mol). BMUE for DBH76 is calculated by averaging the numbers in columns 3, 5, 7, and 9; this
weighs each of the four component databases equally, so that their contributions are balanced even though they have different numbers of data

where MUE(VES21) is the mean unsigned error for the exci-
tation energies of the 21 valence transitions of N2, CO, form-
aldehyde, and tetracene in Tables 13–16, and MUE(RES20)
is the mean unsigned error for the excitation energies of the
twenty Rydberg transitions of N2, CO, and formaldehyde in
Tables 13–15.

The MUE for charge transfer excitations is

MUE(CTES3) = [|error in CT transition of tetracene|
+ |error in NH3 · · · F2 at 6 Å|
+ |error in C2H4 · · · C2F4 at 8 Å|]/3 (34)

The distances of the two CT pairs of Eq. (34) are defined in
Fig. 2, which also shows the orientation of the subunits. The
test data for the charge transfer transitions are less reliable
than the other data used for testing in the present paper. For
example, an alternative treatment of the experimental data
[124] leads to a gas-phase CT excitation energy of 2.74 eV,
and the other two best estimates should also be used with
caution, but the uncertainty are not large enough to change
our conclusions.

The results for all the transitions are in Tables 13–16, along
with best estimates [19,125–130] to which we compare. The

Fig. 2 Structures of C2H4 · · · C2F4 and NH3 · · · F2 complexes

123

Zhao, Truhlar, Theor. Chem. Acc. 2008, 120, 215.

29

Barrier heights are strongly 
underestimated/overestimated by 
GGA/HF. 
Hybrid functionals are much 
better. 

33

Reaction Energy Profile 30

Kinetics

∆!‡ = ∆!!" − ∆!!"#!!"#$%&' !

+
r

Method r, Å Ea, kcal mol-1

HF/6-31G(d,p) 2.273 45.9

CASSCF(6,6)/6-31(d,p) 2.221 44.5

MR-AQCC/6-31G(d,p) 2.236 25.3

MP2/6-31G(d,p) 2.244 15.9

B3LYP/6-31G(d,p) 2.268 22.4

MPW1K/6-31+G(d,p) 24.4

M06-2X/cc-pVTZ 2.239 23.2

ωB97X-D/cc-pVTZ 2.236 25.1

CCSD(T)/6-311G(d,p)* 25.7

G2MP2/6-311+G(3df,2p) 24.6

CBS-QB3 22.9

Estimated 23.3±2
*on a B3LYP/6-31G geometry

Thermodynamics

Δ! = Δ! − !ΔS!

Method ∆Erxn, kcal mol-1

HF/6-31+G(d,p) -30.5

MP2/6-31+G(d,p)* -45.4

B3LYP/6-31+G(d,p) -31.3

mPW1PW91/6-31+G(d,p) -40.3

M06-2X/cc-pVTZ -39.6

ωB97X-D/cc-pVTZ -41.1

G3 -37.8

CBS-QB3 -38.3

Experiment -37.6±0.5
*on a B3LYP/6-31+G(d,p) geometry

34
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Reaction Energy Profile

Thermodynamic
control

Kinetic
control

E

&

Work together

31

Bell-Evans-Polanyi Principle

!! = ! + !∆!! !

E + Cl -HClhν

35

Reaction Energy Profile 32

2.6

0.5

Stavos et al., J. Org. Chem. 2005, 70, 6295.
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orbital
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CCSD(T)/aug-cc-pVDZ//MP2/6-31+G(d)
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Reaction Energy Profile 33

YH

X H

H

[M]
R1

R2

H

H H
+

H

X H

Y H

H H

H
+

Olefin Metathesis

Ru

L

PCy3

Cl

Cl R - PCy3

+ PCy3

k1

k-1

Ru

L

Cl

Cl R
Ru

L

Cl

Cl R

R'

+ alkene

- alkene

k2

k-2

...

Dissociative mechanismA

B

C

1st gen. 2nd gen.

k1

k-1 k2

k1

k-1 k2

A B C A B C

k1 = 0.3 s-1

k-1/k2 = 15300

k1 = 0.003 s-1

k-1/k2 = 1.25

Sunford, Ulman, Grubbs, J. Am. Chem. Soc. 2001, 123, 749; Bernardi, Bottoni, Miscione, Organometallics 2003, 22, 940.
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Cl R

Ru

PCy3
Cl

Cl R

NNMes Mes
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control vs.

Published: September 26, 2011

r 2011 American Chemical Society 16553 dx.doi.org/10.1021/ja205962b | J. Am. Chem. Soc. 2011, 133, 16553–16559

ARTICLE

pubs.acs.org/JACS

Hydrogen Abstraction by Chlorine Atom from Amino Acids:
Remarkable Influence of Polar Effects on Regioselectivity
Robert J. O’Reilly,† Bun Chan,†Mark S. Taylor,† Sandra Ivanic,†George B. Bacskay,†Christopher J. Easton,†,‡

and Leo Radom*,†

†ARC Centre of Excellence for Free Radical Chemistry and Biotechnology and School of Chemistry, University of Sydney, Sydney,
NSW 2006, Australia
‡Research School of Chemistry, Australian National University, Canberra, ACT 0200, Australia

bS Supporting Information

1. INTRODUCTION

Hydrogen-atom abstraction from the α-position of proto-
nated amino acids and their N-acylated derivatives (i.e., the
structural motifs representing the fundamental building blocks
of peptides and proteins) is a critical event which, when coupled
with subsequent reactions of the resultant α-centered radicals,
culminates in fragmentation of peptides and proteins.1 The
ensuing fragmentation processes have been identified as impor-
tant steps in the development of a wide range of pathological
conditions such as aging, cancer, and neurodegenerative disorders.2

From a biological perspective, it is therefore of great relevance
that, although Cα!H abstractions do occur to some extent, a
plethora of experimental studies reported in the past five decades
have revealed that the Cα!H (and to a lesser extent the Cβ!H)
bonds of such structures are in fact relatively inert toward
abstraction by electrophilic radicals such as OH• and Cl•.3 In
the present investigation, we use quantum chemistry computa-
tions to examine this behavior.

Early experimental studies of the regioselectivity of the
chlorination reactions of amino acids demonstrated that, under
strongly acidic conditions, chlorination failed to occur at the α-
position but occurred instead at distal positions along the alkyl
chains.4 It was also demonstrated that the α-positions ofN-acylated
amino acids are resistant to hydrogen-atom abstraction by Cl•.
For example, chlorination of N-benzoylvaline methyl ester was
found to result exclusively in the β and γ products, with no product
derived from the α-position.5 In addition, electron paramagnetic

resonance studies of the chlorination reactions of N-acetylvaline
showed no evidence for the formation of an α-centered radical,
with signals observed only for the β- and γ-centered radicals.6

The results for the N-acylated amino acids are particularly
important because their α-carbon-centered radicals are subject
to particularly large stabilizing effects, associated with captoda-
tive interactions,7 and therefore the relatively slow abstraction
rates to produce them represents a substantial contrathermody-
namic effect.

The relatively slow hydrogen-abstraction rates, despite in
some cases resulting in the formation of highly stabilized radical
products, may be rationalized in terms of two related effects.
First, the α-carbon is electron deficient due to the σ-electron-
withdrawing character of the substituents (NH3

+, COOH, and
NHAc). For electrophilic radicals such as Cl•, the interaction
between the incipient polar Cl!H and the electron-deficient
radical center results in a destabilization of the transition
structure.3,8!10 Such effects are often referred to in the literature
as “polar effects”.11 Second, such transition structures are often
“early”, with little degree of C!H bond cleavage, and thus they
do not benefit significantly from the (captodative, in the case of
the N-acylated amino acids) stabilization effects in the radical
products. This picture is supported by the observation that the
corresponding hydrogen-atom abstractions by Br• (which is

Received: June 27, 2011

ABSTRACT: Quantum chemistry computations have been
used to investigate hydrogen-atom abstraction by chlorine atom
from protonated and N-acetylated amino acids. The results are
consistent with the decreased reactivity at the backbone α-
carbon and adjacent side-chain positions that is observed
experimentally. The individual effects of NH3

+, COOH, and
NHAc substituents have been examined and reveal important
insights. The NH3

+ group in isolation is found to be deactivat-
ing at the α-position, while the acetamido group is activating.
For the COOH group, polar effects lead to a contrathermody-
namic deactivation of the thermodynamically most favorable α-abstraction. In theN-acetylamino acid, the α-position is deactivated
by the combined inductive effect of the substituents and the presence of an early transition structure, again overriding the greater
thermodynamic stability of the α-centered radical product. Deactivation of the α-, β-, and γ-positions results in a peculiar stability
for amino acids and peptides and their derivatives with respect to radical degradation.

position
experiment 

(relative 
rates)

Calculated energies at 298 K in kJ mol-1

thermodynamics (∆Gsoln) kinetics (∆G‡
soln)

α ≤0.20 -82.0 31.3

δ 5.0 -33.2 23.0

Radom et al., J. Am. Chem. Soc. 2011, 133, 16553. B2K-PLYP/A’VTZ//B2K-PLYP/6-31+G(3df,2d,2p)

H-abstraction by Cl•
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δ
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Thermodynamic
control

Kinetic
control vs.

H-abstraction by Cl•

Thermodynamics: stability of 
the forming C-centered radical

Kinetics: ionic contributor to TS 
is destabilised by the strong 

electron acceptor COOH group
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Beyond Transition State Theory

A + B TS Products

Transition State Theory
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Beyond Transition State Theory

A + B TS Products

Transition State Theory

! = !!!
ℎ exp −∆!‡

!" !

Barrierless
• Radical-radical reactions

• Ion-molecule reactions
• Chelotropic reactions (esp. carbene 

addition to double bonds)

F

F
+ CH4

F

F H

CH3

Jasper, Klippenstein, Harding, J. Phys. Chem. A 2010, 114, 5759.
Tokmakov et al., J. Phys. Chem. A 2005, 109, 6114.
Kötting, Sander, J. Am. Chem. Soc. 1999, 121, 8891.

Chen et al., J. Phys. Chem. A 2009, 113, 3673.
Lin et al., J. Chem. Phys. 2007, 127, 101101.

CCl2 +

ClCl

(ionic)
Bingel

mechanism

F2 + H3C
S
CH3

H2C S
F

CH2
HF+

CH3 + F CH3F

+ O2

OO
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• electrons, H+ and H•
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• narrower barriers
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40
parent molecule 5 have documented the impor-
tance of vibrational anharmonicity in hydroxy-
carbenes. The theoretical vibrational spectra of 1t
and d-1twere obtained by applying second-order
vibrational perturbation theory to a complete quar-
tic force field evaluated with a definitive elec-
tronic structure method, namely all-electron (AE)
coupled-cluster theory including single, double,
and perturbative triple excitations [CCSD(T)] con-
joined with a correlation-consistent triple-z atomic-
orbital basis set (cc-pCVTZ). The theoretical
vibrational frequencies are first-principles quantum-
mechanical results devoid of empirical adjust-
ments. For 9 of the 11 assigned bands of 1t and
d-1t, the mean deviation between theory and ex-
periment is only 8.2 cm–1. The remaining two
bands correspond to the (O–H, O–D) stretch of
(1t, d-1t), for which the measured values are
downshifted by (52, 36) cm–1 as compared to the-
ory. These shifts are close to those previously ob-
served for hydroxymethylene (9) and may be
attributed primarily to matrix effects on the H
stretching frequencies.

The ultraviolet (UV) difference spectrum of
1t (Fig. 4B) exhibits a broad weak band with
maximum absorption near 393 nm (3.2 eV) that
extends to around 460 nm (2.7 eV). Our com-
putations show that this S0(

1A′) → S1(
1A″) band

arises from a highest occupied molecular orbital
(a′)→ lowest unoccupied molecular orbital (a″)
electronic transition involving excitation from the
carbene lone pair into the empty p orbital of the
divalent C atom. Multireference coupled-cluster
computations (Mk-MRCC) with a large basis set
(aug-cc-pVTZ) cement the assignment of the UV
spectrum of 1t and fully characterize the asso-
ciated electronic states [supporting online mate-
rial (SOM), sections 4, 5, and 8]. Upon excitation
from the ground state (S0, figs. S3 and S7) to
the open-shell singlet excited electronic state (S1),
1t distorts to an equilibrium structure with a wid-
ened C–C–O angle of 124.5° and a nonplanar
C–C–O–H framework having a dihedral angle of
112.4°. Our best [Mk-MRCCSD(T)/aug-cc-pVTZ]
computed vertical and adiabatic electronic exci-
tation energies are Tv = 3.38 eVand T0 = 2.70 eV,
respectively, in excellent agreement with the ex-
perimental absorption spectrum.

To elucidate the chemistry of methylhydroxy-
carbene, we computed all relevant equilibrium
structures and transition states on the potential
energy surface (PES) surrounding 1t with state-
of-the-art theory, specifically the AE-CCSD(T)
method with a quadruple-z cc-pCVQZ basis
set. Exhaustive quantum-mechanical focal-point
analyses (FPAs) were then used to converge the
salient energetic features to around 0.1 kcal mol–1,
as demonstrated previously (9). Structural depic-
tions, optimized geometries, FPA energetic tables,
and complete PES schematics are provided in the
SOM. The essential [1,2]H-shift energy profiles
for 1 appear in Fig. 3. Our definitive computations
confirm the general accuracy (T1 kcal mol–1) of
earlier G2 and CBS-Q computations (18, 24) on
the PES surrounding 1t.

Some disparities exist among experimentally
derived enthalpy changes DH(4–3) between gas-
eous vinyl alcohol and acetaldehyde. However,
calorimetric experiments on 3 (31) and ionization
measurements on 4 (32) can be conjoined to ob-
tain DH298(4–3) = 10.2 T 0.4 kcal mol–1, in ex-
cellent agreement with the 10.3 kcal mol–1 we

compute for the corresponding 298 K enthalpy
difference between 3 and the cis form of 4 (4c).
The [1,3]H-shift barrier from 4c to 3 is prohib-
itively high (+66.3 kcal mol–1) for direct intercon-
version in our experiments. Our precisely determined
energy of 1t relative to 3 (+50.7 kcal mol–1)
brings into question the value (+57 T 4 kcal mol–1)

Fig. 4. (A) Part of the time-dependent IR spectrum showing the disappearance of1t over 4 hours at 11 K;
full spectra are shown in fig. S2. (B) Experimental UV difference spectrum of 1t at 11 K, based on
absorption changes after 19 hours in the dark (see fig. S3 for raw spectra).

Fig. 3. PES profiles for [1,2]H-shift isomerizations of trans-methylhydroxycarbene (1t); relative energies
DH0 (in kcal mol–1) were computed from the convergent focal-point analyses detailed in the SOM. The
bond lengths (Å) and angles (°) given for 1t are ground-state optimum geometrical parameters given by
AE-CCSD(T)/cc-pCVQZ theory (C, light gray larger atoms; O, dark gray large atom; H, light gray small
atoms). The s-cis isomer 1c (not shown) lies 3.1 kcal mol–1 above 1t. The curves are drawn quantitatively
with the intrinsic reaction coordinate in mass-weighted Cartesian space as the abscissa in order to reflect
the proper barrier heights and widths for the two competing reactions. Simple visual inspection thus
indicates a higher H-tunneling probability for the more narrow energy profile of path a. The intrinsic
reaction coordinate of path b yields s-trans-vinyl alcohol (4t) as shown; the cis form of 4 (4c, not shown)
lies slightly lower on the energy diagram at –40.9 kcal mol–1.
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REPORTS

Without tunnelling at 11 
K:
10100 times faster but still 
extremely slow (k≈10-96 s-

1)

With tunnelling 
through narrower barrier:

the only product

Tunnelling control of reaction
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Mini Quiz

1. Match kinetic profile of the initial steps of metathesis to the catalyst

(a)    (b)

2. Which reaction is faster? 
Which one is more exergonic?

(a)

(b)

(c)

CH3 +
H3C

CH3 +
H2C C2H5

CH3 +
H3C

A
+B

C D

2A• C D
-B

3. Match reaction sequence to the 
energy profile

(a)

(b)

Ru

R1

L

R2

H

L - L
R2 Ru

R1

R2

H

L
R2 Ru

R1

R2

H

L
R2

Bu H

Bu

H

Ru

N

H
P

P

ODMAP

DMAP

DMAP = N N

Ru

N

H
P

P

O
P

P
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