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1. INTRODUCTION

Starting from the late seventies, the progressively increased
availability of synchrotron light sources allowed the execution
of experiments requiring a high X-ray flux in a continuous
interval.1−6 Among them, X-ray absorption spectroscopy (XAS,
also known as X-ray absorption fine-structure, XAFS),7−12 in
both near (XANES) and post (EXAFS) edge regions, has
become a powerful characterization technique in all the fields of
materials science,12−35 and in particular in cataly-
sis.13,16,22,23,25,30,31,36−40 After a slow start in the 1980s, mainly
because of the difficulties in performing in situ experiments at
the synchrotrons, the progressive development of more
sophisticated and better performing experimental set-ups that
allow the catalyst’s state to be monitored under reactive
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conditions has increased greatly the number of XAFS
experiments carried out by the catalysis community. The
strong bind between catalysis and XAFS is testified by the large
number of contributions related to catalysis presented in the 14
XAFS conferences that have taken place in the last three
decades (since 1981 in Daresbury, United Kingdom, to 2009 in
Camerino, Italy). As shown in Table 1, the contributions
dealing with catalysis are a relevant fraction of the total (from
7% to 19%). The synergy between catalysis and XAFS is
evident also by looking in the reverse direction. For example,
Table 2 summarizes the fraction of contributions reporting
XAFS results presented in the three conferences on operando
spectroscopy (from 2003 in Lunteren, the Netherlands, to 2009
in Rostock, Germany); the number of contributions dealing
with XAFS and catalysis is again quite high (from 16% to 28%
of the total).

The data shown in Tables 1 and 2 provide clear evidence that
XAFS spectroscopy (and related techniques) currently plays a
fundamental role in the investigation of catalysts. In particular,
XAFS techniques are extremely powerful to shed light on the
structure and reactivity of surface species in heterogeneous
catalysts, in many steps of the catalyst life and also during the
catalytic act. Although many relevant contributions in the past
literature authoritatively review the role of XAFS techniques in
i n v e s t i g a t i n g s p e c i fi c c l a s s e s o f m a t e r i -
als,10,15,19,24,26,28,29,34,35,41−51 and some specific class of
catalyst,16,30,52−69 to the best of our knowledge there are no
review articles that specifically address the role of in situ/
operando XAFS techniques in the characterization of a
significantly large variety of heterogeneous catalysts. We do
believe that the time is right for such a review to be done.

Table 1. Details on the Proceedings of the First 14 XAFS Conferences (1981−2009) and on the Fraction of Papers Related to
Catalysisa

year conference location guest editors proceedings
total
papers

catalysis
papers

catalysis
fraction
(%)

1981 XAFS I Daresbury
(United
Kingdom)

Garner, C. D., Hasnain, S. S. EXAFS for Inorganic Systems, Study Weekend, Daresbury
Laboratory Rep. DL/SCI/R17, 1981, pp. 1−140.

27 2c 7c

1982 XAFS II Frascatti (Italy) Bianconi, A., Incoccia, L., Stipcich,
S.

EXAFS and Near Edge Structure I, Springer Series in
Chemical Physics, Vol. 27, Springer, Berlin, 1983, pp. 1−
420.

94 9b 10b

1984 XAFS III Stanford
(U.S.A.)

Hodgson, K.O., Hedman, B.,
Penner-Hahn. J.E.

EXAFS and Near Edge Structure III, Springer Series in
Chemical Physics, Vol. 2, Springer, Berlin, 1984, pp. 1−
533.

139 16b 12b

1986 XAFS IV Fontevraud
(France)

Lagarde, P., Raoux, D., Petiau, J. J. Phys., Colloq. 1986, 47, C8-3−C8-1205. 237 27c 11c

1988 XAFS V Seattle (U.S.A.) Mustre de León, J. M., Stern, E. A.,
Sayers, D. E., Ma, Y., Rehr, J. J.

Phys. B 1995, 158, 1−722. 269 31c 11c

1990 XAFS VI York (United
Kingdom)

Hasnain, S. XAFS VI, Ellis Horwood Ltd.: Chichester, U.K., 1990, pp.
1−792.

194 37b 19b

1992 XAFS VIII Kobe (Japan) Kuroda, H. et al. Jpn. J. Appl. Phys. 1993 32-2, 3−878. 266 43b 17b

1994 XAFS VIII Berlin
(Germany)

Baberschke, K., Arvanitis, D. Phys. B 1995, 208−209, 1−803. 310 33c 11c

1996 XAFS IX Grenoble
(France)

Goulon, J. J. Phys. IV 1997, 7, C2-1−C2-1269. 434 32c 7c

1998 XAFS X Chicago
(U.S.A.)

Bunker, B. A., Morrison T. I., Heald,
S. M.

J. Synchrotron Radiat. 1999, 6, 123−804. 241 20b 8b

2000 XAFS XI Ako (Japan) Ohta, T., Nomura. M. J. Synchrotron Radiat 2001, 8, 47−1013. 308 34b 11b

2003 XAFS XII Malmö
(Sweden)

Lindau, I., Mar̊tensson, N.,
Arvanitis, D., Karis, O. C.

Phys. Scr., T, 2005, 115, No. 19−1099. 333 57b 17b

2006 XAFS XIII Stanford
(U.S.A.)

Hedman, B., Pianetta, P. AIP Conf. Proc., 2007, 882, 1−960. 276 37c 13c

2009 XAFS XIV Camerino
(Italy)

Di Cicco, A., Filipponi, A. J. Phys.: Conf. Ser. 2009, 190, No. 012001−012211. 211 23b 11b

2012 XAFS XV Beijing (China) Ziyu Wu J. Phys.: Conf. Ser., in press.
aThis fraction does not contain the papers published in the related surface science section. These statistics concern the published papers in the
proceedings that represent only a fraction of the presented contributions. bPapers classified in the specific section on catalysis by the proceedings
editors. cPapers selected by the authors of this review on the basis of the paper title and abstract.

Table 2. Details on the Proceedings of the First Three International Congresses on Operando Spectroscopy (2003−2009) and
on the Fraction of Papers Related to X-ray Spectroscopiesa

year conference location guest editors proceedings
total
papers

XAS
papers

XAS fraction
(%)

2003 Operando I Lunteren (the
Netherlands)

Weckhuysen,
B:M

Phys . Chem. Chem. Phys. 2003, 5, 4351−
4742.

25 7 28

2006 Operando II Toledo (Spain) Bañares, M. A. Catal. Today 2007, 126, 1−264. 32 7 22
2009 Operando III Rostock (Germany) Brückner, A. Catal. Today 2010, 155, 155−330. 25 4 16
2012 Operando IV BNL (Upton, NY, U.S.A.) Catal. Today 2013, in press.

aThis fraction does not contain the papers reporting results collected with other synchrotron radiation techniques (XRD, SAXS, and XPS). These
statistics concern only the published papers in the proceedings that represent a fraction of the presented contributions.
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Herein, we present a collection of case studies where the use
of XAFS spectroscopy has been relevant in understanding the
structure and reactivity of surface species in heterogeneous
catalysis. Selected examples belong to both, industrial and
academic fields. Among the industrially employed catalysts that
have been deeply investigated by XAFS techniques we cite in
particular (i) the titanium silicalite, TS-1, for selective oxidation
reactions at low-temperature using aqueous H2O2 as oxidizing
agent (section 3.2), (ii) the Cr/SiO2 Phillips catalyst for
ethylene polymerization (section 6); (iii) the Cu/ZnO catalyst
for methanol synthesis and methanol steam-reforming (section
7.2), (iv) the CuCl2/Al2O3 catalyst for ethylene oxychlorination
(section 8.2), and (v) Pt- and Pd-supported nanoparticles for
hydrogenation reactions (section 9). However, XAFS techni-
ques have been also of great utility for investigating catalysts
that are mainly of academic interest, such as (i) Ga-zeolites
(section 3.3) and B-zeolites employed for acidic catalysis
(section 3.4) and, more recently, (ii) metal organic frameworks
(MOFs), whose industrial application is still limited but that
show interesting perspectives in the catalysis field for the near
future (section 5). Finally, (i) the case of Fe-zeolites for
selective oxidation reactions (section 3.3) represents an
intermediate situation, since at present only one industrial
plant (the one-step benzene to phenol plant by Solutia) works
with this catalyst. The same holds for (ii) Cu-zeolites, which
show interesting properties in the direct decomposition of
nitric oxide to nitrogen and oxygen and became successively
relevant in the selective catalytic reduction (SCR) catalysis for
DeNOx mobile applications (section 4).
All the case studies discussed in the review are materials

characterized by a high surface area, which is an essential
prerequisite for heterogeneous catalysts. In some cases the
catalysts have a crystalline structure (such as for isomorphically
substituted zeolites, cation-exchanged zeolites, and MOFs),
where the active sites for both adsorption and reaction are
hosted in well-defined crystallographic positions. In some other
cases, the active phase is constituted by single-site transition
metal grafted on an amorphous support (such as for the Cr/
SiO2 catalyst), or by metal or metal-oxide nanoparticles
supported on poorly crystalline metal-oxides having a high-
surface area or on active carbons (such as for Pd and Pt-based
catalysts for hydrogenation reactions), or for Cu/ZnO catalysts.
From the general inspection of all the reported examples, it

emerges clearly that quantitative information on the local
structure of the active sites can be easily obtained on catalysts
characterized by a high homogeneity of the X-ray absorbing
species, such as for TS-1 and Cu-ZSM-5 catalysts. However, the
majority of heterogeneous catalysts are characterized by an
heterogeneity of active sites. Heterogeneity of the X-ray
absorbing species can derive from several factors, such as (i)
the heterogeneity of the support itself, as for the Cr sites grafted
on the surface of amorphous silica in the Cr/SiO2 Phillips
catalyst (section 6); (ii) the presence of different crystallo-
graphic sites hosting the X-ray absorbing species, as for Cu+-
MOR (section 4.3); (iii) the activation treatments, as for both
Fe- and Ga-zeolites (section 3.3); (iv) the presence of more
than one phase containing the X-ray absorbing species, as for
the Phillips catalyst at high Cr loadings (containing both,
isolated Cr species and aggregated Cr2O3 particles, section
6.2.1. In these cases, quantitative information on the local
structure of the active sites can be obtained only when XAFS
data are coupled with experimental results obtained with
complementary techniques, such as IR, TEM, XRD, PDF, or

DAFS. In absence of complementary data, only qualitative
information can be safely obtained from XAFS measurements
without the risk of data overinterpretation. Several examples on
the importance of a complementary approach are reported in
the review. IR spectroscopy was fundamental in determining
the thermodynamic conditions (temperature and CO equili-
brium pressure) necessary to form carbonyl complexes having a
defined stoichiometry inside the Cu+-ZSM-5 channels (section
4.2.2). A quantitative EXAFS and XANES analysis, possible
only in these conditions, was fundamental to reveal the local
structure of carbonyl species. IR spectroscopy gave independ-
ent information on the fraction of chromium sites active in
ethylene polymerization on the Phillips catalysts as a function
of polymerization conditions, in well agreement with the values
obtained by XANES (section 6.2.1.2). On the same catalyst,
UV−vis spectroscopy was fundamental in highlighting the
presence of a fraction of clustered Cr2O3 phase that has been
taken into account in the EXAFS data analysis (section 6.2.1.1).
UV−vis spectroscopy, combined with resonant Raman, has
been necessary to support XANES and EXAFS data on the
equilibrium between peroxo and hydroperoxo species formed
in TS-1 upon interaction with H2O2/H2O solution (section
3.2.5). This experimental picture has been further supported by
ab initio calculations performed with both cluster and periodic
approaches (sections 3.2.5.4 and 3.2.5.3, respectively).
Finally, the potentiality of the third generation synchrotron

radiation sources allows space66,67,70−75 and time62,76−79

resolved experiments to be performed. Both fields are in
rapid expansion, and can be of great help in the investigation of
catalysts and of catalytic processes. Two selected examples will
be discussed in section 7 and 8, respectively.
A review on the role of XAFS techniques in catalysis is a huge

work and the selection of case studies discussed herein
represents unavoidably only a subjective and partial view of
the boundless topic of reactivity of surface species. This choice
has been dictated mainly by the personal experience of the
authors. Important overlooked systems, for which we just
mention few selected references, are for example metal−organic
complexes grafted on different supports,23,80−93 model systems
prepared on metal or metal-oxide vacuum cleaved single
crystals or on thin oxide films grown on metal single
crystals.94−101 Nonetheless, we do believe that the selected
examples cover a large fraction of catalysts categories and are
useful to illustrate the increasing role that XAFS spectroscopy
has in determining the properties of the active sites in
heterogeneous catalysts.

2. EXPERIMENTAL METHODS

The aim of this section is not to describe in detail how the here
reviewed experiments have been performed (to this purpose
the reader is referred to the original literature) but to illustrate
the experimental set up generally adopted to perform such kind
of experiments (section 2.2.) and the methods employed to
analyze the collected data (section 2.3.). These sections are
anticipated by a brief one devoted to the description of the
materials discussed in this work (section 2.1.).

2.1. Materials

Heterogeneous catalysts are complex systems, and the ability to
reproduce the experimental results reported in the literature
depends on a clear definition of the synthesis and activation
procedures. For these reasons, few details are reported in this
section.
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2.1.1. Metal-Substituted MFI Frameworks. TS-1
samples (Ti content in the 0.97−3.45 TiO2 wt. % range)
were synthesized part in EniChem (Istituto “G. Donegani”,
Novara, Italy) and part in EniTecnologie (S. Donato Milanese,
Italy) using tetrapropylammonium (TPAOH) as template,
according to the original patent.102 The “defective” silicalite-1
as been prepared with the same synthesis procedure, without
adding the TiO2 precursor in the batch.103

Fe-silicalite (Si/Fe = 90) catalyst was prepared by the Forni’s
group (University of Milano) following the hydrothermal
method described in detail by Ratnasamy and Kumar,104 as
described in more detail elsewhere.105,106

Na-GaZSM-5 zeolite samples having Si/Ga ratio of 25, were
prepared in the laboratories of the Departamento de Quiḿica,
Universidad de las Islas Baleares (UIB), Palma de Mallorca,
Spain, as outlined elsewhere107 by template-assisted hydro-
thermal synthesis, using appropriate amounts of sodium silicate,
gallium nitrate, and tetrapropylammonium bromide solutions.
2.1.2. Cu-Substituted Zeolites. Cu-exchanged zeolites

(both ZSM-5108 and MOR109) have been prepared following
an original exchange path, based on the reaction at 573 K
between the zeolite (in the protonic form) and gaseous CuCl as
described elsewhere.108−112 See also section 4.1.
2.1.3. Cr/SiO2 Phillips catalyst. The Cr/SiO2 catalysts

were obtained by impregnating a SiO2 support (400 m
2/g) with

H2CrO4, following the procedure described elsewhere.
64,113−116

A Cr loading of 4 wt % was adopted to have an acceptable
signal-to-noise ratio in transmission XAFS experiments.117 A Cr
loading of 0.5 wt % was used for XAFS experiments in
fluorescence mode.118 In both cases, samples were then
activated according to the following procedure: (i) outgassing
at 773 K; (ii) calcination in O2 at the same temperature for 1 h
(oxidized sample). After the activation and oxidation steps, two
different reduction procedures have been followed: (i) a
reduction step at 623 K, followed by CO removal at the same
temperature, thus obtaining the hereafter called CO-reduced
system, and (ii) a reduction step in C2H4 at 523 K, followed by
evacuation at the same temperature, thus obtaining the
hereafter called C2H4-reduced catalyst.
2.1.4. CuCl2/Al2O3. CuCl2/γ-Al2O3 catalyst has been

prepared with a Cu loading of 5.0 wt % by impregnation of
γ-alumina (Condea Puralox SCCa 30/170, surface area = 168
m2 g−1, pore volume = 0.50 cm3 g−1) with an aqueous solution
of CuCl2/H2O, following the incipient wetness method, as
described elsewhere.119

2.1.5. Metal-Supported Catalysts. Pt-supported catalysts
were prepared by impregnation of supports with an aqueous
solution of Pt(NH3)4(NO3)2 (Aldrich 27,872-6) as described
elsewhere.120 Supported Pd samples have been prepared in the
Chimet laboratories on γ-Al2O3 (surface area = 121 m2 g−1;
pore volume = 0.43 cm3 g−1) and on two different activated
carbons, from wood (hereafter Cw; surface area = 980 m2 g−1;
pore volume = 0.62 cm3 g−1) and peat (hereafter Cp; surface
area = 980 m2 g−1; pore volume = 0.47 mm3 g−1) origin,
following the deposition−precipitation method121,122 with
Na2PdCl4 as palladium precursor and Na2CO3 as basic agent.

2.2. Techniques and Experiential Set-ups

This section is divided in seven subsections. Sections 2.2.1 and
2.2.2 are devoted to briefly describe how the X-ray beam is
“shaped” in the optic hutch to the requirements of the XAFS
experiment. Sections 2.2.3. and 2.2.4 reports the set-ups for X-
ray absorption and emission spectroscopies, respectively. The

latter setup allows to perform high-energy resolution
fluorescence detected XANES and range-extended EXAFS, as
described in section 2.2.5. Finally, the set-ups needed to
perform in situ (or operando) experiments and those needed
for μm-resolved experiments are discussed in sections 2.2.6 and
2.2.7, respectively.

2.2.1. X-ray Beam Optimization: Energy Selection. A
typical synchrotron beamline is constituted by three hutches
(see Figure 1).4,123 The first is the optic hutch, that collects the

photons emitted from the machine and sets the requested beam
for the experiment, in terms of energy, energy resolution,
angular divergence, focusing, dimension, and others. The
second is the experimental hutch, where the experiment is
performed. The third is the control room, where where
scientists monitor the experiment and perform a first data
analysis.
To perform X-ray spectroscopy a monochromatic beam of

desired energy E must be singled out from the white (or pink
polychromatic) light emitted by the machine.124 This is
achieved by using the so-called monochromator, which consists
of a crystal, usually silicon, cut along a specific (hkl) plane of
known dhkl-spacing and exploiting the Bragg law

θ λ= = =d n nhc E n2 sin( ) / where 1, 2, 3, ...hkl B (1)

The photon energy is linked to the photon wavelength (λ)
by the relation E = hν = hc/λ, c being the speed of light (c =
2.9979 × 10+8 m/s) and h being the Planck constant (h = 6.626
× 10−34 Js), so that

=hc 12.3984 Å keV (2)

As a consequence, the desired energy E will be selected by
tuning the angle θB with high precision fulfilling the relation

θ=E n d[12.3984 (Å keV)]/[2 sin( )]hkl B (3)

Figure 1. Scheme of the optics operative at the ESRF BM26A
beamline. From right to left: (i) Storage ring, where the white X-ray
beam is generated by radial acceleration of electrons; (ii) optic hutch
where the white X-ray beam hits the first collimating mirror that acts as
low-band-pass filter for the white X-ray beam, removing higher
harmonics to reach the double crystal monochromator (section 2.2.2.),
where the desired X-ray E value is selected according to eq 3 by tuning
the angle θB, and finally the second focusing mirror collects the
monochromatic X-ray beam, focuses it and sends it to the sample; (iii)
Experimental hutch, containing the sample and tools to control its
environment, and all detectors needed to run the experiment (see
Figure 4a). The control room (not reported in the figure) contains the
remote controls allowing controlling and following the experiment.
Two pairs (one horizontal and one vertical) of slits are inserted along
the beam path to properly define the beam dimension. Between the
storage ring and the optic hutch and between this latter and the
experimental hutch, for safety reasons, two X-ray absorbers are located,
named front-end and safety shutter, respectively. Image kindly
provided by the courtesy of W. Brass DUBBLE BM26A beamline of
the ESRF.
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When higher harmonics are efficiently rejected n = 1 (vide
infra section 2.2.2). A second Bragg reflection is needed to
maintain the beam in a horizontal direction. This device is thus
called double crystal monochromator and is hosted in the optic
hutch (Figure 1).
Many hard X-ray beamlines are equipped with a double

crystal Si(111) monochromator however; often, the beamline
can operate with different monochromator crystals, such as
Si(311), Si(511), and others, see Table 3. Since the available
Bragg angle that can be reached by a specific pair of
monochromator crystals is limited for mechanical reasons
(θmin < θB < θmax), the choice of the (hkl) cut of the crystal
defines the dhkl = a/√(h2 + k2 + l2) parameter, and thus the
range of energy (Emin < E < Emax) that can be reached by the
beamline in that configuration according to eq 3, see Figure 2a.
Also, the choice of crystals affects the intensity and energy
resolution of the beam (vide infra). The selected Si(hkl) crystal

must include a wide interval across the measured adsorption
edge E0, see the last two columns in Table 3. In general, low
(high) Miller indices cover low (high) energy ranges (Figure
2a).
Even from ideally perfect crystals, the dynamical theory of

diffraction foresees that each Bragg reflection has a finite line-
width, called Darwin width (ωDarwin):

125,128−130

ω λ π θ= r F V[2 ]/[ sin( ) ]Darwin 0
2

B (4)

where r0 is the electron classical radius (r0 = 2.82 × 10−15 m), F
is the structural factor of the crystal and V is the unit cell
volume. ωDarwin is typically in the arcsec range (Table 3).
The choice of monochromator crystals depends on the

specific requests of the experiment in terms of energy range,
flux, or brilliance of the X-ray beam, and its energy
resolution.131,132 For a given crystal cut, the higher are the

Table 3. Selection of Si(hkl) Cuts, Corresponding d-Spacing (dhkl = a/√(h2 + k2 + l2), Where a = 5.431020 Å is the Si Lattice
Parameter), Bragg Reflection Angle (θB), Darwin Width (ωDarwin), FWHM of the Double Crystal Rocking Curve (ωDC =
√2ωDarwin) Computed for an Energy of E = 10 keV (λ = 1.239854 Å) in the Frame of the Dynamical Theory of X-ray
Diffraction125 with the χ0h Code126 (http://sergey.gmca.aps.anl.gov/x0h.html) in σ-Polarization (NB = 1 arcsec = 2.7778 ×
10−4 ° = 4.8481 × 10−6 rad)a

Si(hkl)
reflection dhkl (Å) θB (deg)

ωDarwin
(arcsec)

ωDC
(arcsec)

ΔEmono
(eV) ΔEmono/E

Emin (keV) for θB =
25°

Emax (keV) for θB
= 4°

transmitted flux
(au) n

Si(111) 3.1355 11.403 5.4870 7.7598 1.319 1.32 × 10−4 4.678 28.343 1 3, 5
Si(220) 1.9201 18.836 4.0047 5.6635 0.569 5.69 × 10−5 7.639 46.284 0.73 2, 3
Si(311) 1.6375 22.246 2.2892 3.2374 0.271 2.71 × 10−5 8.958 54.271 0.42 3, 5
Si(400) 1.3577 27.167 3.4083 4.8200 0.322 3.22 × 10−5 10.804 65.456 0.62 2, 3
Si(422) 1.1086 34.001 2.7647 3.9099 0.199 1.99 × 10−5 13.232 80.163 0.50 2, 3
Si(511) 1.0452 36.379 1.8642 2.6364 0.123 1.23 × 10−5 14.034 85.026 0.34 3, 5
Si(440) 0.96005 40.220 2.5252 3.5712 0.145 1.45 × 10−5 15.279 92.567 0.46 2, 3

aAlso reported is the covered energy range assuming that the θB angle of the monochromator span the 4-25° interval and the absolute (ΔEmono) and
relative (ΔEmono/E) energy resolutions computed according to eqs 5 and 6. The last two columns report the relative photon flux transmitted by the
reflection, normalized to that of Si(111) and the first two transmitted harmonics (n), respectively. Exhaustive lists of available crystals, cuts and
related characteristics are available in the literature.127

Figure 2. Part a: Photon energy delivered by a Si(h11) double crystal monochromator as function of the Bragg angle θB in the 4−25° angular range
according to eq 3. h = 1 (black), h = 3 (blue), and h = 5 (red). The scheme in the upper part reports the working principle of a double crystal
monochromator: the first crystal is fixed at the desired θB angle, while the second, performing a scan of Δθ = θ − θB of few arcsec, yields the so-called
monochromator rocking curve where the intensity of the transmitted monochromatic beam goes from its maximum down to virtually zero in a very
narrow angular range (1 arcsec = 4.8481 × 10−6 rad). Part b: Simulated rocking curves for Si(h11) double crystal monochromator for a Bragg angle
allowing the selection of E = 10 keV (λ = 1.239854 Å): θB = 11.403°, 22.246°, and 36.379°, for h = 1 (black), 3 (blue), and 5 (red), respectively. Also
reported is the simulated rocking curves for Si(333) at 30 keV (gray), corresponding to the first transmitted harmonic for the Si(111) crystal
working at 10 keV. In each case the maximum of the transmitted photon flux has been normalized to unit. The positive shift of the angle of the
second crystal with respect to the first one is due to the refraction phenomenon and is proportional to λ2/sin(2θB), while the different widths of the
three curves, ω(h11), reflect the different Darwin width of both first and second crystal, see Table 3. This figure reports data computed in the frame of
the dynamical theory of X-rays diffraction125 with the χ0h code126 (http://sergey.gmca.aps.anl.gov/x0h.html) in σ-polarization.
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(hkl) Miller indices of the cut, the sharper is the angular
acceptance of the monochromator rocking curve and so the
better is the energy resolution of the experiment (Figure 2b).
Indeed, higher (hkl) Miller indices imply smaller dhkl values, see
eq 1, and so larger θB angles to deliver the same E (or the same
λ), resulting in larger sin(θB) and in smaller ωDarwin, see eq 4.
Any gain in energy resolution causes a reduction in photon flux,
as the transmitted flux is, in first approximation, inversely
proportional to the Darwin width, see Table 3.
The intrinsic energy resolution of the Si(hkl) monochroma-

tor can be estimated differentiating eq 3 and taking ωDarwin as
ΔθB:

ω θ

θ

Δ =E

d

[12.3984 (Å keV) cos( )]

/[2 sin ( )]hkl

mono Darwin B
2

B (5)

Combining eqs 3 and 5, one obtains9,129

ω θΔ =E E/ cotg( )mono Darwin B (6)

Values of ΔEmono/E as low as 10−4−10−5 are usually obtained,
see Table 3. Note that eqs 5 and 6 hold when ωDarwin is
reported in radians. The actual energy resolution of the
beamline also depends on the X-ray beam divergence, which is
determined by the distance between the source and the sample
and of course the optical elements in between. As an example,
with a slit opening of Δl = 1 mm at a distance of D = 40 m
(Figure 1) the X-ray beam divergence is Ω ≈ Δl/D = 2.50 ×
10−5. If the beamline operates at E = 10 keV with a Si(111)
monochromator then, in analogy to eq 6 the broadening of the
energy resolution because of X-ray beam divergence is
ΔEdivergence/E = Ω cotg(θB) = 1.29 × 10−4, see Table 3.
When both effects are taken into account, the energy resolution
of the experiment is given by129,132

θ ωΔ = √ + ΩE E/ cotg( ) [ ]B Darwin
2 2

(7)

In the specific case described above, the energy broadening
due to the monochromator Darwin width (ΔEmono/E = 1.32 ×
10−4, being ωDarwin = 2.6602 × 10−5 rad, see Table 3) is
comparable to the broadening due to the X-ray beam
divergence, resulting into an overall ΔE/E = 1.81 × 10−4

(ΔE = 1.81 eV).
2.2.2. X-ray Beam Optimization: Harmonic Rejection.

Equations 1 and 3 contain the integer number n, which implies
that, in addition to the fundamental wavelength λ (E)
(transmitted with n = 1), also the higher harmonics λ/2
(2E), λ/3 (3E), etc., will pass the monochromator with n = 2, 3,
etc. Higher harmonics must be rejected from the beam
delivered by the optic hutch before reaching the sample,
because they cause artifacts in the XAFS spectra. The spectrum
emitted by bending magnets rapidly decay in intensity after the
critical energy of the machine1,133,134 (Ec), and consequently,
when working at an energy E higher than the critical energy
(Ec), the contamination from higher harmonics is small.
However, when working at relative low energies (E < 10
keV) on a bending magnet beamline of an high energy
machine, such as ESRF (Eelectrons = 6 GeV, Ec = 19.2 keV), APS
(Eelectrons = 7 GeV, Ec = 19.5 keV), or SPRING-8 (Eelectrons = 8
GeV, Ec = 28.9 keV), the intensity of the second harmonic will
even be higher than that of the fundamental energy and higher
harmonic rejection is mandatory.
The simplest way to reject higher harmonics is the

“detuning” technique. The two monochromator crystals are
given a slightly different Bragg angle, θB. The result is a

decrease of the transmitted intensity by “sliding” off the rocking
curve (Figure 2b). This reduces the contribution of the higher
harmonics, because for all crystals and all reflections, the
angular acceptance ωDarwin is much greater for the fundamental
(n = 1) then for the higher harmonics (n ≥ 2):48,123 indeed
ωDarwin is proportional to λ2, see eq 4. The intensity of the
higher harmonics is thus decreased at a much faster rate.
Furthermore, the use of Si(2h + 1, 2k + 1, 2l + 1) cuts, where
all even higher harmonics are forbidden, additionally reduces
the relative fraction of the higher harmonics content of the
transmitted beam. As an example, for Si(111) at 10 keV
ωDarwin(n = 1) = 5.4870 arcsec, while ωDarwin(n = 3) = 0.3347
arcsec, detuning of Δθ = 2.5 arcsec results in the loss of about
30% of the fundamental photons, and of almost 100% and
>99% of the photons of the second and third harmonic,
respectively. This can be directly appreciated comparing the
rocking curve of Si(111) at 10 keV (black curve in Figure 2b)
with that of the first transmitted harmonic, Si(333) reflection at
30 keV, gray curve in Figure 2b.
A second method to reject higher harmonics is the use of

mirrors, also hosted in the optic hutch (Figure
1).123,130,132,135,136 Mirrors are long crystals, usually Si,
sometimes coated with a metal film (Ni, Pd, Pt, ...) to tune
the electron density (ρ) that defines the surface refractive index
of the mirror (nmirror). They are positioned such that the X-rays
incidence angle θ1 can be adjusted in the arcsec range.
The higher harmonic rejection is based on the wavelength

(and thus energy) dependence of nmirror, that in the X-ray
region of the electromagnetic spectrum is given by9,137−140

ρλ π β= − −n r i1 /2mirror 0
2

(8)

where ρ is the electron density, r0 is the electron classical radius,
and β = μλ/4π, which takes into accounts the absorption
phenomena (μ is linear absorption coefficient). In several
textbooks139 eq 8 is usually reported in a more concise way:
nmirror = 1 − δ − iβ, with δ = r0ρλ

2/2π. Considering only the
real part of refractive index, as it defines the reflection/
refraction properties of the interface, and applying the Snell
law, n1 cos(θ1) = n2 cos(θ2),

141 to the vacuum/mirror interface,
one obtains cos(θ1) = nmirror cos(θrefraction) as n = 1 for vacuum.
Re(nmirror) < 1 because the phase velocity of X-rays in
condensed matter (vphase) is larger than c (generally, in optics
Re(n) = c/vphase), that is, δ > 0. This implies that there is a
critical angle θc under which total reflection occurs: cos(θc) =
nmirror when θrefraction = 0°.139 Since nmirror is very close to unit
(10−6 < δ < 10−5), θc must be very close to zero and the cosine
can be approximated with the first two terms of the Taylor
series in zero: cos(θc) ≈ 1 − θc

2/2 ≈ nmirror. Using eq 8, one
obtains

θ λ ρ π≈ √ r( / )c 0 (9)

Equation 9 implies that the critical angle for the second
harmonic is one-half that of the fundamental energy and that
for the third harmonic it is one-third: θc(n = 1) = 2 θc(n = 2) =
3θc(n = 3). As a consequence, choosing an incidence angle on
the second mirror θ1 satisfying the condition: (λ/2) √(r0ρ/π)
< θ1 < λ√(r0ρ/π), the fundamental beam will be under total
reflection conditions and will be reflected onto further optical
elements (first mirror in Figure 1) or into the experimental
hutch (second mirror), while second and higher harmonics will
be refracted and completely adsorbed inside the mirror. The
role of the first mirror (Figure 1), is to act as a low-energy-pass
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filter, reflecting only the fraction of the white (pink) beam124

satisfying the relation θ1 < λ√(r0ρ/π), that is, E < (hc/
θ1)√(r0ρ/π). An advantage of using a mirror above detuning of
the double crystal monochromator is the absence of a
significant loss of intensity of the (n = 1)-beam.
For a beam of vertical size of h the length of the mirror

needed to accept the whole beam is L = h/sin(θc) ≈ h/θc.
Assuming δ = 2 × 10−6, θc ≈ √(2δ) = 2 × 10−3, and assuming
h = 1 mm we obtain L = 0.5 m. Mirrors in access of 1 m (or
longer) are installed in some beamlines. Mirrors may have the
additional advantage of the ability to focus the beam, increasing
the number of photons per unit area (brilliance) falling onto
the sample. The focusing role of the mirrors is important for
the studies of highly diluted systems and for space resolved
studies (see section 2.2.7).
2.2.3. X-ray Absorption Spectroscopy: Acquisition

Setups for Standard and Time-Resolved Experiments.
The aim of a XAFS experiment is the measure of the absorption
coefficient of a given sample, μ(E), as a function of the photon
energy E. For any sample, in the X-ray region of the
electromagnetic spectrum, μ(E) is a monotonically decreasing
function of the photon energy, given in first approximation by49

μ ρ ≈E Z AE( )/ /4 3
(10)

where ρ is the sample density, Z the atomic number (i.e., the
number of electrons) and A the atomic mass, see Figure 3b.
Equation 10 holds for a sample containing an unique chemical
species like a metal foil but can be easily generalized for any

sample of known composition. The featureless dependence
μ(E) is interrupted by abrupt increases of the absorption at the
specific energy values corresponding to the K, L, and M edges
of the elements present in the sample (Figure 3a). The
dependence of μ(E)/ρ on E−3 implies that all elements are
highly absorbing in the low photon energy region, making
XAFS spectroscopy on soft X-ray experimentally much more
demanding than in the hard X-ray domain. As an example, for
both O and Al μ(E)/ρ increases by more than 3 order of
magnitude moving from 20 to 1 keV (Figure 3b). Analogously,
the dependence of μ(E)/ρ on the fourth power of the atomic
number makes high Z element much more absorbing than light
elements. Exceptions may occur after the absorption edge of a
given lighter atom: some examples are reported in Figure 3b,
for example, Cu (Z = 29) is more absorbing than Pd (Z = 46)
in the whole range between Cu K- and Pd K-edge (9.99−23.35
keV, see Figure 3b). Equation 10 and related Figure 3b imply
that the quality of EXAFS spectrum obtained on, for example, a
metal supported catalyst depends on both the metal loading
(determining the edge jump) and the nature of the support,
determining the featureless total absorption from the support.
Light Z supports like carbons are almost transparent to hard X-
rays, so that high quality S/N EXAFS spectra can be obtained
up to k = 20 Å−1 on both 5.0 and 0.5 wt % Pd/C, just
optimizing the sample thickness (9 and 35 mm, respec-
tively).142 SiO2 and Al2O3 still are considered as medium-low Z
support, still allowing good quality EXAFS spectra to be

Figure 3. Part a: X-ray absorption edges nomenclature and representation of their relation with the atomic orbitals from which the electron is
extracted. Part b: General behavior of the X-ray absorption coefficient μ/ρ, see eq 10, as a function of the incident X-ray energy E for O (Z = 8), Al
(Z = 13), Ti (Z = 22), Cu (Z = 29), Pd (Z = 46), and Pt (Z = 78) elements. Data obtained from NIST Web site http://physics.nist.gov/
PhysRefData/XrayMassCoef/tab3.html. Note the logarithmic scale of the ordinate axis. (c) Cu K-edge XAFS of activated HKUST-1 MOF. The
conventional division between XANES and EXAFS region and the schematic models of full multiple and single (and multiple) scattering processes,
dominating respectively the XANES and EXAFS region, are indicated (color code: absorber atom in magenta; neighbor atoms that backscatter the
photoelectron wave outgoing from the absorber in green).
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collected, but moving to zirconia or ceria experiment became
more demanding, particularly for low metal loaded catalysts.
The fine structure that modulates μ(E) in proximity of a

given edge (Figure 3c) is the argument of XAFS spectroscopy
and thus of this review. The total μ(E) spectrum is usually
divided into two different regions: (i) the near edge region or
XANES region and (ii) the extended region after the edge or
EXAFS region, starting ∼50−100 eV after the edge and
extending until signal is avalaible (typically 400−2000 eV). As
deeply discussed in the following, although usually collected in
the same acquisition run, XANES (section 2.3.5) and EXAFS
(section 2.3.2−2.3.4) data will be treated differently and will
provide different information concerning electronic and
structural properties of the atoms belonging to the selected
species.
Figure 4a depicts the basic setup of a conventional XAFS

experiment in catalysis, which can be schematized into the
following steps. In the optic hutch, the white beam emitted
from a synchrotron source is monochromatized, higher
harmonics are rejected and the beam is focused, if needed, as
detailed in sections 2.2.1 and 2.2.2, see Figure 1. Entering the
experimental XAFS hutch, the intensity of the monochromatic
beam I0 is measured with a first ionization chamber (i); the
monochromatic beam is partially absorbed by passing through
the sample of thickness d (ii); the intensity of the transmitted
beam I1 is then measured with a second ionization chamber
(iii); the remaining beam is further absorbed by passing

through a reference sample of thickness xR (iv); and the
intensity of the beam transmitted by the reference sample I2(E)
is measured by a third ionization chamber (v). In such a way,
the absorption coefficient of the sample (μ) and of the
reference (μR) can be measured for a given energy E selected by
the monochromator according to the classical law of trans-
mission phenomena, also known as Lambert−Beer law (I1(E) =
I0(E) e

−μ(E)d and I2(E) = I1(E) e
−μR(E)dR):

μ μ= =E d I E I E E d I E I E( ) ln[ ( )/ ( )] and ( ) ln[ ( )/ ( )]0 1 R R 1 2

(11)

As for any transmission spectroscopy, the Lambert−Beer law
holds for samples that are homogeneous in both chemical
composition and sample thickness in the whole area illuminated
by the X-ray beam (typically a rectangle of few mm in
horizontal and a fraction of mm in vertical). If this is not the
case eq 11 is no more valid and a space resolved approach has
to be adopted, see section 2.2.7.
Elements iv and v are not mandatory, but when possible, they

should always be present in the experimental setup because
they allow direct and internal calibration of the relation
between photon energy E and monochromator angle θB, see eq
3. Although the stability in energy of modern beamlines has
improved significantly, this caution is particularly important
when the reactivity of surface species is investigated, as it
guarantees that the change in position of the XANES edge is
actually the result of a change in the oxidation or coordination

Figure 4. Schematic views of the basic setup of a XAFS experiment in conventional (part a) and dispersive geometries (part b). Part a: The
harmonic-free monochromatized beam (cyan line) is delivered with the proper energy and size from the optic hutch (see Figure 1). In the
experimental hutch, it crosses, from the right to the left: (i) the first ionization chamber for monitoring the intensity of the incident beam I0; (ii) the
sample, hosted in a controlled temperature/atmosphere environment (see Figure 8 for a selections of in situ cells); (iii) second ionization chamber
for monitoring the intensity of the transmitted I1 or (iii′) fluorescence detector sketched on top of the sample (electron yield detection is also
possible, but not depicted); (iv) reference sample; (v) third ionization chamber for monitoring I2. Part b left: The white or pink beam124 is focused
by a bent polychromator into a focus few μm-wide (where the sample has to be located); behind the focus the beam diverges again, allowing the
simultaneous collection of the whole transmitted spectrum I1(E) in a single shot (right part). This modern acquisition is conceptually very similar to
the way the very first XAFS spectra were acquired; see Figure 7a). I0(E) must be acquired a posteriori, removing the sample from the focal point.
I2(E) is successively measured putting the reference in the focus. A precise translation (x,y), with z being the X-ray beam direction, and rotation (φ)
stage is required for an optimal location of the sample in the focus point. This set up also allows space-resolved XAFS experiments to be performed,
see section 2.2.7.
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state of the investigated element.143 When transmission
experiments can not be performed, for example, for highly
diluted samples, the fluorescence mode is adopted. In this case
the absorption coefficient is given by eq 12, where IF(E) is the
intensity of the fluorescence yield emitted by the sample and
detected by a fluorescence detector (step iii′ in Figure 41).

μ =E I E I E( ) ( )/ ( )F 0 (12)

EXAFS spectra collected in the fluorescence mode are
susceptible to an apparent amplitude reduction due to the
self-absorption of the fluorescing photons by the sample before
they reach the detector. This phenomenon is negligible for
diluted samples; otherwise correction for sample thickness and
concentration must be applied.144 Alternatively or simulta-
neously to fluorescence, electron yield EY(E), total or partial,
can be measured resulting in μ(E) = EY(E)/I0(E).
Fluorescence and Auger are the two complementary modes
of decay of the excited atom, so that their signal is proportional
to the X-ray absorption process. The decay probability is
favorable to Auger in the soft X-ray range and to fluorescence in
the hard X-ray region. Electron yield modes require conductive
samples and vacuum conditions to result in good quality XAFS
spectra. The former condition is rarely fulfilled in case of
heterogeneous catalysts, while the second makes in situ or
operando studies difficult, though not impossible.145 These
reasons explain why fluorescence detection mode is much more
used than the electron yield one for characterization of
catalysts. However, when applicable the comparison between
XAFS spectra collected in the two modes can be informative
because of the markedly different penetration depth of the two
techniques (only the surface and a few monolayer below the
surface of a catalyst can be probed in electron yield mode).146

The acquisition set up described in Figure 4a is usually
adopted in the step-scan mode, where the spectra are acquired
by integrating for a given time interval Δt the counts on I0(E)
and I1(E) or IF(E) being the monochromator at the fixed
energy E; then acquisition is stopped and the monochromator
moves to the next point (E + ΔE). The procedure is repeated
recursively for all scheduled E points of the acquisition.
Depending on the sample, EXAFS spectra with good signal/
noise ratio up to high k values can be obtained in an overall
integration time ranging from 20 min to some hours; 5−10 min
can be sufficient for collecting a XANES spectrum.
For time-resolved studies (see section 8), such as the

investigation of the catalyst reactivity as a function of the
variation of the experimental conditions (e.g., feed flow or
pressure or temperature), faster acquisition modes are required,

see Table 4. The quick-EXAFS (or Q-EXAFS) acquisition mode
provides an alternative way of recording XAFS spectra where
the scan time is significantly reduced by moving the
monochromator at a constant angular speed and recording
the I0(E) and I1(E) or IF(E) data “on the fly”. The method,
initially realized by Frahm147−149 at HASYLAB (Hamburg) in
the late eighties, has been further implemented in several
beamlines worldwide and is still under continuous implemen-
tation.22,61,150−164 In this way, the time needed for the
acquisition of a full EXAFS spectrum may be shorter than a
minute, while few seconds are sufficient to acquire the XANES
region. The quick-EXAFS acquisition can be applied for both
transmission and fluorescence modes151,155 and has been
coupled often with XRPD technique, to provide time-resolved
information on the order at short- and at long-range
simultaneously.22,61,152,153 Recent developments made possible
quick-EXAFS acquisition at a subsecond time resolution.165

In the conventional XAFS geometry (Figure 4a), adopted by
both step-scan and quick-EXAFS modes, the required energy
range (Emin < E < Emax) is scanned stepwise or continuously by
changing the monochromator Bragg angle, resulting in the
simultaneous acquisition of I0(E), I1(E) and I2(E) for a given E
value. Conversely, in a dispersive mode, Figure 4b left, one
measures simultaneously all the energy values of a single
spectrum, but the three different spectra I0(E), I1(E), and I2(E)
are measured separately. The dispersive geometry uses a bent
monochromator crystal, where the variation of the diffraction
angle over the crystal surface can be assumed to be linear.
Depending on illuminated length and Bragg angle a specific
energy range is diffracted. The sample under investigation is
located at the focal point of the monochromator, and the
intensity of the different diffracted energies is measured by a
position sensitive detector. A careful calibration process is
necessary to attribute an energy interval to each detector
channel.166 Detailed descriptions of the beamlines operating in
dispersive mode, of the adopted X-ray optics and of the used
position sensitive detectors are available in the litera-
ture.129,167−187 Owing to the fixed energy-position correlation
on the detector, I0(E), I1(E) and I2(E) are measured separately
by locating the sample, the reference, and no sample,
respectively, in the focal point of the monochromator. This
means that a high stability of the ring and of the beamline is
required to use I1(E) and Io(E) data sets collected in different
moments to obtain the corresponding μ(E) data set. For
dispersive XAFS, the expression (11) of μ(E) still holds for the
computation of the absorption coefficient of the sample, but
μR(E) has to be computed as μR(E)dR = ln[I0(E)/I2(E)], since

Table 4. Typical Parameters Concerning the Technical Time Resolution for the Acquisition of a XAFS Spectrum in the
Different Experimental Set-Upsa

experimental set-ups
technical time
resolution (s) factors determining the time resolution

typical N of
averaged
spectra optimal ring operation mode

step scan (standard) 5 × 102 (1) N of acquired points, (2) integration time per
point, and (3) monochromator dead time

3 uniform or any high current mode

Quick-XAFS 1 (1) acquired angular range, (2) monochromator
speed, and (3) possible back and forth acquisitions

1 uniform or any high current mode

dispersive XAFS 10−3 detector readout and erasing time 1 uniform or any high current mode
pump and probe (analyzed
with differential XAFS)

10−10 synchrotron bunch and laser pulse time lengths 100 (1) single bunch, (2) few separated bunches,
and (3) hybrid mode (one isolated bunch)

aThese numbers refer to the acquisition technique only and do not take the sample into account, which could require a much longer or extended (in
terms of integration time, kmax and Δk) acquisition to obtain useful data. Usually, XAFS spectra acquired in the pump and probe set-up require a data
analysis performed with the differential XAFS approach, see section 2.3.9.
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the beam passing through the reference does not cross the
sample anymore.
For the energy-dispersive setup, the minimum measuring

time per absorption spectrum is mainly restricted by the read-
out time of the detector that usually amounts to some
milliseconds at most currently available dispersive spectrom-
eters, see Table 4. As an example, ESRF has recently developed
an innovative detector (FReLoN) that has cut the readout time
below 100 ms. The FReLoN detector is a low noise CCD
camera that combines high dynamic range, high readout speed,
accuracy, and improved duty cycle in a single image.188

Due to the micrometric dimension of the polychromatic
beam in the focus point of a dispersive EXAFS setup, sample
homogeneity problems are much more critical than in standard
step-scan or quick-EXAFS acquisitions, where the beam probes
a much larger area of the sample (fraction of mm3 vs some
μm3). This is particularly true for the investigation of metal
supported catalysts, as the dimension of the support grains can
be comparable to that of the beam. Some of the limiting
parameters that need to be addressed in making a successful
dispersive EXAFS experiment on heterogeneous catalysts, have
been addressed in a detailed study by Newton.189 Considerable
improvements in dispersive-EXAFS data from supported metal
catalysts can be achieved through manipulation of the vertical
dimensions of the dispersive X-ray beam, matching the manner
of sample presentation (net particle size and packing density)
and the physical properties (composition, scattering ability) of

the reference to that of the sample.189 Moreover, by
implementing a reference that is at least as absorbing as the
support material in question, Newton demonstrated that it is
possible to fully utilize more of the high photon flux available at
third generation SR sources (such as ID24 at the ESRF) within
the dynamic range of the 16-bit FReLoN detector.188

Obviously, the μm-size of the beam at the focus point makes
the dispersive setup suitable also for accurate space resolved
studies.190,191 The dispersive space-resolved XAFS setup
belongs to the X-ray scanning microscopy category, see
sections 2.2.7 and 7.

2.2.4. X-ray Emission Spectroscopy: Acquisition
Setup. X-ray emission spectroscopy (XES) provides a means
of probing the partial occupied density of electronic states of a
material. XES can be induced as a second order optical process
(photon-in/photon-out): (i) a core electron is removed by an
incident photon, then (ii) the inner shell vacancy is filled by an
electron from a higher shell following the selection rules for
radiative transitions (Figure 5b). When the core hole is filled by
an electron from a core (valence) level, we refer to core
(valence) to core XES. XES is element-specific and species-
specific (or transition-specific or fluorescence decay channel-
specific). Therefore XES is a powerful tool for determining
detailed electronic properties of materials192−210 in general and
of transition metal-based catalysts in particular.211−217

The physical bases of XES have been discussed in several
authoritative reviews,193,194,198,199,205−207,217,218 herein very few

Figure 5. Part a: Scheme of the high-resolution fluorescence crystal array spectrometer (Johansson type), using six spherically bent Ge(620) crystals,
available at the 18-ID (BioCAT) beamline of at the Advanced Photon Source (APS) at the Argonne National Laboratories (Chicago, U.S.).
Equivalent experimental setup are available at the ID26 beamline of the ESRF synchrotron (Grenoble, F) and the SuperXAS beamline of the Swiss
Light Source (Villigen, Switzerland). The arrows indicate the motion of the components when a spectrum of the emitted X-rays is taken. Ω and ω
represent the incident and emitted photon energy, respectively (see Scheme 1). With this experimental setup it is possible to measure how a core
hole in the 1s orbital (generated by the absorption of a primary photon of energy Ω) is filled. The second monochromator allows to discriminate
between Kα, Kβ main, and Kβ satellite lines (also known as valence to core lines),219−221 as shown in Part b, where the main, dipole allowed,
recombination lines for a 3d metal are reported as vertical dotted lines. Part c: Example of K shell emission lines in MnO oxide. Fixing the energy ω
selected from the second monochromator to one of the emission peaks reported in part c and tuning the primary energy Ω across the K absorption
edge of the metal, it is possible to collect Kα- and Kβ-detected X-ray absorption spectroscopy. The relative intensities of Kα, Kβ main, and Kβ satellite
lines can be directly appreciated. Parts a and c were adapted with permission from ref 199. Copyright 2005 Elsevier.
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concepts will be summarized, which are useful for under-
standing the case studies discussed along the text. A schematic
representation of the XES experimental set up is shown in
Figure 5a: it uses a spherically bent analyzer crystals in the
Johansson geometry. The ω energy is scanned moving both the
crystal analyzer and the APD detector to match Bragg equation
(see arrows in Figure 5a). Using a cylindrically bent crystal and
a position sensitive detector the fluorescence photons are
collected in the dispersive von Hamos geometry. The latter has
the advantage of not needing to scan and move any motors,
thus enabling to record the ω XES spectrum in a single shot for
any given Ω value.220 Parts (b) and (c) of Figure 5 refer to the
excitation of a 1s electron. When the primary monochromator
(right part of Figure 5a) selects an exciting photon of energy
hν1 = Ω higher than the chosen K-edge (or in the K-edge pre-
edge peaks for resonant XES), then a core hole in the 1s orbital
of the excited element is created and, within the given lifetime,
an electron coming from some of the occupied states fills the 1s
core hole. As a consequence a fluorescence photon of energy
hν2 = ω, given by the difference in energy between the two
levels, is emitted by the sample. In a standard XANES
experiment, the fluorescence X-rays emitted by the sample are
collected by a solid state detector that, owing to its intrinsic
energy resolution (typically, few-hundred of eV), is just able to
discriminate among the fluorescence photons emitted by the
different chemical elements present in the sample (vide infra
section 2.2.5, Figure 6a). In a XES experiment, along with the
standard primary monochromator (already used before the
sample for the standard XANES experiments), an additional
spectrometer (composed by one or more analyzer crystals) is

positioned after the sample, which acts as second mono-
chromator (left part of Figure 5a). Using the Bragg diffraction
of the analyzer crystals, the photons emitted by the sample are
selected with a combined energy resolution (incident plus
emitted energy resolution), typically of 0.5−1.5 eV. Selected
photons will then reach a detector, such as a high efficiency
Avalanche photodiode detector (APD). In such a way, the total
counts are much lower than in a standard XANES fluorescence
experiment, but it is possible to discriminate the energy of the
electron that has filled the core hole and therefore its original
atomic or the molecular orbital,199,211 see Figure 5b. Part c of
Figure 5 allows direct appreciation of the relative intensities
among Kα, Kβ main, and Kβ satellite lines.
When the incident X-ray energy Ω is tuned to one of the

XANES pre-edge peaks, the process is called resonant X-ray
emission (RXES, Scheme 1b), while if the incident energy is

sufficient to excite the core electron to a high energy
continuum level well above the excitation threshold (vertical
gray line in Scheme 1), the process is called normal X-ray
emission or non resonant X-ray emission, (NXES, Scheme 1a).
RXES spectra are Ω dependent, while NXES are, in first
approximation, not.

2.2.5. High-Energy Resolution Fluorescence Detected
(HERFD) XANES and EXAFS and Range-Extended EXAFS
Spectroscopy. XANES spectroscopy is employed to study the
unfilled electronic states above the Fermi level. In a
conventional XANES experiment, one monitors the trans-
mitted photons, the total fluorescence yield (TFY, integrated
over all the disexcitation related to the excited atomic species)
or the total or partial electron (TEY or PEY) decay of the
sample, while scanning the incident photon energy hν1 = Ω
(Figure 5a) across the edge. In such experiments, besides the
limits of the X-ray optics (see section 2.2.1, eq 7), there is a
limit in the energy resolution set by the lifetime broadening of
the core hole of the selected edge: ΔETFY ≈ Γcore ≡ (h/2π)/
τcore, where τcore is the lifetime of the core hole in the selected
edge created by the absorbed X-ray. With the experimental
setup reported in Figure 5a, it is possible to follow the
evolution of the fluorescence emission fixing hν2 = ω

Figure 6. Principles of high-energy resolution fluorescence detected
XAFS, also allowing extended EXAFS to be possible. The example
refers to a sample containing both Mn and Fe elements. Part a:
Schematic representation of Mn and Fe fluorescence lines. Top:
selected fluorescence photons using the high energy spectrometer
(Δω = 1 eV) reported in Figure 5a tuning ω on the Mn Kα1 line.
Bottom: Selected fluorescence photons using a standard solid state Ge
detector (Δω = 200 eV) tuned on the Mn Kα lines. In this case, the
low energy tail of the Fe Kα lines contribute to the photon counting,
resulting in the appearance in the standard XAFS spectrum of the Fe
K-edge jump that prevents the analysis of the Mn K-edge data beyond
k = 11.5 Å−1. Part b: Comparison between the standard (blue curves)
and the HERFD (red curves) XAFS spectra of catalytic Mn4Ca
photocatalytic complex hosted inside the multiprotein membrane
system known as photo system II that also contains iron centers. Part
c: Corresponding k2-weighted χ(k) functions. Adapted with
permission from ref 226. Copyright 2005 American Chemical Society.

Scheme 1. Schematic Representation of Nonresonant and
Resonant XES, Parts a and b, Respectivelya

aIn both parts, Ω and ω represent the incident and emitted photon
energy, respectively. Dark red circles represent the core hole; black
circles represent the final state of the excited electron; orange circles
represent the valence band electron that will fill the core hole. Light
orange and blue rectangles represent the fully occupied valence band
(VB) and the empty conduction band (CB), respectively. CL = core
level (1s, in the experiment reported in Figure 5b, c).
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(corresponding to a particular fluorescence decay channel,
Figure 5b) upon scanning incident photon energy hν1 = Ω. In
such a way, the decay transition is the result of an electron
coming from a higher level (HL), leaving a hole with a longer
τHL lifetime (τHL ≫ τcore). The resulting spectrum is
characterized by an intrinsic lower broadening ΔEHERFD ≈
[(Γcore)

−2 + (ΓHL)
−2]−1/2, where ΓHL ≡ (h/2π)/τHL.

222 This
effectively leads to spectra with a higher energy resolution and
sharper features.199,217,222−225 As a relevant example, XES has
allowed the identification of the active sites in supported metal
catalysts upon CO adsorption216,219 see section 9.4.
Another important application of HERFD XAS consists in

the so-called range-extended EXAFS spectroscopy.226−228 It
applies in case of samples containing elements with adjacent
electronic numbers Z or elements where K and L edges are
close in energy (e.g., Cl-doped Pt catalysts). This is for example
the case of a sample containing both Mn (Z = 25; K-edge at
6539 eV) and Fe (Z = 26; K-edge at 7112 eV). The Mn K-edge
spectrum will show also the undesired Fe K-edge (see blue
curves in Figure 6b) that restricts the k-region of study. This
holds not only for spectra collected in transmission mode but
also for spectra collected in standard fluorescence mode.
Indeed, the typical energy resolution of the solid detectors is

∼200 eV, implying that the low energy tail of the Fe Kα lines
contribute to the photon counting of the Mn Kα, (see bottom
part of Figure 6a), resulting in the appearance in the standard
EXAFS spectrum of the Fe K-edge jump. In such a case it is no
more true that standard EXAFS is atomic specific, as the signal
arising from Mn is heavily perturbed by that coming from Fe
starting from k = 11.5 Å−1. Conversely, HERFD XAFS can
actually be considered as an atomic selective technique in all
cases, because it is decay-channel selective with an energy
resolution in ω of about 1 eV (see top part of Figure 6a),
avoiding any contamination from whatever other decay lines.
The reported example concerns the structure of the photo-
catalytic Mn4Ca complex, hosted inside the multiprotein
membrane system known as photo system II (also containing
Fe centers), which is able to photo-oxidize H2O to O2. The
HERFD XAFS setup used by Yano et al.226,228 allowed
collection of analyzable data up to kmax = 15.5 Å−1 (whereas
standard EXAFS data could be used only up to kmax = 11.5
Å−1), so improving the distance resolution of the data set from
Δr = 0.14 to 0.10 Å, see eq 22. This improvement allows the
authors to discriminate between two Mn−Mn distances at 2.67
and 2.77 Å that gave rise to an unresolved component around

Figure 7. Part a: Scheme of the vapor cell and X-ray spectrometer used by Hanawalt231 to measure the fine structures in K-edge X-ray absorption
spectra of molecules in the vapor phase. The cell was composed of two furnaces (B and A), the former for hosting the solid phase and controlling the
vapor pressure via the temperature, the latter for preventing the recondensation of the evaporated phase; a long quartz tube hosting the vapor phase
(V) equipped at the end by two concave windows (W) as thin as 3 μm able to maintain the vacuum and to be sufficiently transparent to X-rays. The
spectrometer consists of: an X-ray tube of the Siegbahn type (X); slits used to collimate the incoming X-rays (S); a calcite (CaCO3) crystal used as
monochromator (C); a quartz tube fluxed with H2 (H) and equipped with biological X-ray transparent membranes (G) acting as windows; and a
photographic plate used as detector (P). This spectrometer was able to cover the 4.9−12.4 keV spectral region, corresponding to 2.5 Å > λ > 1.0 Å
and represented the historical equivalent of a dispersive spectrometer (see Figure 4b). Depending on the absorbing gas a time ranging from 4 to 30 h
were needed to impress the photographic plate as shown in part b, where the energy increases from top to bottom. The adsorption edge and the
successive modulations are clearly visible in part b. The photographic images were then converted into absorption-energy plots like those reported in
parts c and d for AsCl3 (As K-edge at 11.8 keV) and Zn (K-edge at 9.6 keV), respectively. Because only I1 was measured in the setup, the spectra
appear inverted. The first resonance after the edge, representing a minimum in the absorption was named white line while the successive maximum in
the absorption spectrum was named black line. The former term is kept in the current terminology, whereas the latter is lost. Adapted with
permission from ref 231. Copyright 1931 American Physical Society.
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2.7 Å when analyzing data collected in the standard
mode.226,228

We conclude this section with a reminder that the HERFD
XES setup reported in Figure 5 makes possible the collection of
oxidation state-specific EXAFS spectra. In other words, this set-
up allows the discrimination of EXAFS signals coming from the
same element in different oxidation sates in the same
sample.193,229 This is possible in cases where the different
oxidation states of the same element are characterized by
slightly different florescence lines ω, so selecting with the
second monochromator (analyzer) the different emission
energies ω oxidation states-specific EXAFS spectra will be
collected. With the same principle, also spin-selective EXAFS
spectra collection can be possible.230 Indeed, Kβ fluorescence
lines arising from the high-spin and low-spin sites are shifted in

energy. In both cases, the principle is similar to that reported in
Figure 6a for the extended EXAFS.

2.2.6. In Situ and Operando Cells for Hard and Soft
XAFS. It is worth noticing that even in the 1920−1935
pioneering period, when the very first X-ray absorption spectra
were recorded on photographic plates (Figure 7b), scientists
needed to develop specific cells allowing the measure of the
samples under controlled conditions. This is the case of the
peculiar quartz cell (Figure 7a) used by Hanawalt231 to measure
in 1931 the XAFS spectra of different molecules in the vapor
phase. The XAFS spectra of AsCl3 and Zn are reported in parts
c and d. The cell was able to maintain the vacuum needed to
avoid contamination of the measured atmosphere and to
maintain the vapor temperature sufficient high to avoid vapor
condensation in the solid phase on the cell windows. Quartz

Figure 8. Selection of in situ/operando cells for XAFS measurements. Blue dashed arrows represent the incoming (and the transmitted, when
present) beams; when detectable, the fluorescence emission is represented by red arrows. Part a: In situ/operando cell allowing to work in flux or in
static atmosphere (10−2−1.5 bar) in the 77−900 K region. The cell can work under static conditions or in flux mode. Substituting kapton with Si
windows the cell was used also for far-IR synchrotron radiation experiments. Adapted with permission from ref 238 (http://www.sciencedirect.com/
science/article/pii/S0168583X02017196). Copyright 2003 Elsevier. Part b: In situ/operando cell designed for fluorescence XAFS experiments
measuring submonolayer model and powder catalysts under plug-flow conditions comparable to laboratory reactors (100−870 K; and 10−2−3.0 bar
intervals). Adapted with permission from ref 244 (http://scripts.iucr.org/cgi-bin/paper?S0909049505020261). Copyright 2005 International Union
of Crystallography. Part c: In situ/operando heatable/coolable (77−973 K) fluorescence/transmission EXAFS cell for heterogeneous catalysts in gas
and liquid phase. The wide windows opening allows XRD data to be simultaneously collected. Adapted with permission from ref 248 (http://scripts.
iucr.org/cgi-bin/paper?S0909049507024466). Copyright 2007 International Union of Crystallography. Part d: In situ cell for reductive and oxidative
treatments at different temperatures from liquid 100 to 850 K for XAFS measurements performed both in transmission and fluorescence geometry.
Adapted with permission from ref 239 (http://scripts.iucr.org/cgi-bin/paper?S090904950501143X). Copyright 2005 International Union of
Crystallography. Part e: Schematic drawing of the cell for in situ XAFS investigations from RT to 1250 K performed in both transmission and
fluorescence geometry. Adapted with permission from ref 262 (http://scripts.iucr.org/cgi-bin/paper?S0909049504013858). Copyright 2004
International Union of Crystallography. Part f: A simple capillary of optimized diameter can be used as operando reactor allowing both transmission
and fluorescence XAFS spectra to be collected. The temperature can be controlled with an heating gun. Adapted with permission from ref 261
(http://pubs.rsc.org/en/content/articlelanding/2004/cp/b403071k). Copyright 2004 the Owner Societies. Part g: In situ cell designed for XAFS
measurements on catalytic systems in the soft X-ray range (1−3.5 eV) and in the 80−750 K temperature interval. Adapted with permission from ref
263 (http://rsi.aip.org/resource/1/rsinak/v71/i9/p3260_s1?isAuthorized=no). Copyright 2000 American Institute of Physics.
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was the material fulfilling the experimental requests and
allowing to shape windows as thin as 3 μm to guarantee
transparency to X-rays.
At the beginning of the age of synchrotrons (the late 1970s),

the cell developed by Lytle in collaboration with the Exxon
research group was a mile stone for in situ XAS characterization
of catalysts.232 Nowadays, X-ray absorption experiments aiming
at investigating the reactivity of surface species require a careful
control on the sample environment in terms of temperature
and atmosphere and reactants flux.233 A cell and its related gas
input/output apparatus designed for this purpose must have the
following characteristics: (a) sample heating up to the desired
temperature, either under dynamical vacuum or in reducing/
oxidizing atmosphere for catalyst activation; (b) dosage of the
desired amount of gas, either in flux or in static conditions; (c)
choice of the desired measurement temperature, that could be
related to the reaction temperature or as low as possible (down
to 77 or 4 K) for the investigation of weakly bonded
adsorbates.36,234−239 A selection of cells allowing to perform
XAFS measurements on catalysts under controlled conditions is
reported in Figure 8. When the activated catalyst works at the
reaction temperature in flow of the reactants, then gas output
can be connected to a mass spectrometer to allow the
simultaneous detection of the catalyst activity.39,68,77,238−255

This experimental setup allows to perform what has been
defined “spectroscopy under operando conditions”,256−260

where the catalytic information are coupled with the
spectroscopic information obtained simultaneously from, in
the cases of interest for this review, EXAFS and XANES (see
section 8). The simplest cell allowing operando XAFS
experiments to be done is a capillary containing the catalyst,
where reagents can be fluxed in and the temperature can be
controlled with a heating gun (Figure 8f). More complex cells
are shown in the remaining part of the Figure. When dealing
with operando set-ups, it is worth noticing that traditional
XAFS cells are typically not ideal catalytic reactors, since a
compromise must be found between allowing the X-ray beam
to probe the catalyst and keeping the bed geometry and
temperature/flow/diffusion control appropriate.250,261 The list
of major difficulties that operando-cells may suffer has been
recently authoritatively reviewed by Meunier250 in terms of (i)
feed impurities, (ii) feed channeling and bed bypass, (iii)
temperature gradients, (iv) beam effects, (v) sample prepara-
tion effects (e.g., diffusion problems inside pressed pellets), and
(vii) catalytically active cell components. However, these
difficulties can often be overcome or controlled, and operando
spectroscopy represents a unique tool to understand a working
catalyst at the atomic level allowing quantitative structure/
composition−activity/selectivity relationships and the gathering
of fundamental insight in short- and long-term deactivation
mechanisms of heterogeneous catalysts.242

Looking at heterogeneous catalytic systems from different
perspectives, i.e. applying a multiple-technique approach
allowing the simultaneous detection of different signals,
represents a continuous challenge for in situ studies.264−266

In this regard, some specific cells allow to couple XAFS
spectroscopy with IR and/or UV−vis and/or Raman spectros-
copies or with scattering techniques like XRD and SAXS. In
such cases compromises must be made to allow the
simultaneous detection of two or more techniques and the
quality of the collected data is usually lower than what obtained
in specific independent experiments. Of course care must be
taken because the sampled volume and the sampling frequency

may be different for the two (or more) techniques.
Notwithstanding these limitations, the possibility to monitor
with two or more independent techniques the catalytic system
under exactly the same pressure, temperature, and flow
conditions is a tremendous plus value that has driven a great
instrumental effort by several users groups and by several
beamline scientists worldwide. Description of the experimental
setups allowing such combinations is reported in the specialized
literature for XAFS/IR,267−271 XAFS/ATR,272 XAFS/
Raman,255,273,274 XAFS/XRD,22,36,172,235,237,248,264,275−280

XAFS/SAXS,266,281,282 XAFS/UV−vis/Raman,243 XAFS/UV−
vis/XRD,283,284 XES/ATR.272

Very high reaction temperatures (as high as 1250 K) can be
reached in the cell developed by Huwe and Froba,262 see Figure
8e. Comparable conditions can be reached in the reactor
realized at the ESRF in collaboration with the Toyota
researchers.285 The cell realized by Kawai et al.286 is able to
combine high temperature (900 K) with high pressure (10
MPa) environments, so replicating the thermodynamic
conditions experienced by a working catalyst. The reader
interested in the technical details of the different cells realized
so far, allowing the measurement of a catalyst under in situ or
operando conditions, are addressed to the reported specialized
references.68,234,238,239,241−246,248,255,285,287−290

Most of the experimental set-ups discussed above are used
for hard X-rays (E > 5 keV, that is, for K-edges of elements with
Z ≥ 22, corresponding to Ti), which are rather penetrating and
do not experience a too severe absorption by the windows
(beryllium, mylar, or kapton is usually used) needed to
maintain the chemical environment around the catalyst and by
the reactants atmosphere itself. This is no more true when
dealing with soft X-rays see Figure 3b, and XAFS experiments
on light elements under reaction conditions were not possible
for a long time. According to eq 10 the same absorbing element
(window or a reaction atmosphere) increases its absorption
coefficient by almost two hundred moving from the Cu to the
Al K-edge: μ(E = 1560 eV)/μ(E = 8980 eV) ≈ 190.
This technical problem has been successfully overcome in the

last decade e.g. by van Bokhoven et al.263,291 (see Figure 8g), by
Knop-Gericke et al.292−297 and by Bell et al.298 The cell by van
Bokhoven et al.291 enables in situ catalytic studies on elements
with X-ray absorption edges between 1.3 and 3.0 keV range
(i.e., from Mg to Cl K-edges). The apparatus consists of a
vacuum vessel that contains a replaceable sealed in situ cell,
whose dimensions have been minimized to reduce the X-ray
beam absorption. These set-ups were used for the XANES
studies on the local environment of Al (K-edge E = 1560 eV),
in different zeolitic frameworks, subjected to different treat-
ments and under different atmospheres,299−308 see section 3.5.
Of high interest were also the experiments performed at the Fe
L3-edges (707 eV) on different Fe-zeolites by the Utrecht
group,212,309,310 see section 3.3.5.1. The experimental setup
developed by Knop-Gericke et al.,292−294 covers an even lower
energy range: 250 ≤ hν ≤ 1000 eV, that is, from C to Ne K-
edges. In situ investigations under reaction conditions of
catalysts can be performed up to 500 K and in the mbar
pressure range.

2.2.7. Experimental Set-Ups for Micrometer-Resolved
Experiments. The great brilliance with reduced emittance of
current third generation synchrotron sources,4 and the new
developments in optics and X-ray detector technology (such as
fast-readout large area detectors with high dynamic range and
low noise characteristics),188,311 make intense subμm X-ray
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beams available today. Such beams gave birth to X-ray scanning
microscopy set-ups.
We already discussed the Bragg/Laue bent polychromators

(section 2.2.3., see Figure 4b), allowing a polychromatic beam
to be focused in a μm-sized spot. Although conceived for time-
resolved studies, the micrometer-size of the beam at the focus
point makes the dispersive setup suitable for accurate space
resolved studies.190,191 In X-ray scanning microscopy the most
used set-ups for focusing a monochromatic beam are:312 (i)
Fresnel zone plates,313 (ii) compound refractive lens,314−316

(iii) Kirkpatrick−Baez mirrors,317 and (iv) tapered capilla-
ries.318 Historically, space resolved techniques have been
mainly exploited in the field of solid state physics,319−324 high
pressure physics,325−327 geology,328−330 biology,331,332 and
medicine.333 More recently micrometer-focused X-ray beams
found applications also in the field of catalysis.66,67,70−75,334,335

Figure 9a reports the standard experimental setup used for
scanning microscopy requiring a quick-EXAFS monochroma-
tor, a focusing device (one out of the four listed above), and a
positioning stage allowing to move the sample in the two
directions (x,y) perpendicular to the beam with a μm precision,
plus a rotation stage (φ). A standard μ(E,x,y) spectrum is
obtained for each (x,y) point. The fast scan monochromator

allows to collect a Quick-XAFS spectrum in a given (x0,y0)
point, then the monochromator moves back before the desired
edge while a positioning stage moves the sample to the next
point to be mapped (x0 + Δx,y0) or (x0,y0 + Δy). At the end of
the process, a μ(E,x,y) map is obtained. Besides XAFS, this
setup allows the use of other X-ray analytical techniques, such
as X-ray fluorescence and/or diffraction (using a 2D detector
instead of I1 in Figure 9a) and thus allows to obtain a complete,
micrometer-resolved, elemental, electronic, chemical, and
structural information of the sample.
Figure 9b reports an alternative setup called full-field

microscopy, yielding a full transmission image of the sample
in a single exposure. The whole region (x,y) of interest of the
sample is exposed to a flat monochromatic hard X-ray beam
and its transmission image is recorded with a high-(x,y)
resolution X-ray camera. The whole I1(E,x,y) map is collected
for a given E value in a single shot. Successively, the
monochromator moves to the next energy position and the
I1(E + ΔE,x,y) map is acquired. By recording a series of images,
at different energies E across the desired absorption edge, the
I1(E,x,y) maps needed for a full XANES/EXAFS spectrum can
be obtained for each pixel (x,y). As was the case for the
dispersive XAFS geometry (see section 2.2.3 and Figure 4b),

Figure 9. Schematic views of the basic setup for spatially resolved X-ray absorption spectroscopy. Part a: Scanning monochromatic μm-beam setup.
This setup contains all the elements (i−v) of a conventional XAFS beamline (detection in transmission mode via I0 and I1, in fluorescence mode via
I0 and IF and edge calibration via I2, see Figure 4a). In addition, it is equipped with focusing optics (Fresnel zone plates,313 or compound refractive
lens,314−316 or Kirkpatrick−Baez mirrors,317 or tapered capillaries318), a quick-EXAFS monochromator and a sample stage with rotation (φ) and
high precision (x,y) translations. Part b: Full-field imaging setup. It is equipped with a standard step-scan monochromator, a high-(x,y) resolution X-
ray camera, a sample stage with rotation (φ) and medium precision (x,y) translations. Both set-ups allow tomographic data acquisitions. The insets
of parts a and b reports the outputs of the single step of each acquisition: a full XAFS spectrum of a single (x0, y0) point and a full transmission map
recorded at a single energy E0. For a description of the scanning polychromatic μm-beam setup, see Figure 4b. This figure was inspired by the
sketches reported in refs 71, 336, and 337. The inset of part b has been reproduced with permission from ref 338. Copyright 2006 American
Chemical Society.
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the I0(E,x,y) maps have to be collected a posteriori, repeating
the step by step energy scan once the sample has been removed
from the beam. This means that a high stability of the ring and
of the beamline is required to use I1(E,x,y) and I0(E,x,y) data
sets collected in different moments to obtain the corresponding
μ(E,x,y)d(x,y) data set. Moreover, attention must be paid to
correct for the dark current DC(x,y) of the detector both
I1(E,x,y) and I0(E,x,y) set of images. DC(x,y) is measured by
counting, for the same time, with the X-ray shutter closed. In
this case, eq 11 can be rewritten for each independent (x,y)
pixel of X-ray resulting in

μ =
−
−

⎡
⎣⎢

⎤
⎦⎥E x y d x y

I E x y x y
I E x y x y

( , , ) ( , ) ln
( , , ) DC( , )
( , , ) DC( , )

0

1 (13)

The full-field microscopy setup, described in Figure 9b, does
not allow the simultaneous collection of a reference sample for
the energy/angle calibration, see eq 3, and is limited to
transmission experiments: no μ-XRF or μ-XRD is possible with
this setup. The spatial resolution of this technique is
determined by that of the detector and typically lies in the
micrometer range.71 Higher spatial resolution, that is, below
100 nm, can be obtained by hard X-ray microscopy.339,340 This
technique, however, has not yet been combined with XAFS, so
far.
At the end, although with a different acquisition strategy,

both scanning microscopy (Figure 9a) and full-field microscopy
(Figure 9b) techniques measure the μ(E,x,y)d(x,y) map of the
sample defined as

∫μ μ=E x y d x y E x y z d x y z( , , ) ( , ) ( , , , ) ( , ) d
(14)

whereas, using standard mm-sized beams, a conventional XAFS
measurement (see section 2.2.3 and Figure 4a), results in the
measurement of

∫ ∫ ∫μ μ=E d E x y z d x y x y z( ) ( , , , ) ( , ) d d d
(15)

where the symbol ⟨ ⟩ indicates a spatial averaging. The μ(E,x,y)
d(x,y) map already contains an impressive number of
information;71,338 however, if the sample is inhomogeneous
along the depth z crossed by the beam (either chemically:
gradient in μ(E,x,y,z) along z; or geometrically: different depth
d(x,y) along the (x,y) plane), the interpretation of single
transmission images may not be sufficient for a reasonable
character izat ion and a tomographic approach is
needed.67,71,336,337 For tomographic imaging, the sample holder
is equipped by a rotation stage allowing to collect a series of
transmission images μ(E,x,y,φ) as a function of the rotation
angle φ over 360°. From this huge data set, the three-
dimensional inner structure of the sample can be reconstructed,
yielding the attenuation coefficient μ(E,x,y,z) at each location
inside the sample

μ φ μ⎯ →⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯E x y E x y z( , , , ) ( , , , )
tomographic algorithmm

(16)

By fitting normalized reference spectra to these data, the
contribution of each chemical species to this attenuation can be
extracted, see the example reported in section 7.2. Thus, the
mass density of each component at each location on the virtual
section can be determined quantitatively.67,71 The error in mass
density can be estimated by the residual of the fit, provided no
systematic errors have been made in identifying the right
reference species used in the fit.

In general, it is time-consuming to record full spectroscopic
data (>6 h) in a tomographic scan, even if a single full
tomogram requires but a few minutes of acquisition time and
typically data for only a few characteristic X-ray energies can be
recorded. Recording full XANES tomograms also results in
large data sets requiring new storage and computing infra-
structure as well as optimized software (see section 2.3.7).
Compared to full-field imaging, scanning microscopy is
significantly slower, as the sample is scanned point by point.
However, it can be applied to diluted systems using the
fluorescence signal for absorption spectroscopy (see Figure 9a)
and, since polychromatic optics can be used in scanning
microscopy (Figure 4b), it is much easier to extend the
absorption spectrum to the full EXAFS region than in the case
of full-field microscopy.
Both scanning microscopy (Figure 9a) and full-field

microscopy (Figure 9b), techniques can combine XAFS
spectroscopy with a reactants input and a products output
(analyzed by mass spectrometry) and are thus well suited for
operando investigations of catalytic reactions inside a chemical
reactor.67,71 Both techniques are time-consuming, so time
resolution is not available with these set-ups, that have to be
applied under steady-state conditions. Exceptions may be made
for the full-field microscopy mode (Figure 9b) in some specific
cases where monitoring the μ(E,x,y)d map at a given (fixed) E
value allows to extract relevant information concerning the
evolution of the reaction. This may be the case, for example, in
monitoring a Cu+ ⇌ Cu2+ equilibrium and selecting E at the
strong 1s → 4p electronic transition of Cu+, where Cu2+ are
almost non absorbing (vide infra Figure 49a).

2.3. EXAFS and XANES Theory and Data Analysis

2.3.1. Brief Historical Overview. The development in
1916 in Lund (Sweden) of the first vacuum X-ray spectrometer
by Siegbahn and Stenström341−344 and successive improve-
ments231 (Figure 7a) can be considered as the born of X-ray
spectroscopy. With this kind of innovative technology the fine
structure beyond the absorption edges of selected atoms was
experimentally observed for the first time in 1920 by Fricke345

on K-edges and by Hertz346 on L-edges. In the period before
the II-world war, other authors reported analogous behaviors
on several different absorption edges.347−360

Remarkable was the observation dated 1931 by Hanawalt231

of the effect that the chemical and physical state of the sample
have on the fine structure of the XAS spectra. Using the
experimental setup reported in Figure 7a and collecting XAFS
spectra on a photographic plate (Figure 7b), Hanawalt was able
to reach two empirical observation of fundamental importance.
First, he proved that substances sublimating in the molecular
form like As (4Assolid → (As4)gas) or AsCl3 (Figure 7c) are
characterized by XAFS spectra exhibiting different fine
structures above the edge when measured in the solid or in
the vapor phases. Second, he observed that the monatomic
vapors of Zn (Figure 7d), Hg, Xe, and Kr elements exhibit no
secondary structure. These experiments, amazing for having
been performed in 1931, already contained the main message of
EXAFS spectroscopy, but several years were needed before they
could be correctly interpreted and some decades were needed
before the potentiality of EXAFS could be fully exploited for
extracting quantitative information.
The first theoretical attempt to explain fine structure in the

XAS spectra was proposed in the years 1931−32 by
Kronig,361,362 who developed a model based on the presence
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of long-range order in the system.363 This theory, intrinsically
incorrect owing to its assumption, was found immediately to be
at least incomplete, because it was unable to explain the EXAFS
signals observed in gases, liquids, solutions and amorphous
solids. Still, in 1932 Kronig himself, stimulated by the
experiments of Hanawalt231 (see Figure 7), presented a new
theory based on the fundamental role of short-range order to
explain the fine structure observed in the spectra of diatomic
molecules.364 The new approach explained the XAFS features
as being the result of modulation of the wave function of the
final state of a photoelectron upon its scattering from the
potentials of neighboring atoms. This approach, implemented
successively by Petersen365−368 and by many other authors in
the 1930s to 1960s,369−385 represents the basis of the modern
concept of XAFS, although was unable to provide quantitative
information on the local structure of the absorbing atom in the
investigated samples. At that stage XAFS was still just a
spectroscopic curiosity and not yet a powerful characterization
tool. In most of the cases,231,345,349,354,374,384,386 the discussion
was limited to a table containing a list of the observed maxima
and minima of the fine structure of a given material and to a
comparison of these values with those predicted by the different
theories listed above.363 No quantitative information were
extracted and only qualitative conclusions could be reached.
Some relevant, although qualitative, conclusions are mentioned
here below. (i) Several authors observed that the amplitude of
the XAFS oscillations decrease when increasing the sample
temperature.355,381,383,385 (ii) It was observed that metals with
the same crystal structure had similar fine struc-
tures.348,354,357,386 (iii) In 1957 Shiraiwa et al.378 measured
the X-ray absorption spectra of crystalline and amorphous Ge
observing that the shape of the fine structure was the same for
the two materials though oscillations were less intense and
disappeared at lower energies in the amorphous phase than in
the crystalline phase. Similar conclusion were reached in 1962
by Nelson et al.382 who measured GeO2 in the amorphous state
and in both hexagonal and tetragonal crystalline forms. Partial
and more complete reviews of the pioneering 1920−1970
period of X-ray absorption spectroscopy can be found in the
literature.5,24,129,384,387−391

A fundamental improvement in the experimental instrumen-
tation was achieved in the sixties when commercial
diffractometers were modified so that absorption spectra of
much better quality could be obtained still using conventional
X-ray tubes as source.392−394 A Si crystal, acting as a single-
crystal monochromator, was positioned on the goniometer
conceived to host the sample for diffraction experiments so that
the step scaling of the goniometer allowed to scan through the
desired absorption edge, see eq 3. By mounting and
dismounting the sample in the beam path both I1 and I0
could be detected allowing a precise determination of the
absorption coefficient μ. With this experimental setup Van
Nordstrand392,393 performed a systematic study on many
transition metal compounds and classified their XANES spectra
according to the atomic structure and valence of the metal
element in the compound, also noting the chemical shift with
valence. This fingerprint classification was used to identify the
structural/valence form of elements in catalysts, which are
usually so highly dispersed that their diffraction patterns cannot
be measured. This work of Van Nordstrand was the first
example of the application of XANES in catalysis.
The determinant advance in the interpretation of the

postedge oscillations (now EXAFS) occurred in 1971, when

it was shown by Sayers, Stern, and Lytle that Fourier transform
of the background-subtracted oscillations gives, in R-space, a
pattern close to the function of radial distribution of atomic
density,395 vide infra eq 19. Authors were able to extract from
the EXAFS spectra collected on crystalline and amorphous Ge
the following quantitative values: (i) first and second neighbors
in amorphous Ge are at the crystalline distance within the
accuracy of 1%; (ii) from the comparison of the relative second-
shell-peak intensities for the crystalline and amorphous cases
authors measured a Debye−Waller factor six times larger in the
amorphous phase; from this observation authors concluded that
the tetrahedral bonds are distorted by 5° in the amorphous
phase.395 It is remarkable to underline that such accurate
conclusions where obtained working on experimental spectra
still collected using an X-ray tube as source.
That work395 represented the mile stone for EXAFS

spectroscopy and was, still in the seventies, supported and
further implemented (in more formal derivations based on
Green’s function and generalization to muffin-tin scattering
potentials) by successive works from the same authors7,396−399

and from independent groups.8,400−403 Starting from the 1970s,
the progressive availability of several and progressively more
brilliant and broadband synchrotron radiation sources404

determined the establishment of EXAFS and XANES spectros-
copies as reliable tools to understand the structural and
electronic configuration of unknown systems. Starting from the
middle of the 1980s and mainly in the 1990s, the development
and the distribution of codes for the data analysis (vide infra
sections 2.3.4−2.3.7) allowed to enlarge significantly the
scientific community using EXAFS and XANES spectroscopies
for structural characterization of materials. Finally the develop-
ment of cells for in situ and/or operando X-ray absorption
experiments (see section 2.2.6) made EXAFS and XANES key
techniques in catalysis, see Tables 1 and 2.

2.3.2. Single-Scattering Approximation. To separate the
structural information from the energy dependence of the
absorption cross sections, the normal EXAFS spectrum χ is
usually defined as the normalized oscillatory part of μ(E). The
EXAFS signal χ is extracted from the experimentally measured
μ(E) function (see section 2.2.2 and Figure 3c) upon
subtraction of the pre-edge and atomic-like absorptions,
μ0(E) and normalization to the edge jump (to take into
account the sample thickness d).4,37,49,50,129 The obtained
EXAFS function or χ function

χ μ μ μ= −k k k k( ) [ ( ) ( )]/ ( )0 0 (17)

is conventionally expressed versus k, the wavenumber of the
photoelectron outgoing from the absorber atom, according to
the k−E relationship reported in eq 18, where m and Ef are the
mass and the kinetic energy of the photoelectron, ℏω is the
energy of the incoming photon and Eb is the binding energy of
the photoelectron

ω=
ℏ

=
ℏ

ℏ −k
m

E
m

E
2 2

( )2 f 2 b
(18)

In the frame of the single-scattering (SS) approach, the k-
weighted χ(k) function can be modeled as reported in eq
19,7,9−11,395,405−410 known as the standard EXAFS equation
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where S0
2 is the so-called passive electron reduction factor, λ is

the photoelectron mean-free path, the sum over i runs over the
different coordination shells around the absorbing atom, Ai(k)
is the amplitude function of the scattering atom (measured in
Å),405,411 φi(k) is the phase function of the couple absorber/
scatterer,405,411 Ni is the coordination number, ri is the
interatomic distance and σi is the relative Debye−Waller factor
that quantifies the disorder of the ith shell. For each shell, σi
consists of a dynamic term due to the thermal motion of the
atoms (σi,T) and a static term due to structural disorder
(σi,D)

7,9−11,395,399

σ σ σ= +i i i
2

,T
2

,D
2

(20)

The double nature of the Debye−Waller factor measured by
EXAFS was already expressed in the first paper of Sayers, Stern,
and Lytle395 and was used to quantitatively explain the
difference between the EXAFS spectra of crystalline and
amorphous Ge. Equation 20 will play a relevant role in the
interpretation of the EXAFS spectra collected on catalysts,
because disorder is often an important parameter in such
materials. To disentangle the temperature-dependent σ2i,T and
the temperature-independent σ2i,D some phenomenological
models have been employed, such as the correlated Einstein412

and correlated Debye403 models.
Equation 19 holds when single scattering (SS) paths

dominate the EXAFS signal and when the pair distribution
function of bond distances for each shell can be expressed using
the Gaussian function exp(−2k2σi 2). The extension of the
theory in these two cases will be briefly discussed in sections
2.3.3 and 2.3.8, respectively.
The standard EXAFS formula, eq 19, provides a convenient

parametrization for fitting the local atomic structure around the
absorbing atom to the experimental EXAFS data.413 The
dependence of the oscillatory structure of the EXAFS signal on
interatomic distance and photoelectron binding energy Eb
(through eq 18) is clearly reflected in the sin(2kri) term. The
short-range probed by an EXAFS experiment is easily explained
by considering the finite lifetime of the core-hole and the
limited free mean path (λ) of the photoelectron as expressed by
the exponential term e−2ri/λ.414 The strength of the interfering
waves depends on the type and number of neighboring atoms
through the backscattering amplitude Ai(k) and the coordina-
tion number Ni and, hence, is primarily responsible of the
magnitude of the EXAFS signal. By performing a Fourier
transform of the χ(k) function, weighted by kn (n = 1, 2 or 3) to
empirically balance the loss of EXAFS signal in the high k
region, it is possible to single out the contributions of the
different coordination shells in the R-space.
Once the Ai(k) and φi(k) functions have been independently

measured on model compounds or ab initio computed, the
structural parameters Ni, ri, and σ2i, can be determined in a
least-squares approach where the difference between the
experimental and the modeled knχ(kj) function is minimized
along all the sampled experimental points kj. The minimization
routine can be done either in k-space, directly on the measured
knχ(kj) function, or in R-space, working on the Fourier-
transformed functions. So, for each coordination shell, the
coordination number, the atomic distance and the thermal
factor can be extracted from an accurate EXAFS study.
According to the Nyquist theorem (also known as sampling
theorem), the maximum number (nind) of optimizable
parameters is defined by the product of the sampled interval

in k-space (Δk) and the interval in R-space(ΔR) containing the
optimized shells415

π= Δ Δn k R2 /ind (21)

Of course care must be taken to avoid trapping in local or
nonphysical minima of the minimization process. Analogously,
correlation parameters between each couple of optimized
parameters should ideally be lower than 0.8 in absolute value
and should never exceed 0.9. From eq 19, it emerges the need
to acquire an EXAFS spectrum of over the largest possible k-
interval. Experimental data collected up to high kmax allows to
(i) increase nind, as Δk increases, (ii) reduce the correlation
between Ni and σi parameters, and (iii) increase the ability to
discriminate between two close distances. The distance
resolution (Δr) of an EXAFS spectrum is defined from kmax
according to the relation

πΔ =r k/(2 )max (22)

Two equally intense signals generated by the same scatterer
located at r1 and r2 can indeed be singled out only in case the
two oscillating functions sin(2kr1) and sin(2kr2) are able to
generate at least a beat in the sampled k-range, and this occurs
for 2k(r1 − r2) = π. To reach a distance resolution of Δr = 0.1 Å
the EXAFS spectrum has to be collected up to about 16 Å−1.
In some cases, when the experimental signal in R-space is

particularly well-defined into distinctly different coordination
shells, each observed single shell can then be back-transformed
into k-space (usually called q-space) to obtain a “single
frequency” χi(k) function. The analysis in q-space has the
advantage of reducing the experimental noise, thanks to the
double FT-filtering process, and of simplifying the problem, as
it removes the sum symbol in eq 19. This approach was very
common at the beginning of the modern age of EXAFS.9,416

However, it leads actually to truncation errors affecting the
intensity of the signal and, for shells higher than the first, it is
not straightforwardly applicable when MS contributions are
present in the experimental signal. As a consequence nowadays
the data analysis in q-space is usually not recommended and,
when adopted, care must be done in discussing the results.

2.3.3. Multiple-Scattering Expansion. The standard
EXAFS formula reported in eq 19 takes into account only
single scattering contributions, that is, the terms where the
photoelectron is diffused by a single scattering atom before
coming back to the absorbing atom: In these cases the
scattering angle is 180° and we are dealing with a back-
scattering or back-reflection of the photoelectron. Actually, all
possible scattering paths where the photoelectron is diffused by
N different neighbors can contribute to the interference
phenomenon and thus to the EXAFS signal, provided that
the path is ended into the absorbing atom where it starts. All
the paths where the number of scattering atoms is higher than
two are called multiple scattering (MS) paths. Very often MS
paths have a low or very low contribution to the overall EXAFS
signal with respect to SS ones, since the low free mean path of
the photoelectron, λ in eq 19, penalizes longer paths. This is the
normal situation found when dealing with heterogeneous
catalysts where, because of the high structural heterogeneity of
the absorbing species, only the atoms belonging to the first
coordination sphere contribute significantly to the EXAFS
signal. For this reason the EXAFS data analysis on such systems
is usually performed in a SS approach.
However, although if for heterogeneous catalysts the SS

approach is generally sufficient to obtain the structural
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parameters of the active surface species, in some cases the MS
contributions become important and must be included within
the EXAFS data analysis in order to avoid poor, or often
misleading results. Limiting the discussion to a three body path
between the absorber A and two neighbors atoms B and C,
beside the classical two bodies SS contributions (A → B → A
and A → C → A) also MS (A → B → C → A) has to be
considered. The intensity of this three body MS contribution is
weighted by a factor proportional to cos(θ), being θ the A−B−
C angle.11 This means that MS contribution will be enhanced
in case of collinear arrangements of atoms such as B−A−C or
A−B−C, where the so-called focusing (or shadowing) effect is
fully operative. This is the situation found, for example, for all
studies on fcc metal nanoparticles (section 9.), for Cu+

carbonyls formed inside zeolites (see section 4.2.2),417,418 and
for Cr2+ carbonyls formed at the Cr/SiO2 surface (Phillips
catalyst, see section 6.2.2.2).118 MS contributions have been
found to be relevant also in the determination of the second
shell structure around Ti atoms hosted in the MFI framework
(see section 3.2.4.2)419 and in determination of the structure of
the metal centers in MOFs materials before and after molecular
adsorption (section 5).65

The development of multiple scattering theory was a key step
in the success of the modern theory of XAFS. This theory
yields a unified treatment of both EXAFS and XANES.390,420,421

Of central importance is the question of convergence, that is,
how many terms are needed and which are they? A detailed
study422 shows that neither low-order nor full multiple
scattering theories are fully satisfactory. Instead, a configura-
tional average of sufficiently high-order MS contributions
appears to be necessary for the convergence of both EXAFS
and XANES calculations. There are three main computational
difficulties in calculating MS to high order: (a) the large angular
momentum basis needed at high energies, (b) the exponential
proliferation of MS paths, and (c) the need for MS Debye−
Waller factors. The physics which is behind the phenomenon of
multiple scattering is far beyond the scopes of this work,
consequently the reader should refer to the following
references.4,8,10,390,409,420,421,423−427

2.3.4. Codes for EXAFS Data Analysis. Among the most
used codes allowing to perform an EXAFS data analysis with
the SS approach, we mention, for example, EXAFS pour le
Mac428 developed by Michalowicz, Viper,429,430 developed by
Klementev, RSXAP,144 SEDEM,431 NPI,432 and XAS.433 These
codes are also widely used for the χ(k) extraction. In the last
years, several programs have been developed allowing a MS
analysis of EXAFS data, among which we mention
GNXAS425,426,434−436 by Filipponi, Di Cicco, and Natoli,
EXCURVE437−440 by Binsted et al., and FEFF, in its successive
releases390,407,422,424,441−447 developed by Rehr et al. A galaxy of
codes developed in the last two decades conceived to use
theoretical phases and amplitudes generated by the different
releases of FEFF. Among them we mention FEFFIT,448

UWXAFS,449,450 XDAP,451 XFIT,452 EDA,453,454 SixPACK,455

EXAFSPAK,456 WinXAS,457 LASE,458 and MAX.459 Very
recently, Meneghini, Bardelli and Mobilio reorganized the
original EXAFS data analysis programs developed in the
eighties by the PULS group at the Frascati National
Laboratories (LNF-INFN, Italy) in a single program
(ESTRA).460 The same group also provides the FitEXA
program for the data analysis.460 Particular emphasis, because
of its widespread use, has to be put on FEFFIT,448 designed to
fit experimental XAFS spectra to theoretical calculations from

FEFF, that successively evolved into IFEFFIT,461,462 with an
improved graphical interface (including Athena, Artemis, and
Hephaestus codes)463 developed by Ravel and Newville. At the
end of this list it is worth recalling the important peculiarity of
the GNXAS code,426,434 that include the χ(k) extraction from
the experimentally measured μ(E) function, see eq 17, within
the minimization process where the structural parameters (Ni,
ri, and σi) of the different shells, see eq 19, are optimized. In this
way the correlation among the background subtraction and
edge jump parameters and the structural parameter is under
control.
Programs able to deal with MS approach can be divided in

the following three main categories. (i) The full MS methods
consider all the MS paths, treating curved-wave effects exactly
and MS to all orders, thus providing an accurate self-consistent
calculations of the electronic charge densities and potentials
appropriate to the crystalline or molecular environment, and an
accurate calculation of the Fermi energy relative to the
unoccupied states.464 However, these methods are limited to
the near-edge region, because the number of basis-set functions
and orbital angular momentum components that must be
included rapidly increase as a function of energy above the
edge. Moreover, since exact methods sum all the scattering
paths, one cannot separate the contributions from specific
paths, which is the condition needed to extract bond-length and
bond-angle information. In other words, such exact methods
are not tuned into the atomic structure of the material, but
instead are focused on indirect manifestations of the structure,
for example, in densities of states. (ii) The “path by path”
approach, which considers only the most significant MS paths,
is the most used method for analyzing EXAFS data. Its main
advantages are the computational efficiency and accuracy, along
with the fact that it allows a much easier determination of the
structural parameters. Fourier transforms of the XAFS signal
indicate that the near neighbors generally give the dominant
contributions but also show that MS contributions from more
distant paths eventually dominate the signal. (iii) Various
alternatives to the “path by path” method have been proposed.
We just mention the GNXAS method,425,426,434−436 which
systematically combines all the MS contributions for a given set
of n sites within a cluster. This approach is conceptually very
simple, because the MS series contains a number of distinct
terms that is significantly lower than the “path by path”
methods. This method overcomes the path proliferation
problem and by grouping the terms in this way, leads to a
faster convergence of the MS series. On the other hand, each
term contains contributions having different path lengths,
which complicates the treatment of vibrational and structural
disorder and requires a numerical configurational average.
Finally, we briefly mention two codes able to deal with

EXAFS spectra characterized by the presence of multielectron
excitations: GNXAS425,426,434−436 and XANADU.465

2.3.5. Codes for XANES Data Analysis. Before entering
in the short discussion on the available codes, authoritative
impact - or rev iew-papers on both the XANES
theory12,42,43,390,427,445,466−474 and the application of XANES
in the field of catalysis16,47,56−58,60,392,475,476 are mentioned.
The full MS approach is the only one possible to analyze

XANES data, because the mean free path of the photoelectron
near the edge is much greater than that of a photoelectron
emitted in the EXAFS region that has a much higher k value.
Several codes have been developed so far for the XANES
simulation.477 In this regard the following specific codes are
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mentioned: CONTINUUM,478,479 developed by the Frascati
group (Natoli, Benfatto et al.) was the first available; FEFF-8
and FEFF-9,12,390,442,446,473,480,481 developed by the Washing-
ton group (Rehr and Ankudinov et al.); FDMNES,482,483

developed by Joly; Wien2k,484,485 developed by Schwarz, et al.;
PARATEC486,487 developed in Paris; BigDFT488 developed by
Genovese et al. and available in the ABINIT package;489 the
SPRKKR code developed by Ebert;490 the PY-LMTO-LSDA
code developed by Antonov et al;491−493 the XKDQ code
developed by Vedrinskii et al.494−496 The following DFT-based
codes are able to directly compute the pre-edge region: the
StoBe code,497 Stockholm−Berlin version of deMon, DFT
package for atoms, molecules, and clusters initially developed
by St-Amant;498 the Amsterdam Density Function (ADF)
code;499 the ORCA code developed by Neese et al.500 Finally,
we mention CTM4XAS code developed by de Groot501 based
on the multiplet theory.225 The characteristics of some of the
listed codes are summarized in Table 5.
All reported codes are able to simulate the complete XANES

spectrum, or the pre-edge structures, starting from a guessed
cluster constructed around the absorber atom. Exception is
made by Wien2k that, following a periodic approach, requires a
.cif file as input. This implies that in order to extract structural
and geometrical information from an experimental XANES
spectrum, several trial structures have to be guessed and the
corresponding simulated spectra compared with the exper-
imental one. Again the Frascati group proposed a novel fitting
procedure,503−505 named MXAN, which is able to fit XANES
from the edge to about 200 eV. The method is based on the
comparison between the experimental spectrum and several
theoretical spectra that are generated by the code by changing
the relevant geometrical parameters of the site around the
absorbing atom. The theoretical spectra are derived in the
framework of the full multiple-scattering approach (CON-
TINUUM code). The MXAN procedure is able to recover
information about the symmetry and atomic distances, and the
solution is found to be independent of the starting conditions.
Of highly interest is the successively developed method to
perform a full quantitative joint analysis of both EXAFS and
XANES spectra using GNXAS and MXAN codes, respec-
tively.506 FitIt,507,508 a software developed by Smolentsev and
Soldatov devoted to fit XANES spectra by using external codes

for calculations of the spectra is also worthy of note. It can be
used to determine the values of local atomic structure
parameters on the basis of minimization between theoretical
and experimental spectra. To reduce the number of calculations
and the time consumption, multidimensional interpolation
algorithm is implemented. Such approach, combined with a
visual control of the fitting procedure, allows to change the
geometrical parameters and to see immediately the theoretical
spectrum corresponding to these structural variations.
Typically, multiple scattering theories employ an important

approximation: the muffin-tin averaging of the potential needed
for the expansion of the wave functions. This approximation is
serious, especially when the photoelectron kinetic energy is
close to the value of the approximation done on the potential.
In the EXAFS region, the muffin-tin approximation is much less
critical because of the much higher kinetic energy of the
photoelectron. Moreover, it makes the results dependent on the
size of the interstitial region between the muffin tin spheres. To
avoid the restriction imposed by this approximation, several
computing methods have been developed and successfully
applied.509,510 Among them, the finite difference method
currently included in the FDMNES code is emerging for the
reliable results and the stability of the algorithm.482,483 Other
alternative methods are possible: a plane wave’s base is useful
for periodic structures because it allows to employ periodic
limit conditions but is not appropriate to describe the region in
the neighborhood of the atomic nuclei. This problem was
partially overcome by Wien2k,484,485 using linear augmented
plane, or by Paratec,511 introducing pseudopotentials in
combination with plane waves. Another approach particularly
suitable for molecules is the use of mixed bases; in the code
StoBe code,497 for example, a linear combination of atomic
orbitals is adopted.
Selected examples of full MS simulation of XANES spectra

reviewed here concerns the structure of the Cu+(CO)3
complexes hosted inside ZSM-5 zeolite417 (see section 4.2.1.)
and the formation of Cr(II) carbonyls at the surface of the Cr/
SiO2 (section 6.2.2). In some other cases however, XANES
spectra are extremely informative by simply analyzing the main
features (pre-edge region, position of the edge, intensity and
shape of the white line, etc.) in a qualitative way. In the
following chapters we will demonstrate that the qualitative

Table 5. Resuming of a Selection of the Available Codes for XANES Spectra Simulation and Their Principal Characteristics.a

Adapted, with permission, from the PhD Thesis of Gianolio,502 University of Turin, 2012

code method PBC cluster MT FP SCF fit relax ref

CONTINUUM MST X X 479

MXAN MST X X X 503

FEFF-8 MST X X X 442

XKDQ MST X X 495

StoBe LCAO X X X X 497

FDMNES MST/FDM X X X X X 482

PARATEC PP+PW X X X 486

PY-LMTO-LSDA LMTO X X X X 493

WIEN2k LAPW X X X X 484

SPRKKR KKR X X X 490

ORCA LCMO X X X X 500

aMST = multiple scattering theory; LCAO = linear combination of atomic orbitals; FDM = finite difference method, PP = pseudopotential; PW =
plane wave; LMTO = linear muffin tin orbitals; LAPW = linear augmented plane waves; KKR = Korringa, Kohn, Rostoker calculations; LCMO =
linear combination of molecular orbitals; PBC = periodic boundary conditions; MT = muffin tin; FP = full potential; SCF = self-consistent field; Fit
= possibility to fit one or more parameter matching the simulated spectrum with the experimental one; relax = possibility to optimize the structure
before performing the calculation of the XANES spectrum.
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analysis of the XANES spectra has been an important tool in
understanding the local geometry of active sites in several
heterogeneous catalysts. One of the most evident case of the
validity of this approach is the TS-1 case (see section 3.2.2.),
where the presence of pre-edge peak at 4967 eV, due to the 1s
→ 3pd electronic transition involving Ti(IV) atoms in
tetrahedral coordination, was the first unambiguous direct
proof of the isomorphous insertion of Ti atoms inside the
zeolitic framework.512−516

2.3.6. Codes for XES Spectra Simulation. Some recent
codes are available for the simulation of the XES spectra.
Among them we quote the ORCA code developed by Neese et
al.,500 the versions FEFF-8.4442 and FEFF-9517 of the
Washington code, the code SIM-RIXS, developed by Hay-
ashi,518 and the StoBe code developed by the Pettersson
group.497 Because of the mention of the multiplet theory225, we
also include the CTM4XAS code501 and the graphical interface
Missing of the Cowan’s code519, which are able to compute
XES spectra.
2.3.7. Codes for Handling the Huge Numbers of

Spectra Generated in Time or Space Resolved Experi-
ments. When investigating the reactivity of surface species,
sometimes time-dependent EXAFS experiments are performed,
either in the Quick-EXAFS or in the dispersive mode (see
sections 2.2.3 and 8.2.3, Figures 4b, 49, and 50). In other cases,
space resolved experiments are needed (see sections 2.2.7 and
7.2 and Figures 9 and 47). Since the number of absorption
spectra measured during a single time/space-resolved experi-
ment can amount up to several hundreds or some thousand, it
is evident that a code allowing to perform the data reduction
steps (from background subtraction up to the FT) for a single
spectrum and to apply them successively to the whole series of
spectra in a controlled and straightforward manner is
necessary.520 This demand of the user community has been
satisfied, for example, by San Miguel with the CDXAS code,521

by Ressler with the WinXAS code457,458 and Prestiprino and
Figueroa the PrestoPronto code.522 In some extend, the Athena
code also fulfills this request,463 although it is practically limited
to a some tens of spectra.
When dealing with an important set of spectra, showing the

space gradient or the time evolution of a system as a function of
some external parameter, then the principal component analysis
(PCA) method60,523−531 is a powerful tool for determining the
fraction of the different phases present on a sample. It is
particularly suitable when the number of the phases and their
chemical nature is unknown. Software able to treat set of
XANES/EXAFS spectra with the PCA approach are, for
example, the SixPACK code developed by Webb,455 XAS,433

and the package written by Wasserman.524

2.3.8. Debye−Waller Factors and Disorder. The XAFS
Debye−Waller factor arises as a natural consequence of
fluctuations in interatomic distances. At finite temperatures,
since the atoms in solids and in molecules vibrate around their
equilibrium lattice sites, the interference pattern for a given
path is slightly altered. The net result is a smudge of the EXAFS
amplitude that is more efficient at high k values (short
wavelength). If the local disorder is small (k2σi

2 ≪ 1), eq 19 is
valid, because the path length distribution within a coordination
shell can be expressed using the Gaussian function exp-
(−2k2σi2). Conversely, if the standard EXAFS equation is used
to analyze spectra of systems characterized by a large disorder,
incorrect values of the optimized parameters may be
obtained.9,409,410,532−537 According to eq 20, disorder may

have two different origins: (i) at elevated temperatures, the
atom vibrational amplitude increases, leading to a non-
symmetric, or anharmonic, distribution in the instantaneous
bond length41,536,537 and (ii) asymmetry can also be caused by
static disorder (σ2i,T term) with a non-Gaussian pair
distribution function.535−538 The Debye−Waller factor σ2i and
thus the determination of Ni, changes because of asymmetry or
broadening of the pair distribution function. The phase shift
φi(k) and thus the distance ri are also affected.41,536,537 Such
problems are especially severe in the case of some
heterogeneous catalysts, which often contain highly dispersed
or disordered structures with pair distribution functions quite
different from well-crystalline bulk materials. In addition, in situ
studies in heterogeneous catalysis, typically imply high
temperatures: in such cases the shape of the pair distribution
is strongly affected by anharmonic vibrations.17,535−537,539 A
commonly used procedure to face this effect is to describe the
distances in a coordination shell by a probability distribution.
The method is known as the cumulants method.4,54,412,536,540

The cumulants procedure describes the various distances in a
coordination shell by a probability distribution, leading to the
more general equation,537
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that replaces eq 19. In the new eq 23 P(ri) dri is the probability
of finding the atoms of the ith coordination shell in the
infinitesimal interval between ri and ri + dri. The effective
distribution function is P(ri) ri

−2 exp(−2ri/λ). Expanding the
terms containing ri in a Taylor series centered on the average
distance of the ith shell, ⟨ri⟩, the amplitude of the EXAFS
interference function for that single coordination shell
containing Ni atoms of the same type may be written as537

λ
= − −

!
+

!
+

⎡
⎣⎢

⎤
⎦⎥

A k kR
NS F k

C
R k

C
k

Cln
( )

( )
2 (2 )

2
(2 )

4
...i

i

i
2

0
2 0

2

2

4

4

(24)

The coefficients Cn are called cumulants. The nth cumulant is
the coefficient of the nth power of the wavenumber (2k) of the
Taylor series. Only the even cumulants enter into the
amplitude. If the distribution is normalized, C0 equals zero.
The first correction term, C2, is the Debye−Waller factor. Odd
cumulants contribute to the phase, which may be written as
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The cumulants are a measure of the deviation of the pair
distribution function from the Gaussian shape.17,422,537−539 The
third cumulant measures the asymmetry and the fourth
cumulant the sharpening or flattening541 of the pair distribution
function with respect to a Gaussian.536,537,542

Software able to analyze the EXAFS data with the cumulants
approach are, for example, XDAP,451,543 IFEFFIT,461 and
SEDEM.431 When the data analysis is limited to the first shell,
on a sample measured at different temperatures, then a very
accurate analysis can be obtained using the EXTrA package
developed by the Trento group.544 The code allows to study
the temperature dependence of cumulants: (i) the second
cumulant C2 can be fitted to harmonic Einstein or correlated
Debye models; (ii) the comparison between EXAFS and
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crystallographic distance allows to evaluate the perpendicular
component of the relative atomic displacement; (iii) a joint
analysis of second, third and fourth cumulants gives the
anharmonic contributions to the mean square relative displace-
ment of the distance distribution, the force constants of the
effective pair potential and thermal expansion. Moreover, the
EXTrA code544 allows reconstruction of the characteristic
function down to k = 0 and, by Fourier transform, the
distribution of distances and the effective pair potential; it is
also possible to splice the low-k reconstructed EXAFS spectrum
to the high-k experimental spectrum (this procedure is
particularly suited for highly distorted distributions).
2.3.9. Differential XAFS Approach. XAFS spectroscopy,

as extensively discussed so far, provides detailed insights on the
electronic structure of the absorber atom via XANES analysis
(oxidation state, orbital occupancy, coordination geometry,
valence states ligand field strength). In addition, element-
specific information on coordination numbers and bond
distances around the absorber can be obtained from the
investigation of the EXAFS region. Quantitative results are
generally obtained by fitting the experimental spectrum, but in
particular cases, for example, aiming to discriminate between
very similar structures or isolating information on extremely
diluted species, the conventional approach can lack sensitivity.
A possible solution in the analysis of such problems is the
differential XAFS approach.
This methodology, deeply related to the high-stability of

third generation synchrotron sources, typically relies on the
acquisition of high-statistics XAFS data on both the sample of
interest and a reference sample, maintaining to the best of
available technical possibilities the measurement conditions
unchanged. If the experiment aims to isolate the small
chemical/structural modifications induced in the sample by a
specific perturbation (such as: (i) light excitation, (ii) change in
temperature, pressure, pH, magnetic field, (iii) presence of an
adsorbate, ...), the perturbation have to be applied in a strictly
controlled way, using experimental setups and acquisition
strategies differently designed for each specific case. The XAFS
spectra of the sample of interest μ(E) and of the reference one
μ0(E) are subtracted, thus obtaining an experimental difference
spectrum

μ μ μΔ = −E E E( ) ( ) ( )0 (26)

to be theoretically interpreted. Fitting directly the Δμx(E)
spectra has the important advantage of increasing the sensitivity
of the fit and decreasing the influence of possible systematic
errors in the calculations, which come from the approximations
used in the theoretical approach.545

The differential approach in XAFS analysis has been
increasingly applied in several different research areas, and
represents a challenging opportunity in pushing further the
sensitivity limit of such highly informative technique. A very
relevant example is the rapidly growing field of ultrafast time-
resolved X-ray based studies based on the pump and probe
approach, allowing to reach much higher time resolution with
respect to the quick-EXAFS and dispersive EXAFS modes
described in section 2.2.3., see Table 4. Over the past ten years,
time-resolved XAFS in both the XANES and the EXAFS
regions has been developed and implemented as a reliable tool
to investigate in “real-time” the electronic and molecular
structure changes of light-induced short-lived reaction inter-
mediates in solution.546−551 In these experiments, the system is
excited by an ultrashort pump laser pulse and is probed by a

short X-ray probe pulse, whose time delay with respect to the
laser pump pulse can be tuned in a controlled way.547

In these cases, the analysis method is generally based on the
determination of the transient (difference) XAFS spectra of the
excited minus the unexcited (ground state) system. This
method has shown its high sensitivity in detecting very small
changes in the recorded data. Differential signals below 10−4

optical density can be identified, thanks also to the high stability
of available X-ray sources, while largely reducing systematic
errors such as intensity fluctuations or deterioration of the
sample during the data acquisition.552 This approach was
successfully used to elucidate the structural changes resulting
from an intramolecular electron-transfer process in [Ru-
(bpy)3]

2+,553 and from the ultrafast spin crossover in aqueous
[Fe(bpy)3]

2+.554,555 Moreover, the method provided unprece-
dented insights in understanding the axial ligation mechanisms
and the photogenerated intermediate structures in nickel(II)
metalloporphyrins556,557 and in the MLCT state of Cu(dmp)2+

in acetonitrile.558 Ultra-fast time resolved-EXAFS spectroscopy
has been employed to elucidate the structural distortions of a
photochemically active diplatinum molecule, namely
[Pt2(P2O5H2)4]

4−.559 Van der Veen et al. in this study applied
a recently proposed quantitative method for the structural
analysis of the excited state,560,561 which is based on the fitting
of the transient EXAFS spectrum directly in energy space, by
minimization of the square residual function between a large
series of simulated transient EXAFS spectra and the
experimental data. The method provides higher accuracy for
the calculated structural parameters when compared to
previous differential EXAFS fitting strategies, where the
structural modification are generally extracted from the Fourier
transform of the reconstructed excited-state EXAFS signal, thus
affected by additional uncertainty due to the imprecisely known
fractional population of the excited-state species.560 Recently, a
variant of this approach was used in a dispersive XAFS setup to
measure the mean atomic displacement for atoms undergoing
magnetostriction in an FeCo alloy, by analyzing the small
changes detected in the XAFS spectrum upon variation of the
relative orientation between the photon polarization and the
sample magnetization vectors.562

These results demonstrate that EXAFS sensitivity can be
extended to include atomic displacements of the order of
1 fm = 10−5 Å (i.e. more than 2 order of magnitude batter than
usually obtained with a standard approach), hence well fitting
the range of thermal expansion over a temperature of one
degree, elastic phenomena, strictive-effects, and piezo-effects.166

All these phenomena, apart the piezo-effect, are typically shown
by amorphous materials, where the power of XAFS as a tool for
structural characterization is maximal, in respect to other
techniques, such as neutron or X-ray diffraction.
The studies summarized above highlight the potential of

differential XAFS analysis, not only in the case of light-induced
or magnetic-field induced structural modifications, but also
when the changes are produced for instance by temper-
ature,563,564 pressure,565,566 composition of the gas environ-
ment567 or pH changes568,569 (very relevant in biochemical
problems).
Finally, coming to an application more closely related to the

topic of this review, the differential XAFS approach represents
an emerging strategy in the analysis of site-specific adsorption
in the characterization of metal-based heterogeneous catalysts.
For example, Pt L3 XAFS is widely used for the in situ
characterization of Pt-based catalyst upon hydrogen absorp-
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tion,570−573 and its sensitivity can be significantly enhanced by
the differential analysis of the XANES features, namely, Δ-
XANES approach.573−578 As will be discussed in details in
section 9.3.2, the XANES spectrum of a catalyst under
adsorbate-free conditions is subtracted from XANES under
conditions conducive to adsorption (e.g., by altering the
potential or chemical environment). The resulting Δ-XANES
spectrum is highly sensitive to changes in metal-adsorbate and
metal−metal interactions and can provide detailed information
on different hydrogen bonding sites (as atop, bridged, and 3-
fold sites) on the metal surface.579,580

2.4. Atomic XAFS or AXAFS

In contrast to EXAFS and XANES, which are well established
techniques, AXAFS is not yet well established. This is,
essentially, due to the following reasons: (i) the technique is
of rather recent origin, although the first paper appeared in
1978 by Holland et al.,581 the phenomenon was forgotten until
1994 when a paper from the Rehr group appeared;582 (ii) the
animated debate583,584 that appeared in the scientific
community after the Rehr paper; (iii) the very low number
of papers appeared until now on the topic (less than 40 in 34
years and only 4 in the 2006−2012 period); and (iv) the fact
that these papers come from basically four main research
groups only. For these reasons, a brief historical overview on
this topic will be given in the following.
2.4.1. Brief Historical Overview. In 1978 (i.e., only 7

years after the historical paper of Sayers, Stern, and Lytle395

representing the birth of modern EXAFS, see section 2.3.1)
Holland et al.581 observed that the μ(E) spectra of Xe and
amorphous As contain structures of long period in k,
particularly relevant near the edge, that could not be explained
using the standard EXAFS scattering from neighbor atoms.
They attributed these new structures to the scattering of the
photoelectron in the periphery of the absorbing atom itself.
This observation was then neglected for more than a decade.
Then, in 1994, a paper by Rehr et al.582 claimed that an
oscillatory structure was found in the atomic background
absorption μ0, see section 2.3.2. The authors supported the
thesis that this atomic XAFS (AXAFS) arises from scattering of
the photoelectron within an embedded atom and is analogous
to the Ramsauer−Townsend effect.585,586 The physical
explanation of the phenomenon resides in the potential barrier
that develops when a free atom is embedded into a condensed
phase; the free-atom potential is then modified and a scattering
of the outcoming photoelectron produces weak oscillations in
the absorption cross section. Such low frequency modulation of
the μ0(k) function, if not subtracted correctly to the
experimental μ(k), will result in low R contributions (at
distances shorter than those of the first neighbors atoms) in the
FT of the χ(k). Rehr et al.582 reported the experimental atomic
absorption μ0(k) for CeO2 (Ce K-edge), BaO (Ba K-edge), and
PrBa2Cu3O7 (both Pr and Ba K-edges) and compared them
with the theoretical ones computed with the ab initio FEFF5X
code based on the muffin-tin approximation. They concluded
that (i) the AXAFS signal can dominate multielectron
excitations contributions, (ii) the AXAFS signal can interfere
with the first shell data analysis, and (iii) the structure of the
AXAFS signal is sensitive to chemical effects and thus can
potentially provide a probe of bonding and exchange effects on
the scattering potential.582 In the proceedings of the XAFS-8
conference held in Berlin (see Table 1), a second contribution
from the same group appeared on this topic.587

The original work of Rehr et al.582 was successively criticized
in a comment to the journal by Filipponi and Di Cicco.583 The
main arguments of the comment can be summarized following
three points. (i) An alternative explanation of the nonsmooth
behavior of the μ0(k) function observed for Pr, Ce, and Ba has
been given in terms of the onset of the excitation channel
generating a double [1s,4d] hole. (ii) The AXAFS phenomen-
on, although possible, should however be accounted for in the
correct framework of a non muffin-tin theory. (iii) The general
relevance of the AXAFS effect for the EXAFS data analysis is
negligible in comparison with the existing overwhelming
number of identifications of multielectron excitation features.
In their reply to the comment, Rehr et al.584 showed that
improved background calculations which suppress muffin-tin
discontinuities still exhibit fine structure comparable to that
reported in their first contribution.582 In the successive XAFS
conference (Grenoble 1996, see Table 1), Baberschke et
al.588,589 supported the thesis of Rehr et al.582,587 by reporting
the presence of low R contributions in the FT of the surface
EXAFS signal of N adsorbed on Cu(001) surface. Authors
concluded that low Z systems, such as C, N, and O, are ideal
candidates to detect unambiguously the AXAFS because they
are not followed by multielectron shake-ups, as it is the case for,
for example, [1s,4d] in Ce, Pr, or Ba. A successive work from
the same group, in collaboration with Rehr,590 confirmed the
results reported at the XAFS-9 conference in Grenoble (see
Table 1). AXAFS is also discussed in the successive review of
Wende,591 one of the authors of the above-discussed papers.
It is evident that, in general, both effects (AXAFS and

multielectron excitation) may be present.592 The problem
consists in the ability to discriminate between the two
phenomena and between simple problems related to a
noncorrect background subtraction, that could introduce low
frequency signals in the χ(k) of simple mathematical origin.
The only way to overcome this problem and to be sure about
the information obtainable from low R contributions in the FT
of the EXAFS signals, is to use a consistent set of samples
where the electronic configuration of the metal can be followed
by AXAFS along the series according to a logical trend, or by
supporting the AXAFS results by other characterization
techniques able to probe independently the electronic
configuration (see the example reported in section 9.5). The
work of Ramaker593 represents a mile stone in this regard.
Authors induced a perturbation on the Pt k-edge XAFS signal
of metallic platinum acting on two independent parameters: (i)
they investigated a series of Pt−Ru alloys as a function of the
composition; they measured in situ a Pt electrode inside a
working electrochemical cell as a function of the increasing
applied potential. In both cases, the authors observed a
systematic chemical effect in the signal at low R values, in
agreement with theoretical predictions, therefore providing
strong support for AXAFS, rather than for multielectronic
excitations.593 One year later, the same group594 reported a
systematic changes in the magnitude of the AXAFS signal for
the in situ charging of a Pt/C electrode in H2SO4. Performing
calculations on a (neutral, negatively and positively charged: ±
0.05 electrons were deposited per surface Pt atom in the last
two cases) 13-atom Pt cluster, authors have been able to
quantitatively calculate the changes observed in the AXAFS and
rationalize the whole set of experimental data from an
electrochemical point of view.594

The first application of AXAFS in catalysis appears in 1998,
with a collaboration between Ramaker and Koningsberger.595
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The authors showed, for a set of Pt-supported catalysts, that the
variation of the support does considerably change the intensity
as well as the imaginary part of the AXAFS signal, hence
demonstrating that the technique can be a very useful probe of
the effects of metal−support interactions in supported noble-
metal catalysts. The collaboration between these two groups
was very active and several successive papers appeared on the
study of supported noble-metal catalysts by AXAFS.596−602 The
fact that supported noble-metal catalysts are the ideal systems
for developing this new technique was further demonstrated by
the appearance of successive works by the Koningsberger
group,603,604 as well as by Rehr et al.,605,606 by Roth et al.575,607

and by Bertagnolli et al.608

Successively, Koningsberger et al. investigated by AXAFS a
set of catalysts obtained by supporting V2O5 on SiO2, Al2O3,
Nb2O5, and ZrO2.

602,609 The authors reported a direct
correlation between the intensity of the Fourier transformed
AXAFS peak (SiO2 > Al2O3 > Nb2O5 > ZrO2) and the
dehydrogenation of propane to propene in the absence of
oxygen. Conversely, the oxidation of methanol to formaldehyde
and the oxidative dehydrogenation of propane to propene on
the same set of catalysts followed the opposite trend. The
authors interpreted these observations as due to an increase of
the binding energy of the vanadium valence orbitals when the
ionicity of the support increases602 (increasing electron charge
on the support oxygen atoms).
Concerning the other previously discussed topics, two new

papers appeared on both the in situ electrochemical studies by
Ramaker et al.,610,611 on the surface science investigation by the
Baberschke group.612,613 and in the chemistry of anions in
solutions.614 Finally, AXAFS has also been used to probe the
charge redistribution within Pt-organometallic complexes, again
by Ramaker and Koningsberger.615,616

2.4.2. Physical Principles of AXAFS. As discussed in the
previous section, AXAFS has gained interest during the past
decade. It is designed to extract electronic charge information
from X-ray absorption data. It has been shown to be sensitive to
charge on a metal589,590,612 or metallic cluster,593,594 to
polarization by ions as far as two or three coordination shells
away from the absorber atom,593,594 and to charge redis-
tribution in organometallic complexes.615 The physical
principles and a detailed description on how to extract the
information from experimental data have been recently
summarized by Ramaker and Koningsberger,72 which we will
largely follow here.
As described in sections 2.2.3 and 2.3.2 and eqs 11−18, the

absorption coefficient μ is not a smooth function of the energy
but exhibits fine structure, as the final state function is
modulated, because of interference between the outgoing and
backscattered photoelectron waves. Ramaker and Koningsberg-
er rewrite μ as a function of the oscillatory part, χex, which is the
EXAFS function as follows:

μ μ χ= +[1 ]total emb ex (27)

However, even the μemb is not a smooth function, but can have
structure,581,582 which originates from the scattering of the
photoelectron from the periphery of the absorbing atom itself
(Figure 10). μemb is then described by the following function:

μ μ χ= +[1 ]emb free ax (28)

in which μfree is the free and smooth atomic background and χax
represents the scattering against the bound electrons of the

same absorber atom and is called AXAFS. Like EXAFS it has an
oscillatory behavior, however, with a longer period (P) in k-
space, because of the closer proximity of the atom periphery
(rax) compared to the first neighboring atoms (r1): Pax = π/rax,
see eq 19. Figure 11 shows that AXAFS is found in the Fourier

transform at roughly half the distance of the first neighboring
scattering atom. AXAFS is generally short-ranged in k, because
it arises from scattering by the deep valence electrons, rather
than the core electrons, which are dominant in EXAFS
scattering. The AXAFS is sensitive to the difference in
scattering of the photoelectron by the periphery of the
absorbing atom relative to that of the free atom. This
interatomic potential is sensitive to the bonding of the absorber

Figure 10. Schematic diagram of the scattering of the photoelectron.
AXAFS originates from scattering of the photoelectron against the
deep valence electrons of the atom from which the electron originates
(A). EXAFS originates from scattering of the photoelectron against the
core electrons of the neighboring atoms (S). Reproduced with
permission from ref 72. Copyright 2010 the PCCP Owner Societies.

Figure 11. Isolation of an AXAFS signal from experimental data (Pt L3
edge data of a prereduced Pt/Al2O3 catalyst). Part a: Raw EXAFS data
(solid line) and isolated AXAFS (dashed line). Part b: k-weighted
Fourier transforms of raw data (solid line), performed in the 2.5 Å−1 <
k < 11 Å−1 range, and best fit (dashed line), performed in the 1.6 Å <
R < 3.1 Å interval. Part c: k-weighted Fourier transforms of Pt−O
corrected difference file, obtained by subtracting the first Pt−Pt shell
from the raw data and Pt−O fit (dashed line), 2.5 Å−1 < k < 11 Å−1.
Part d: k-weighted Fourier transform of difference file, obtained by
subtracting first Pt−Pt shell and Pt−O from the raw data, representing
the AXAFS contribution. Part a shows the Fourier filtered spectrum (0
Å < R < 1.9 Å) of this AXAFS contribution (dashed curve).
Reproduced with permission from ref 72 Copyright 2010 the PCCP
Owner Societies.
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atom and all other parameters that affect the electronic
structure, such as polarization and hybridization.
A change in the nature or the number of bonds around the

absorber atom changes the interstitial potential between the
absorber and first scatterer neighbor and thus the AXAFS
signal. The number of bonds will directly enhance the AXAFS
signal, whereas a change in covalence of the bond will affect the
interstitial potential and decrease the signal.593,594 Overall,
AXAFS is a measure of the internal electron chemical
shift.593,594

As mentioned by Ramaker and Koningsberger, isolation of
the AXAFS signal is a delicate and difficult procedure; this is
probably one of the reasons why AXAFS has not found broader
application. The EXAFS and AXAFS signals may overlap, which
makes separation of the two signals essential because of the
potential interference of the two signals in the Fourier
transform. Essential is to apply a continuously adaptable
smooth parameter to refine the background in the background
subtraction procedure to observe the influence of this
parameter on the relative intensities of the signals of the
EXAFS, AXAFS, and double electron excitation in a Fourier
transform.601 Using nodal splines and polynomials makes
separation of the contributions very difficult. Despite the
difficulty to isolate a pure AXAFS signal, various successful
applications have been described in the fields of surface science,
electrochemistry, organometallic chemistry, and heterogeneous
catalysis as reviewed in section 2.4.1. A specific example,
particularly relevant to catalysis will be discussed in section 9.5.
A delicate but important point still remains to be discussed.

When browsing through the literature, most of the FT of
experimental EXAFS data reported in publications that
appeared up to approximately the mid of the nineties were
characterized by a spurious peak at about half the first neighbor
distance. Later, such spurious peaks were no longer present in
the FTs, because the more modern codes used for the χ(k)
extraction exploit routines aimed to remove any signal in the
corresponding FT below a given R value defined by the user,
see, for example, the Rbkg parameter used in the Athena
code.463 Now, according to the interpretation of Rehr et al.582

these peaks may have had partially an AXAFS origin. In cases
where the AXAFS and the first shell EXAFS peaks are well
separated in R-space, then the AXAFS contribution may simply
be disregarded, conversely where the two contributions are
partially overlapped, the absence of a proper treatment of the
AXAFS contribution may cause systematic errors in the
interpretation of the first shell EXAFS signal. For this reason,
it would be desirable to have a larger number of independent
groups involved in the study of AXAFS phenomena, in order
either to definitively discard it or to settle it on more solid and
recognized basis.

2.5. Other Related Techniques

Once established, the concepts of XAFS have influenced and
given birth to other related techniques, such as X-ray magnetic
circular dichroism (XMCD),193,445,477,591,617−625 diffraction
anomalous fine structure (DAFS),29,445,452,626−633 photoelec-
tron diffraction,634−639 various electron energy-loss techni-
ques,640 including extended energy-loss fine structure (EX-
ELFS)641−646 and extended fine Auger structure,647−649 β-
decay near threshold (or beta environmental fine structure
BEFS),650 extended appearance potential fine structure,651

photon interference XAFS (PIXAFS),652,653 and the related X-
ray h̀olography’ effects.654 The basic physic in all of these

techniques involves similar high-order electron-atom multiple-
scattering processes, which can all be treated with theoretical
tools similar to those developed to understand XAFS
spectroscopy.390

In the following short sections (2.5.1−2.5.3) few more words
will be spent on XMCD, DAFS, and EXELFS, as potentially
more interesting in the field of catalysis. Finally, in section 2.5.4,
similarities, differences, and complementarities between EXAFS
and total scattering technique (or pair distribution function
(PDF) approach),655−662 will be discussed.

2.5.1. X-ray Magnetic Circular Dichroism (XMCD). In
X-ray absorption spectra, the XMCD signal μXMCD(E) is
defined as the normalized difference spectrum of two XAFS
spectra taken in a magnetic field, one taken with left circularly
polarized beam, and one with right circularly polarized beam:
μXMCD(E) = [μL(E) − μR(E)]/[μL(E) + μR(E)].

193 To
maximize the XMCD signal the magnetization vector of the
system is set either parallel or antiparallel to the polarization
vector of the X-ray. A nonzero XMCD signal is observed only
in magnetic systems and it gives information on the magnetic
properties, such as spin and orbital magnetic moment.
Consequently XMCD is a major characterization tool for
ferromagnetic metals, oxides and their surfaces and for
paramagnetic sites in bioinorganic chemistry and coordination
compounds622 and was able to bring new insight in the
investigation of transition metal supported catalysts663−665 and
in biocatalysis.666 In this regard, the Utrecht group212,667 used
XMCD in the characterization of Fe-ZSM-5, that is an
heterogeneous catalysts containing a low amount of iron in
form of both isolated and clustered species (vide infra section
3.3.5.2). As reviewed in section 3.3, the authors were able to
estimate the fraction of isolated versus clustered Fe species, as
well as the fraction of Fe(III) and Fe(II), as usually achieved
with XANES.212,667 We conclude this section by noticing that
the implementation of quarter wave plates on a dispersive
EXAFS beamline, such as ID24 at the ESRF, (see section 2.2.3)
has allowed extremely accurate XMCD and nanosecond-
resolved XMCD using the pump−probe scheme to be recorded
(section 2.3.9).183,187

2.5.2. Diffraction Anomalous Fine Structure (DAFS).
DAFS is a diffraction technique, thus useful to investigate
crystalline materials characterized by long-range order. In these
cases DAFS results in an EXAFS-like signal that contains
information on the local environment of a selected atomic
species. The intensity of a (hkl) diffraction peak of a crystalline
material normally varies smoothly with the λ used to perform
the diffraction experiment (i.e., with the photon energy hν),
because the atomic form factors f1 and f 2 are a function of λ.
This statement does not hold if the λ scan goes across
absorption edge of an element present in the material. This fact
is at the basis of resonant (or anomalous) diffraction
experiments.661,668,669 If one measures the intensity of such a
diffraction peak as a function of λ (hν), across the absorption
edge of an element present in the material, he will detect an
EXAFS-like signal, from which structural information around
the selected atomic species can be extracted. This is actually the
field of DAFS, which combines in the same experiment X-ray
diffraction and X-ray absorption.29,445,452,626−633,661 In this way,
the long-range structural information contained in diffraction
peaks can be combined with the chemical and local structure
selectivity of X-ray absorption spectroscopy. Thus, it can
provide simultaneously site-selective and chemical-selective
structural information. On the experimental ground DAFS
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data collection needs a very high signal-to-noise ratio, as for
EXAFS, to perform a quantitative oscillations analysis on a
diffraction yield that is only a very small fraction of the total. So
brilliant beams are required, together with a high quality
diffractometer coupled to very stable absorption-dedicated
optics. Once combined with EXAFS, DAFS can be used, for
example, in disentangling the contribution present in a standard
EXAFS spectrum of a catalyst where an amorphous phase is
coexisting with a crystalline one:632 both signals will be present
in the EXAFS spectrum, while only the latter will contribute to
the DAFS signal. Although DAFS contains contributions of
both the real and imaginary parts of the complex anomalous
scattering factors, f1 and f 2 (XAFS being proportional to the
imaginary part only), it can be analyzed, in the extended region,
like EXAFS.630,633 Codes able to handle the DAFS signal are,
for example, FDMNES,482,483 ATOMS,631 FEFF,445,480

XFIT,452 FEFFIT,448 and GNXAS,426,434, the last one having
the additional advantage of being able to directly fit the raw
experimental data.
2.5.3. Extended Energy-Loss Fine Structure (EXELFS).

Modern transmission electron microscopes (TEM) equipped
with an electron energy-loss spectrometer allows the detection
of EXELFS spectra, that are XAFS-like spectra,641−646 that,
particularly, for low Z-edges and in the near edge region, can be
competitive with those collected at synchrotron sources. The
technique has the further advantage of reaching the nanometer-
spatial resolution typical of TEM instruments, that is, 2−3
orders of magnitude better that what can be obtained with X-

ray microcopies, see sections 2.2.7 and 7. On the other hand,
EXELFS is intrinsically an ultrahigh vacuum technique and the
thickness of the sample investigated is limited to few tens of
nanometers by the strong electron-matter interaction.

2.5.4. Total scattering: the pair distribution function
(PDF) approach. 2.5.4.1. Basic considerations. Although
known and used before the theory of EXAFS was firmly
defined670 by the work of Sayers, Stern, and Lytle395 (see
section 2.3.1), and although based on a different physical
process, the total scattering technique,655−662,671 able to
provide the overall pair distribution function (PDF) G(r) of
the material, requires a special paragraph. The experimental
setup needed is that of X-ray or neutrons powder
diffraction672,673 (Figure 12a), but the scattering pattern has
to be collected to much higher exchanged Q-values, up to at
least 20−30 Å−1. Being

θ π θ λ= =Q K2 sin( ) 4 sin( )/ (29)

low λ sources and high 2θ collections are required for PDF
analysis (K is the X-ray wavenumber: K = 2π/λ). For standard
Cu Kα (λ = 1.54 Å) and Mo Kα (λ = 0.71 Å) tubes a collection
up to 2θ = 140° results in Q = 7.7 and 16.6 Å−1, respectively.
Working with a synchrotron source at λ = 0.5, 0.4, 0.3, and 0.2
Å, Q values as high as 23.8, 29.8, 39.7, and 59.0 Å−1,
respectively, can be reached for a data collection up to 2θ =
140°.
A package able to handle PDF data is the set of programs

PDFgetX2, PDFfit, PDFfit2, and PDFgui, developed by the

Figure 12. Part a: Scheme of an experimental hutch allowing the simultaneous data collections of PDF and SAXS. With this experimental setup
operating at λ = 0.2 Å it is possible to collect PDF data (up to Qmax = 4 π sin(θmax)/λ = 30 Å−1) and SAXS data (down to Qmin = 4 π sin(θmin)/λ =
0.01 Å−1). The distances between the two detectors and the sample are not in scale (inspired by ref 673). Part b: Cyclic alternance of Pt metal and
PtO/Pt shell/core configuration obtained upon cycling the CO/O2 ration in the CO oxidation reaction catalyzed by 1 wt. % Pt/Al2O3 and followed
under operando conditions. Left: Reaction scheme. Right: experimental differential PDF data. Reproduced with permission from ref 691. Copyright
2012 American Chemical Society. Part c (top): measured G(r) for γ-Al2O3 (black curve), the calculated G(r) for the best model fit (blue curve), and
the residual to the fit (red curve). The inset reports the experimental curve in Q space. Part c (bottom): the solid red curve represents the differential
G(r) curve was obtained by subtracting the reference G(r) collected for the dehydrated γ-Al2O3 (black curve) from that measured for the MMA-
loaded sample (blue curve), see Eq 32 (MMM = monomethylamine). The differential corresponding to physisorbed N2 is reported as blank
experiment. The inset reports the structure of the of the adsorbed MMM as reconstructed from this study. Reproduced with permission from ref
685. Copyright 2011 American Chemical Society.
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Billinge group.674−676 From the experimentally collected
intensity Iexp(Q) the code extract the coherent scattering
function IC(Q) after correcting for extrinsic contributions to the
background intensity from such effects as Compton scattering,
fluorescence, scattering from the sample holder, and other
experimental artifacts. IC(Q) has sharp intensities where there
are Bragg peaks, and broad features in between, the diffuse
scattering. The total-scattering structure function, S(Q), is then
obtained from IC(Q) as follows: S(Q) = [IC(Q) − ⟨f(Q)2⟩ +
⟨f(Q)⟩2]/⟨f(Q)⟩2,657,662 where the angle brackets denote an
average over all the chemical species in the sample and f(Q) are
the X-ray atomic form factors. As f(Q) decrease upon
increasing Q,677 very long integration times are needed at
high Q to obtain a good statistic. For this reason, area detectors
(bottom part of Figure 12a) are more suitable than point
detectors because allow the integration on a wide region of the
diffraction cone and because the poorer angular resolution of
area detector is not a significant disadvantage in a Q-region
where the diffractogram undergoes only smooth variations.
Alternatively, PDF studies can be performed using neutrons
because the coherent neutron scattering length is constant in
the whole Q region of interest. Both Iexp(Q) and IC(Q) data
appear smooth and featureless in the high-Q region (this holds
even for crystalline materials where usually no Bragg peaks are
observed above Q ≈ 10 Å−1); however, after normalizing and
dividing by the square of the atomic form-factor, important
oscillations appear in this region of the S(Q) function, similar
to what happens in an EXAFS experiment comparing μ(E) and
χ(k) functions at high E (high k or high Q) after the edge.
Finally, the reduced pair distribution function, G(r), is obtained
from S(Q) through a sine FT:

∫π
= −G r Q S Q Qr Q( )

2
[ ( ) 1]sin( ) d

Q

Q

min

max

(30)

where Qmin and Qmax are the limits of the data collection in Q-
space, being Qmin ≈ 0 Å−1 and Qmax as large as possible. The
PDF function (eq 30) gives the interatomic distance
distribution, having peaks at positions, r, where there is a
high probability to find pairs of atoms separated in the sample
(solid or liquid). So PDF contains EXAFS-like information,
that are however not atomically selective, so G(r) contains
contributions arising from the local environments of all the
atomic species present in the sample. In this regard, the
intrinsic differences in the nature of the χ(k) and S(Q) signals
obtained from EXAFS and PDF experiments on single-
component disordered systems were deeply discussed by
Filipponi:678 in that work particular effort was devoted to
connect the χ(k) signal with usual quantities familiar to the
distribution function theory in disordered matter. As the
physical phenomenon behind PDF is X-ray scattering and not
photoelectron scattering, the PDF signal is not damped by the
short photoelectron mean-free path and by the core hole
lifetime as EXAFS is, see eq 19, so valuable structural
information is contained in the pair-correlations extending to
values of r much higher than those typically reachable by
EXAFS (∼5−8 Å). In fact, with high Q-space resolution data,
PDFs can be measured out to tens of nanometers (hundreds of
angstroms) and the structural information remains quantita-
tively reliable. With respect to EXAFS, the PDF data have not
to deal with MS paths, as only SS signals are present. This
represents a remarkable simplification, however complexity
comes from the fact that the contribution of the local

environment around all atomic species present in the sample
are entangled in the PDF signal. In this regard, note that, for
high Z elements (Z > 45, that is, λ < 0.53 Å), the lack of
element sensitivity of the PDF technique can be overcome
performing X-ray resonant (or anomalous) PDF data
collection:679−681 that is, acquiring two Iexp(E1,Q), Iexp(E2,Q)
collections across the desired absorption edge and working on
the differential pair distribution function ΔG(r) defined as

Δ = −G r G E r G E r( ) ( , ) ( , )1 2 (31)

2.5.4.2. Applications of PDF in Catalysis: Few Selected
Examples. We have already underlined in section 2.2.6. that the
trend and future direction of structural studies in catalysis is to
probe active materials at different length-scales. This will
require the combination of multiple probes that should be
adapted for in situ and operando studies. In principle, PDF is
well suited to operando studies as it utilizes high-energy X-rays
which are highly penetrating and which allow a great degree of
flexibility in the design of reaction cells. One weakness in PDF
is the difficulty in analyzing particle shape, which is exacerbated
with many real samples in that a dispersion of particle sizes/
shapes are present. In this regard, we fully support the view of
Chupas et al.,673 who foresaw that the combination of PDF
with SAXS is warranted. SAXS is indeed well suited to probe
nanometer scale structure, particularly at lengths comparable to
the atomic scale resolution obtained from PDF. For example,
Figure 12a shows a layout that, using two area detectors located
at significant different distance form the sample, would allow
both high-resolution PDF (up to Qmax = 4 π sin(θmax)/λ = 30
Å−1) and SAXS measurements (Qmin = 4 π sin(θmin)/λ = 0.01
Å−1) to be performed, using a reasonable sample to detector
distance (5 m) for the latter. This would enable a simultaneous
probe of both particle size and shape and allow atomic-scale
resolution structure to be probed.673

Remarkable examples of the use of PDF in understanding the
structure of materials that are relevant for heterogeneous
catalysis come from Chapman et al.,673,682−688 Petkov et
al.,689,690 and Newton et al.691

Several works investigated supported metal nanoparticles. In
such cases, because of the low weight percent of the supported
metal, most of the scattering comes from the support and the
extraction of the information related to the metal nanoparticles
is delicate and must be performed with care. The pair
distribution function of the supported nanoparticles Gmetal(r)
can be obtained either performing on the same sample two data
collection at different X-ray photon energies (E1 and E2) across
the metal K-edge, see eq 31, or by performing two data
collections (at the same, non resonant, photon energy E) on
both the catalyst and the metal-free support, and working again
on the subtracted function:

= −G E r G E r G E r( , ) ( , ) ( , )Metal Catalyst Support (32)

This differential approach allows the atom−atom correlations
involving only the metal to be selectively recovered.
The formation of supported Pt nanoparticles during the

reduction of PtCl6
2− precursors deposited on TiO2 support

under H2 gas flow has been monitored in situ and analyzed
following the differential PDF approach reported in eq
32.673,682 The authors found that the reduction of Pt4+ species
follows pseudo-zero-order reaction kinetics, with an activation
energy of 0.52 eV.682 Temperature-programmed data collection
showed a particle growth mechanism where the initial formed
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particles are smaller than 1 nm, then agglomerate into
ensembles of many small particles and finally anneal to form
larger well-ordered particles.673 Petkov et al.689 performed
reverse Monte Carlo simulations on PDF data692 collected on
supported Ru nanoparticles, finding that particles that are
around 4 nm in size exhibit the hexagonal close packed-type
structure of the bulk, while particles that are only 2 nm in size
are heavily disordered and consist of a Ru core and a Ru−S skin
because of the usage of thiol-based capping agents. This work
demonstrates that it is possible to determine the atomic-scale 3-
D structure of nanosized catalysts based entirely on
experimental scattering data. In a successive work, the same
group used the same approach to show that 1.6-nm Au
nanoparticles grown inside a dendrimeric host possess a heavily
disordered, metallic glass-type structure that, upon solvent
removal, evolves toward the fcc-type lattice typical of the
bulk.690 Oxford et al.684 combined XAS, PDF, and FTIR to
characterize the composition distributions of PdAu and PtCu
bimetallic particles after treatment in H2 or CO and in the
presence of these gases. The authors revealed that XAS was
informative in determining the component distribution of an
initial sample, but PDF allowed to better follow the changes in
the distribution upon changing the gas environment. Very
recently, Newton et al.691 reported an outstanding operando
PDF study on diluted (1 wt.%) Pd on Al2O3 catalyst. Along
cyclic redox (CO/O2) conditions, the authors showed that
PDF, used with subsecond time resolution, yields detailed,
valuable insights into the dynamic behavior of diluted nanoscale
systems. Interaction with O2 results in the formation of double
monolayer PtO oxide film on top of the nanoparticles, that
keep a metal core (Figure 12b). This approach reveals how
these nanoparticles respond to their environment during the
catalytic process. Specific insight is gained into the structure of
the highly active Pt surface oxide formed on the nanoparticles
during catalysis, highlighting the nature of active sites formed
and consumed along the red-ox cycle.691

The differential approach reported in eq 32 can also be used
to determine the catalytic active sites on high surface area
catalysts, using the method of dosing a probe molecule able to
strongly bond on the active surface sites: GSurfaceSite(E,r) =
GAfterDosage(E,r) − GBeforeDosage(E,r). With this approach, Chupas
et al. performed differential PDF analysis to resolve, with
crystallographic detail, the structure of catalytic Lewis sites on
the surface of the poorly crystalline, high surface area, γ-Al2O3
(Figure 12c). The structure was determined using the
monomethylamine basic probe molecule, bound at the minority
Lewis acid sites. These active sites were found to be five-
coordinate, forming distorted octahedra upon monomethyl-
amine binding.685 Finally, Chapman et al. investigated with
differential PDF the capture of I2 molecules insides micro-
porous materials: Ag-MOR zeolites683 and ZIF-8 MOF.686,687

3. METAL ISOMORPHOUS SUBSTITUTION IN
ZEOLITIC FRAMEWORKS: TI, FE, AND GA

Ti-, Fe-, and Ga-silicalite-1, characterized by the same MFI
framework, are chosen as main key studies of this Section for
two main reasons: (i) because of their relevance in catalysis
(section 3.1) and (ii) because of the fundamental role played by
XAFS techniques in understanding the structure of the active
species for TS-1 (section 3.2.1). Other frameworks are also
briefly discussed. Among them the case of B-CHA (section 3.4)
is worth noticing as this example allows us to show that, in
some specific cases, the technique can be applied also for soft

X-rays. Note that the B K-edge is at 188 eV, to be compared
with 4966, 7112, and 10367 eV for Ti-, Fe-, and Ga-K edges,
respectively.

3.1. Relevance of Ti-, Fe-, and Ga-Silicalite-1, and B-CHA in
the Field of Catalysis

Silicalite-1, synthesized first by the group of Flaningen,693 is an
aluminum free zeolite, belonging to the structure type MFI in
the IUPAC nomenclature.694,695 It shows a three-dimensional
pore system consisting of two intersecting sets of tubular
channels, the former linear and the latter sinusoidal, both of
about 5.5 Å in diameter and defined by 10-member rings of
SiO4 tetrahedra (vide infra Figure 14b and Figure 31a).
In the last three decades, the isomorphous substitution in the

zeolitic framework of Si by other tetrahedrally coordinated
elements (hereafter T),696−698 such as Al(III) (ZSM-5
zeolite),699 Ti(IV) (TS-1),102 Fe(III),700−702 Ga(III)107,703,704

and B(III),705 provided new materials showing specific catalytic
properties in oxidation reactions related to the coordination
state of the heteroatom. With the only exception of Al(III),
having an ionic radius very close to that of Si(IV), the
remaining heteroatoms can be inserted inside the zeolitic
framework only in traces (up to few wt %). When a trivalent
metal substitutes Si(IV), the zeolite framework assumes a net
negative charge, which can be balanced by a number of bridged
Si(OH)M(III) protons (M = B, Al, Fe, Ga), giving rise to
microporous solids with Brønsted acidity. Conversely, the
insertion of Ti(IV) in the zeolitic framework leads to
microporous solids where Brønsted acid sites are absent. Two
important classes of heterogeneous catalysts for partial
oxidation reaction are obtained by insertion of Ti or Fe inside
the MFI zeolitic framework.
Starting from the early eighties,102 the Ti-silicalite-1 (TS-1)

has shown to be an active and selective catalyst in an impressive
number of low-temperature oxidation reactions with aqueous
H2O2 as the oxidant.706,707 Such reactions include phenol
hydroxylation,706 benzene hydroxylation,708 olefin epoxida-
tion,706,709−713 alkane oxidation,706,714,715 oxidation of ammo-
nia to hydroxylamine,706,710,716 styrene oxidation,717 cyclo-
hexanone ammoximation,706,716,718,719 conversion of secondary
amines to dialkylhydroxylamines706,718 and conversion of
secondary alcohols to ketones.706 The relevance of this catalyst
on the industrial ground explains why the research on the
catalyst improvement is still active nowadays, i.e. almost thirty
years after the first patent on the material.102 Improvements
concern: (i) the growth of TS-1 crystals with controllable b-
oriented length (sheet-like morphology, or chain-like morphol-
ogy);720,721 (ii) the synthesis of hierarchical mesoporous TS-
1;722−728 (iii) synthesis of Au/TS-1 catalysts for in situ
production of hydrogen peroxide;729−733 (iv) coinsertion of
other heteroatom in the MFI framework;734 (v) synthesis of
crystalline porous titanosilicates with different topologies, such
as TS-2,735 Ti-β,516,736−743 SSZ-33,741 Ti-UTD-1,741 Ti-ZSM-
48743 Ti-MOR,744,745 Ti-FER,746,747 Ti-ITQ-6,746−748 delami-
nated Ti-ITQ-2,742,749,750 Ti-MCM-56,749 Ti-MCM-22 (also
known as Ti-MWW),749,751−755 Ti-JLU- 20,756 Ti-MCM-68
(also known as Ti-MSE),757 and more recently Ti-CHA758 and
Ti-STT;759 (vi) synthesis of Ti-grafted amorphous mesoporous
molecular sieves, such as Ti-MCM-41.59,742,760−765

On the other side, starting from the nineties, Fe-silicalite and
Fe-ZSM-5 showed a high activity in the hydroxylation of
benzene to phenol with nitrous oxide766,767 and in the selective
reduction of nitric oxide with hydrocarbons768,769 and
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ammonia.770 The use of Fe-MFI for simple N2O decomposition
was also investigated.771−776 Opposite to the TS-1 case, the
active species in Fe-MFI samples are extraframework iron
species that leave the lattice upon thermal activa-
tion106,700−702,777−791 or that are introduced in the zeolite
channels via postsynthesis methods.790,792−797 For comparison
with the TS-1 case, we will focus the attention on the former
subset only (section 3.3).

For comparison with the Ti- and Fe-MFI systems, also Ga-
containing MFI-type zeolites will be briefly discussed in section
3.3.1. Although it had not the same impact in catalysis as the
similar Ti- and Fe-substitutes zeolites, Ga-silicalite-1 exhibits a
high selectivity in the catalytic conversion of olefins and
paraffins to aromatics following the so-called Cyclar proc-
ess,798−802 and has shown a high catalytic activity for vapor-
phase conversion of phenol and ammonia mixtures into

Figure 13. Part a: XANES spectra of TS-1 (x = [Ti]/([Ti] + [Si]) = 0.0179) with template (full line), and activated at 400 (dashed line), and 673 K
(dotted line). Reproduced with permission from ref 781. Copyright 1999 The Japan Society of Applied Physics. Part b: Effect of interaction with
molecules having increasing interaction strength with Ti(IV) sites: water (red), ammonia (blue), and hydrogen peroxide (yellow). For comparison
also the spectrum of the TS-1 dehydrated at 400 K has been reported (black). Created using data previously reported in refs 857 and 872. Spectra
reported in parts a and b were collected in transmission mode at the EXAFS3 station of the DCI storage ring at LURE, using a double crystal Si(311)
monochromator. Part c: High energy resolution fluorescence detected (HERFD) XANES spectra collected on TS-1, activated at 673 K, at ESRF
ID26 using a Si(311) double crystal monochromator and 5 Ge(331) analyzer crystals for defining Ω and ω, respectively (see Figure 5a). The
standard XANES spectrum collected in total fluorescence yield (TFY, black) is compared with the HERFD spectrum obtained collecting the
fluorescence photons at an energy hν2 = ω = 4929.4 eV, that is, just in the low energy tail of the Ti Kβ1,3 line at 4931 eV, see Figure 5b and part d of
this Figure. The inset reports the corresponding RIXS map, where the dotted gray line shows the cut done to obtain the HERFD spectrum reported
in the main part. We are grateful to E. Gallo and P. Glatzel (ESRF) for providing these data prior publication. Part d: Experimental XES spectrum of
TS-1 activated at 673 K in the region of the Kβ1,3 line (solid line). The inset reports a zoom on the valence to core (VtC) XES spectrum (full circle),
the fit of the Kβ1,3 high energy tail (dashed line), and the background removed VtC-XES lines (open circle). Part e: Theoretical VtC-XES spectrum
(full black line) computed on a Ti[OSi(OH)3]4 cluster at TPSSh/TZVP/CP(PPP) level of theory. Red bars represent the obtained DOS of the
valence molecular orbitals (MO), the most representative being graphically represented. Parts d and e were adapted with permission from ref 862.
Copyright 2011 the PCCP Owner Societies.
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aniline.803 There is evidence that enhanced aromatization on
gallium-containing zeolites is the result of a bifunctional
catalytic process involving both framework and extraframework
Ga atoms.804−808

Finally coming to zeolitic and zeotype materials based on the
chabazite (CHA) topology, such as H−CHA,809−811 H-SAPO-
34,812,813 H-SSZ-13,814 and B-SSZ-13,815 they possess unique
shape-selectivity properties for converting methanol into light
olefins.816−821 In addition to the topology, the zeolite acidity is
inherently linked to catalyst activity and selectivity.822,823 The
acidic properties of high silica chabazite (H-SSZ-13) have
attracted much attention in the past decade, since the material
represents an idealized model system having one acidic site per
cage.823−826

The idea to modulate the Brønsted acidity by the
isomorphous substitution of boron inside the zeolitic frame-
work has been previously exploited with success for vapor-
phase Beckmann rearrangement of cyclohexanone oxime to ε-
caprolactam performed on B-ZSM-5.827,828 It is consequently
expected that B-substituted chabazite should be less acidic than
the corresponding H-SAPO-34 and H-SSZ-13814 materials, and
thus possibly less prone to form coke. In order to improve
catalyst performances in term of lifetime (i.e., to minimize the
coke formation) and to see the effect of chemical compositions
on the selectivity of C2−C4 products, a comparison between
H-SAPO-34, H-SSZ-13, and B-SSZ-13 was performed by Yuen
et al.829 In this context, the recent and authoritative review by
Olsbye et al. is recommended.821

3.2. TS-1

3.2.1. Brief Historical Overview on the Role Played by
EXAFS and XANES Techniques in Understanding the
Nature of Ti Sites in TS-1. On a historical ground, it is
important to underline that EXAFS and XANES results on the
dehydrated TS-1, originally published by Bordiga et al.512,513 in
1994, and summarized here, represented the first direct proof
that the active Ti centers in the TS-1 catalyst are isolated
Ti(IV) atoms incorporated Si atoms in the tetrahedral positions
and forming framework [TiO4] units. These data closed
definitively the lively debate present in the specialized literature
about the structural nature of the Ti centers in TS-1. As a
matter of fact, in the whole eighties and at the begin of the
nineties titanyl groups, extraframework defect sites, monomeric
and dimeric Ti species, Ti species incorporated in edge sharing
type structures forming bridges across the zeolite channels and
other hypothesis were inferred by different authors.830−836

Different local geometries were also hypothesized ranging from
tetrahedral, square pyramidal, up to octahedral were hypothe-
sized. The origin of the initial confusion was probably related to
the difficulty encountered in the synthesis of well manufactured
TS-1 materials, which requires the use of extremely pure
reagents and severe control in the synthesis conditions.102 An
imperfect synthesis implies an incomplete incorporation of Ti
into the MFI framework, leading to a significant reduction of
the catalytic performances and possibly to a misinterpretation
of structural and spectroscopic data. Moreover, as already
anticipated, the fact that only a very small amount of Ti, less
than 3 wt % in TiO2, corresponding to a molar ratio of x =
[Ti]/([Ti] + [Si]) = 0.025, can be substitutionally incorporated
into the MFI framework837,838 does not facilitate the extraction
and the attribution of the Ti contribution from the total
experimental signal. Note that the [Ti]/([Ti] + [Si]) = 0.025
limit has been successively slightly improved.839−841 In this

regard, a significant improvement has recently been obtained by
the Tatsumi group who, using (NH4)2CO3 as a crystallization-
mediating agent, obtained TS-1 crystals characterized by a
[Ti]/([Ti] + [Si]) value as high as 0.029 without forming
extraframework Ti species.842 In any case, such a low Ti
content makes the identification of vibrational, energetic and
geometric features specific of TiO4 moieties a difficult task,
being all experimental data dominated by the features of the
siliceous matrix.
For the reasons discussed above, the local environment

around Ti(IV) species inside TS-1 was definitively assessed
only more than 10 years after the discover of the material, when
the atomic selectivity of X-ray absorption spectroscopies was
exploited. Note that EXAFS and XANES data of Bordiga et
al.512−514 supported previous independent evidence based on
XRD and on IR, Raman and UV−vis spectroscopies. In
particular, diffraction experiments have evidenced an increase of
the cell volume V, which is proportional to the Ti content [Ti]/
([Ti] + [Si]), supporting Ti incorporation in the framework.837

IR737,843,844 and Raman845 spectroscopies, showed the presence
of two bands at 960 and 1025 cm−1, absent in the Ti-free
material, and considered as the fingerprint of substitutional Ti
species. Finally, UV−vis spectra of TS-1 in vacuo exhibit a
single band located at ∼48.000 cm−1, assigned to the Ti4+O2−

→ Ti3+O− ligand-to-metal charge transfer (LMCT) of Ti(IV)
ions tetrahedrally coordinated in isolated [TiO4] sites.

512,840,846

Note that Ti(IV) species in octahedral coordination (like in
anatase and rutile) exhibit a Ti4+O2− → Ti3+O− LMCT in the
31500−33000 cm−1 range.847,848 Nowadays, the model assessed
with XANES and EXAFS spectroscopies512−514 has been
further confirmed on the basis of (i) more refined diffraction
experiments performed under in situ conditions either with
synchrotron radiation849,850 or neutron839,851,852 sources, (ii)
Raman resonant experiments,840,841,853−855, and (iii) ab initio
studies,840,841,856−862 and XES investigation.862

Successive and more refined EXAFS and XANES studies
have shed light on the ability of Ti sites of TS-1 to interact and
react with molecules dosed from both the liquid and the gas
phases,63,781,840,857,863−866 see Figure 13b and sections 3.2.2,
3.2.4 and 3.2.5. The following sections will summarize how, due
to its atomic selectivity, EXAFS spectroscopy has played a
determining role in understanding the local environment and
the reactivity of Ti in the parent Ti-silicalite sys-
tem.63,419,512−515,781,840,857,863−866 The remarkable success of
EXAFS in such studies was mainly due to the fact that the Ti
active sites in TS-1 are framework species possessing a uniform
local environment, therefore all sites behave in the same way
upon interactions with reactants. This implies that all Ti sites
give rise to the same contribution, which thus adds
constructively to the overall EXAFS signal. Conversely, we
will see in the following that Fe- and Ga-silicalite-1 behave in a
different way (section 3.3.1).

3.2.2. Template Burning in TS-1: XANES, EXAFS, and
XES Results Compared with Adsorption of Ligand
Molecules. The behavior of TS-1 upon template removal is
completely different from what observed for both Ga- and Fe-
MFI cases (vide infra section 3.3.1). First of all the Ti(IV)
species in the MFI framework show a remarkable stability, as
they do not leave it even under high temperature treatments.
Second isomorphous substitution of Si with Ti in the MFI
framework force Ti in a 4-fold tetrahedral coordination, while
usually Ti prefers a 6-fold octahedral environment. For this
reason, the “true” Ti(IV) species in tetrahedral coordination
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can be observed in the calcined sample only. The XANES
spectra of TS-1 calcined at high temperature (see dotted and
dashed lines in Figure 13a) show a narrow and intense pre-edge
peak at 4967 eV, due to the 1s → 3pd electronic transition
involving Ti(IV) atoms in tetrahedral coordination.512−516 The
same electronic transition for Ti(IV) species in TiO2 (anatase
or rutile)867,868 or in ETS-10 titanosilicate,516,869,870 where
Ti(IV) species are in octahedral environment, is characterized
by a very low intensity because of the small pd hybridization
which occurs in octahedral symmetry. Indeed, the transitions
A1g → T2g are symmetrically forbidden in the case of octahedral
coordination, while the transition A1→ T2 is allowed in the case
of tetrahedral coordination, as in the case of [TiO4] units
hosted in the dehydrated MFI framework.419,512−514,840,871 This
explains why the 4967 eV pre-edge peak, very intense for the
activated TS-1 samples, is strongly depressed in presence of the
TPAOH template (full line curve in Figure 13a): because the
nitrogen atom of the TPAOH molecule penetrates inside the
first Ti(IV) coordination sphere. This picture is quantitatively
confirmed by the EXAFS data summarized in Table 6, because

a second first shell contribution was needed to simulate the
experimental signal collected in presence of template. The fit
resulted in N = 4.0 framework oxygen atoms at 1.83 ± 0.01 Å
and one nitrogen atom of the TPAOH template molecule at
1.99 ± 0.04 Å.781 Once the template molecule has been
removed, (samples activated at 400 and 673 K) the Ti−O
distance of the framework undergoes a small, but well
measurable, shortening (Table 6, column 3).
The ability of Ti(IV) in TS-1 to modify in a reversible (or

nearly reversible) way its local environment from tetrahedral-
like to octahedral-like geometries after interaction with strong
ligands explains the evolution of the XANES (Figure 13a) and
EXAFS (Table 6) data upon template removal, see the first part
of Scheme 2 (L = TPAOH). The same reversible behavior was
observed when the calcined TS-1 has been subjected to the
interaction with ammonia (blue curve in Figure
13b)63,512−514,857,864,865 or water (red line in Figure 13b)63,857

molecules. In this case, upon increasing the equilibrium
pressure of the ligand molecule (L = H2O or NH3), a first
and then a second molecule can be inserted in the Ti(IV)
coordination sphere (Scheme 2). The similarities between the
XANES spectra of TS-1 in presence of template (full line in
Figure 13a) and after interaction with ammonia (dotted line in
Figure 13b) are remarkable.
It is worth noticing that the first studies on dehydrated TS-

1512−515 were limited to the first shell only. Second shell studies
appeared only later and concerned the activated sample
only.419,873 In particular, in collaboration with the colleagues
of the Royal Institution (London GB), Bordiga et al.419 showed
that the four Ti−O−Si angles are not equivalent. Two couples
of angles have been found, the narrower one of 143 ± 5°, and
the broader of 162 ± 5°. The four second shell Ti−Si distances
lie in the 3.26−3.38 ± 0.02 Å interval.419

Figure 13c reports the Kβ-high energy resolution fluo-
rescence detected (HERFD) XANES spectra of TS-1, activated
at 673 K (black curve). In these experimental conditions the 1s
→ 3pd electronic transition becomes as strong as 2.16 in
normalized units, while the same peak collected simultaneously
in total fluorescence yield mode (gray curve) has an intensity of
0.8, as for the spectra of the activated TS-1 reported in Figure
13a−b. The inset of Figure 13c reports the corresponding RIXS
map, where the dotted gray line shows the cut done to obtain
the HERFD spectrum reported in the main part.
Until now we commented the XANES features of the

material. Because XANES is a XAS technique, it gives
information on the unoccupied molecular orbitals (MO).
Information on the occupied MO is provided by valence to
core (VtC) XES spectroscopy, see the scheme in Figure 5b.
Figure 13d shows the nonresonant Kβ XES lines of TS-1
activated at 673 K. The valence to core-XES spectrum (also
called Kβ satellite lines) arises in the region between 4935 and
4970 eV superimposed on the Kβ1,3 tail. A delicate background
subtraction is needed to properly extract the VtC spectrum.
The background-removed VtC-XES spectrum is shown in the
inset of Figure 13d and presents four main features named as A,
B, C, and D by Gallo et al.862a

A detailed DFT study allowed Gallo et al.862 to assign the
occupied MO responsible for the VtC-XES spectrum reported
in the inset of Figure 13d. Using different clusters, basis sets
and functionals the authors reached the following conclusions:
(i) Three main spectral features A, B, and C are observed for all
the simulated spectra, showing a cluster size depending fine
structure, while feature D is obtained only for clusters able to
reproduce also the third coordination shell around Ti(IV). (ii)
In general the MOs linked to transitions responsible for A have
strong O (first shell) 2s atomic character. (iii) The features
labeled B and C arise from transitions involving MOs with
mainly O(first shell) 2p atomic character. The main difference
between B and C is that while the MOs characterizing B have
mainly σ character the MOs characterizing C have mainly π
character. (iv) The shoulder D is mainly due to MOs localized
on the SiO4 groups. (v) No significant spectral shape
modifications is observed using clusters larger than the
Ti[OSi(OH)3]4 one, reported in Figure 13e. For this reason
authors concluded that only atoms up to the third coordination
shell around Ti(IV) contribute to the VtC-XES spectrum of
activated TS-1. In 2013, a work of Gallo et al.862b extended the
VtC XES study of activated TS-1862a to the interaction with
both H2O and NH3 ligands. Assigning the changes of the
electronic structure of Ti(IV) induced by the adsorption

Table 6. Summary of the First Shell EXAFS Analysis of TS-1
in Presence of Template and As a Function of the Activation
Temperature. Reproduced with Permission from Ref 781.
Copyright 1999 The Japan Society of Applied Physics

activation T (K) shell N R (Å) σ (Å)

with template O 4.0 1.83 ± 0.01 (6 ± 1) × 10−2

N 1.0 1.99 ± 0.04 (5 ± 2) × 10−2

400 O 4.4 ± 0.2 1.78 ± 0.01 (6 ± 1) × 10−2

673 O 4.3 ± 0.3 1.79 ± 0.01 (6 ± 1) × 10−2

Scheme 2. Ability of Ti(IV) in TS-1 to Modify in a
Reversible (Or Nearly Reversible) Way Its Local
Environment from Tetrahedral-like to Octahedral-like
Geometries after Interaction with Strong Ligands (L =
TPAOH, H2O or NH3). Reproduced with Permission from
Ref 865. Copyright 1999 American Chemical Society
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processes with DFT calculations, Gallo et al.862b concluded
that, contrary to the widely accepted view (see right part of
scheme 2 and related discussion), the Ti-sites of TS-1 can
coordinate only one H2O or one NH3 molecule. This result
underlines the potentialities of the XES technique combined
with DFT calculations.
3.2.3. Effect of the Amount of Incorporated Heter-

oatom. The goal of this section is to underline the interplay
between Ti insertion in the MFI framework and structure
defectivity. It is well-known that TS-1 samples synthesized
following the original patent102 are rather defective materials
showing a consistent amount of internal defects: the lack of one
or more adjacent T atoms (Si or Ti) is balanced by the
presence of hydroxylated nanocavities in the framework, also
referred as hydroxyl nests.103,874−877 The detailed structural and
chemical role of OH groups in silicalite and TS-1 is still
debated, although it is known that their presence greatly
improves the interaction of the framework with guest molecules
and increases the adsorption capacity of the porous material.
Ti-free silicalite (the [Ti]/([Ti] + [Si]) → 0 limit of TS-1)

exhibits a low acidic behavior of Brønsted nature (because of
the presence of internal hydroxyl nests), that is the origin of its
ability to catalyze selective reactions, which occur only in very
mild conditions, such as the Beckmann reaction,876,877

preventing the undesired formation of coke. Models for the
location and clustering of the hydroxyl groups in Ti-free
silicalite have been proposed on the basis of spectroscopic (IR)
and volumetric observations complemented by molecular
dynamic simulations.103,856,874,876−879 These studies have
evidenced that the presence of isolated T vacancies is not
able to explain the increased adsorption capabilities of silicalite
and the lack of two or more adjacent T sites must be assumed.
In 2000, neutron powder diffraction experiments875,876 revealed
the preferential location of Si atoms vacancies on four out of
twelve independent T-sites in the orthorhombic silicalite
(namely T6, T7, T10, and T11, vide infra Figure 14b). The
fact that T7, T10, and T11 sites are adjacent to each other (and
to the same three sites generated by the symmetry of the Pnma
space group) implies that in principle vacancy clusters up to 6
T defects are possible, so confirming the previous indirect
evidence.
In this subsection it will be discussed the effect of the Ti

insertion on the nature and on the density of hydroxyl nests by
following the evolution of IR, XANES, and EXAFS spectros-
copies and of the neutron powder diffraction data upon
increasing Ti content x. On the basis on the whole set of
presented data, a model of the possible interplay between
hydroxyl nests and framework Ti(IV) species and their synergic
role in the catalytic performances of TS-1 will be presented.
3.2.3.1. Summary of Neutron Powder Diffraction and IR

Studies. To better understand the role played by the
microporous nature of the MFI framework hosting the active
Ti sites, the Torino group has performed an extended
research103,839,864,865,874−881 on the Ti-free silicalite-1, synthe-
sized according to the original patent for TS-1102 (i.e., just
without including TiO2 in the reactants). It has been shown
that silicalite-1 is a defective material showing a high density of
bulk Si vacancies (•) resulting in the presence of hydroxylated
nests: [Si(−O−Si−)4] → [•(HO−Si−)4]. The defectivity of
the MFI matrix is observed for TS-1 also.839,864,865

In a neutron diffraction study Lamberti et al.839,880 have
shown that Ti insertion in TS-1 and Si vacancies in Ti-free
silicalite-1875,880 do not occur randomly but that they are

preferentially hosted in the same four site (among the 12 of the
MFI framework): T6, T7, T11, and T10 sites (see the upper
part of Figure 14b). The correspondence of the four sites
preferentially hosting the Si vacancies in defective silicalite-
1875,880 with those preferentially occupied by Ti atoms in TS-
1839,880 is striking. Moreover, it has been shown using several
independent characterization techniques512,863−865,873,882 (IR,
UV−vis, EXAFS, microcalorimetry) that the insertion of the Ti
heteroatoms in the MFI lattice has a mineralizing effect, i.e. it
causes the progressive decrease of the framework defects. In
particular, Figure 14a reports the OH stretching region of the
IR spectra of dehydrated TS-1 samples upon increasing Ti
content in the 0 ≤ [Ti]/([Ti] + [Si]) ≤ 2.64 interval. The
progressive incorporation of Ti atoms in the framework causes
a gradual decrease of the IR absorption band due to the ν(OH)
mode of the defective Si−OH groups (erosion of the broad
absorption band at 3600−3200 cm−1).
By combining the crystallographic evidence (obtained on

defective silicalite-1 and on TS-1),839,875,880 together with the
IR spectra (Figure 14a), which put in evidence the mineralizing
effect of Ti heteroatoms, it has been suggested that the
incorporation mechanism of the Ti atoms in the MFI
framework occurs via the insertion of titanium in defective
sites of silicalite-1. In this context, it is worth reminding that the
computational study of Ricchiardi et al.856 indicates that the
[TiO4] and the [(OH)4] units, substituting regular [SiO4] units
in the MFI framework, have a rather similar size. In other
words, [TiO4] and [(OH)4] units cause a similar local
deformation when inserted in the MFI lattice. This can explain
the tendency of the same sites to host either a defect (Si
vacancy) or a Ti heteroatom. This also explains why the
amount of incorporated Ti increases to the detriment of
internal OH species: [•(HO−Si−)4] ⇄ [Ti(−O−Si−)4] being
the equilibrium displaced to the right-hand term by increasing

Figure 14. Part a: IR spectra, in the OH stretching region, of TS-1
samples with increasing Ti content x = [Ti]/([Ti] + [Si]), from 0
(silicalite-1) to 2.64. All samples have been activated at 400 K. Part b:
Schematic representation of the preferential location of Ti atoms and
Si vacancies in the MFI framework (upper part) and their interplay
(lower part). Yellow and red sticks represents Si and O of the regular
MFI lattice; green balls refer to Ti, while red and white ones refer to O
and H of defective internal OH groups. Dotted and full arrows
evidence regular [Ti(OSi)4] and defective [Ti(OSi)3OH] sites, see
Scheme 3. Adapted with permission from ref 839. Copyright 2001
American Chemical Society.
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the Ti concentration during the synthesis. The fact that three
out of the four preferential T sites (T7, T10, and T11), for both
Ti insertion and Si vacancy, are adjacent (see top part of Figure
4b) to each other implies that, in principle, a fraction of Ti
atoms could be located in proximity of a Si vacancy. So, the
whole picture emerging from the combined neutron diffraction
and IR studies suggests that, beside regular [Ti(OSi)4] sites,
also defective [Ti(OSi)3OH] sites could be significantly
present, as pictorially represented at the bottom part of Figure
14b (evidenced by dotted and full arrows, respectively).
Also theoretical chemistry has played a role in this debate.

Very recently Yuan et al.883 investigated, on an energetic
ground, the location of Si vacancies and [Ti(OSi)4] and
defective [Ti(OSi)3OH] sites. It was shown that the four
energetically favorable sites for Si vacancies (T6, T12, T4, and
T8 and) are partially the same for [Ti(OSi)4] centers (T10, T4,
T8, and T11). Independently to the insertion mechanism
(replacing Si vacancies or substituting the fully coordinated Si
sites), the most preferential site for Ti is T10, which indicates
that the insertion mechanism does not affect the favorable sites
of Ti in the MFI lattice. For the defective [Ti(OSi)3OH] sites,
it was found that the Si vacancy at T6 with a Ti at its
neighboring T9 site (T6-def-T9-Ti pair) is the most energeti-
cally favorable one, followed by a T6-def-T5-Ti pair with a
small energy gap. These findings are significant to elucidate the
nature of the active sites and, in turn, the mechanism of
reactions catalyzed by TS-1. In this regard, it is worth
reminding the DFT study of Wells et al.884 who showed that
propylene epoxidation performed on Ti sites located adjacent
to Si vacancies in the TS-1 lattice is more efficient than that
occurring on fully coordinated Ti sites.
3.2.3.2. EXAFS and XANES data: evidence of the

copresence of two different Ti framework sites. As
summarized in section 3.2.1, EXAFS spectroscopy was
fundamental in determining the local structure of Ti sites in
TS-1. Although a theoretical coordination number of N = 4 was
expected, slightly higher values were systematically observed for
dehydrated TS-163,512,513,781,863,871 (see also Table 6). However
only a defect-free TS-1 calcined and dehydrated, containing all
perfect or “closed” Ti(OSi)4 sites, would exhibit a theoretical
value of N = 4.0 (Scheme 3a). On the contrary, on the basis of
what debated in section 3.2.3.1, it is known that also a

considerable fraction of defective “open” Ti(OSi)3(OH) sites is
present and that the relative fraction of such sites is higher at
low Ti concentration x. Also defective sites have four
“chemically bonded” oxygen atoms, three bridging Ti with
three different Si framework atoms and one hosting the titanol;
however, in this case, the insertion of a fifth oxygen of the
silanol, formed in the adjacent Si center when the Ti−O−Si
bridge is broken, is expected (Scheme 3b). A coordination
number equal to N = 5 is consequently expected in an ideal
EXAFS measurement performed on a TS-1 sample containing
only open sites. This means that the presence of a relative
fraction y of open sites and of 1.0 − y of closed sites, would give
rise to N = 4.0 + y, being 0 < y < 1.0, in an ideal EXAFS
measurement.
On the basis of what stated above, it is evident that, because

of its atomic selectivity, EXAFS is a technique potentially able
to solve the problem of the structure of Ti(IV) sites.
Unfortunately, because of the small amount of incorporated
Ti atoms in the MFI framework,837 the first EXAFS spectra,
obtained on well manufactured TS-1 catalysts, were affected by
intrinsic low signal to noise ratio and the corresponding
structural parameters obtained by data analysis were charac-
terized by relative large error bars.512,513,871,885 This was
particularly true for the first shell coordination number: N =
4.4 ± 0.6 (data collected at the PULS beamline of the ADONE
storage ring in Frascati Italy),512,513 and N = 4.1 ± 0.5 (data
collected at the X-11A beamline of the NSLS storage ring in the
U.S.).871 Both data were compatible, within the experimental
errors, with the expected value N = 4 for Ti substitutionally
incorporated in a defect free silicalite framework (Ti(OSi)4
site). Schultz et al.,885 worried by the low S/N ratio of the
collected spectra, decided to not report the quantitative analysis
of the EXAFS data.
Later on863 new EXAFS data, characterized by a considerably

improved S/N ratio, were collected. The improvement was the
result of three main factors: (i) an increased photon flux
(XAFS3 station at LURE, Orsay France, vs ADONE PULS
beamline), (ii) the slightly higher Ti content of the sample
(2.03 vs 1.94 wt.%), and (iii) the higher number (9 vs 3) of
EXAFS spectra subsequently collected under the same
experimental conditions to be averaged before data analysis.
The new data allowed the Turin group to strongly improve
their first analysis512,513 and to affirm, after a serious evaluation
of the most relevant sources of errors, of both statistical and
systematic nature,863 that the average first shell coordination
number (N = 4.45 ± 0.25) was significantly greater than four
(see also the datum reported in Table 6, referring to a different
sample).781

Almost ten years later, Bordiga et al.886 reported the results
of the EXAFS data analysis performed on a set of ten high
quality TS-1 samples covering the 0.97−3.59 (TiO2 wt %)
titanium content range. All samples were synthesized in the Eni
laboratories and dehydrated in a carefully controlled atmos-
phere at 400 K.886 Although the first papers reporting EXAFS
measurements on TS-1 dated back at beginning of the
nineties,512,513,834,871,885 this work was the first systematic
study on the evolution of the Ti local environment in TS-1 as a
function of Ti loading by means of EXAFS and XANES
spectroscopies.886 The structural parameters obtained from the
first shell EXAFS data analysis are summarized in Figure 15a−c.
N values greater than 4.0 were obtained for most of the

samples, demonstrating that, whichever is the Ti content, both
perfect closed Ti(OSi)4 and defective open [(H−O−)Ti(−O-

Scheme 3. Closed Ti(OSi)4 Sites (Part a) and Defective
Open Ti(OSi)3(OH) Sites (Part b).a Reproduced with
Permission from Ref 863. Copyright 1998 American
Chemical Society

aThe two schemes correspond to the local structure of the two Ti sites
evidenced by dotted and full arrows in Figure 14b. The presence in
dehydrated TS-1 of open and closed Ti sites was claimed first by the
group of Bonneviot,873,882 combining UV−visible DRS, EXAFS, and
1H and 29Si NMR spectroscopies and successively confirmed by
Lamberti et al.863
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Si−)3] sites are copresent. Although the error bars are still
relevant, from the whole set of data an important trend can be
observed: low Ti loaded TS-1 materials exhibit an N value
significantly higher than the coordination number measured for
the high loaded samples. This time-consuming EXAFS work
indicates that the fraction of defective [(H−O−)Ti(−O-Si−)3]
sites progressively decreases upon increasing the Ti content x,
confirming that Ti has a the mineralizing role in the MFI
framework when the Eni synthesis conditions are adopted.102

This trend perfectly matches the hypothesis put forward on the
basis of the combined IR and neutron powder diffraction
studies summarized in Figure 14: (i) the incorporation
mechanism of the Ti atoms in the MFI framework occurs via
the insertion of titanium in defective sites of silicalite-1, (ii)
because silicon vacancies are clustered, a significant fraction of
framework Ti species are adjacent to a Si vacancy (Scheme 3b),
and (iii) the fraction of defective Ti sites decreases significantly
upon reaching the maximum Ti loading, owing to the partial
saturation of vacancies.

Within the error bars, no significant trends as a function of
the Ti content x could be observed for both the first shell Ti−O
bond length (Figure 15c) and its Debye−Waller factor (Figure
15b). The same holds for the XANES spectra (Figure 15d) .
For each sample, three independent XANES spectra were
collected and the average values of the normalized intensity and
of the fwhm of the peak at 4967 eV are reported in Figure 15d
(red and blue squares respectively). Although small increase of
the normalized peak intensity upon increasing the Ti
concentration x can be appreciated (red squares in Figure
15d), no important variations of the feature which is the
fingerprint of tetrahedral Ti species was observed, suggesting
that both open and closed sites (Scheme 3) have a Td-like
environment. High quality XANES spectra have been
successively measured for four out of these ten samples at
the GILDA BM8 beamline of the ESRF. The normalized
intensity of the 4967 eV peak reached a value of 1.0 but this
increase was related to the higher instrumental energy
resolution available at the ESRF (see Equation 7) and was
not reflecting any structural change in the sample.840 High-
energy resolution fluorescence detected (HERFD) XANES, see
section 2.2.5 (gray curve in Figure 13c), allows to measure an
1s → 3pd peak in activated TS-1 as high as 2.16 and with a
fwhm as narrow as 1.1. eV.
The model of TS-1 reviewed above (Figure 14b) was further

supported from the work of Parker and Millini.887 The authors
investigated, via 1H and 29Si solid-state NMR spectroscopy, a
series of template containing TS-1 and B-MFI samples with
increasing heteroatom content x (up to 3 atoms/unit cell),888

finding a linear negative correlation between the (SiO−) siloxy
anion content (estimated via integration of NMR deconvoluted
peaks) and the Ti content x. This implies that, being the
amount of TPA+ constant (4.4/unit cell), the incorporated
atoms, Ti(IV) or B(III), should contain a negative charge to
allow the electrostatic neutrality of the structure. The
researchers of the EniTecnologie laboratories attributed the
negatively charged Ti(IV) species to [Ti(OSi)4OH]

− sites,
concluding that they are the preferred counterions for TPA+,
and excluding siloxy formation up to the maximum Ti
occupancy. The work of Parker and Millini887 is very important
because it reveals that Ti behaves as other incorporated
heteroatoms, bearing a negative charge; it substitutes Si atoms
at “defective” (siloxy) sites near the TPA+ molecule.
Furthermore, authors concluded that, since Ti must be
proximal to the nitrogen atom of TPA+, its position within
the framework is not expected to be random, as found by the
powder neutron diffraction studies of Lamberti et al.839,880 and
revealed also a striking correspondence between sites
preferentially hosting Ti atoms and Si vacancies.839,875,876,880

On top of this, the study of Parker and Millini,887

summarized above is also able to explain the 5-fold nature of
Ti atoms hosted in the template-containing TS-1 revealed by
both XANES (full-line curve in Figure 13a) and EXAFS (Table
6) in terms of [Ti(OSi)4OH]

− units. This implies that the
original interpretation given by Lamberti et al.781 should be
slightly revised.

3.2.4. Modeling of [Ti(OSi)4] Perfect Sites in Inter-
action with Ligands by an Ab Initio Periodic Approach:
Comparison with EXAFS Results. 3.2.4.1. Brief Overview.
In the past decade, TS-1 has been investigated in many
theoretical works, either based on periodic,861,886,889−891

s e m i p e r i o d i c 8 5 6 , 8 9 2 o r c l u s t e r a p -
proaches.840,841,857−860,862,883,886,893−898 Initially, the cluster

Figure 15. Parts a−c: Summary of the structural parameters extracted
from first shell EXAFS data analysis, performed as described
elsewhere,863 on a set of ten high quality Ti-silicalite (TS-1) samples
covering the 0.97−3.59 (TiO2 wt %) titanium content range,
synthesized in the Eni laboratories. Part a: Coordination number
(N); the red line represents the best linear fit of the experimental data.
Part b: Debye−Waller factor (σ). Part c: Ti−O bond distance (R). In
all parts the corresponding error bars have been reported. Part d:
Summary of the XANES data concerning the fingerprint pre-edge peak
at 4967 eV (due to the 1s → 3pd electronic transition involving Ti
atoms in Td coordination) measured on a fraction of the high quality
TS-1 samples subjected to the EXAFS study summarized in parts (a−
c). Full width at half-maximum and normalized peak intensity are
reported as blue (left ordinate axis) and red (right ordinate axis)
squares, respectively. EXAFS and XANES data were collected at the
EXAFS3 station of the DCI storage ring at LURE, Orsay France using
a double crystal Si(111) and Si(311) monochromator, respectively.
Adapted with permission from ref 886. Copyright 2007 the PCCP
Owner Societies.
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calculations were based principally on minimal models
(Ti(OH)4, Ti(OSiH3)4, Ti(OSi(OH)3)4),

840,841,894,897 and
only successively results from calculations on more complex
models, mimicking the MFI framework with clusters containing
up to 18 T sites, have been published by Damin et
al.857−860,898,899 adopting the cluster/embedded cluster
ONIOM method, to limit computational demand, using in all
cases the Ti(OSiH3)4 portion as the high level part of the
cluster. Very recently a cluster containing 40 T sites has been
proposed by Yuan et al.883 Of high interest are also the ab initio
molecular dynamics approach900,901 the time-dependent DFT
for the simulation of the UV-Vis spectra902 and the first
periodic study on the insertion of Ti in the MFI lattice891 from
the Como group
When applicable, the periodic approach is certainly

preferable as it is able to account for long-range effects and
for the constraints acting on [TiO4] unit when inserted in a
zeolitic framework. Unfortunately, due to the low symmetry of
the MFI framework (which exhibits 12 T sites in the
asymmetric unit and 96 T sites in the unit cell for the
orthorhombic Pnma space group, values which moves to 24 and
192 for the monoclinic, P21/n, space group),

837,839,849,850,879 no
periodic full ab initio studies have been reported up to 2009 on
TS-1. Only Ricchiardi et al.856 have reported in 2000 a hybrid

molecular mechanics/quantum mechanics (MM/QM) study of
TS-1 (vide infra) exploiting the QMPOT code.903 In 2009
Gamba et al.891 reported a first principles study on periodic TS-
1 models (orthorhombic MFI framework) at Ti content
corresponding to 1.35 and 2.7 wt % of TiO2. The study
reported the optimized structure of TS-1 in vacuo. By using
cluster models cut from the optimized periodic DFT structures,
also vibrational and electronic excitation spectra have been
calculated.891 Interaction with adsorbates was not discussed.
Due to its higher symmetry (containing 1 T site in the

asymmetric unit and 12 T sites in the unit cell for the cubic
R3 ̅m space group), chabazite810,811,904 is a zeolitic structure that
is more suitable to be investigated with a periodic approach.
For this reason Ti-chabazite was used as a model system for full
ab initio calculations of the geometric and energetic properties
of molecular adsorption on Ti-zeolites. In this regard, Zicovich-
Wilson889,890 reported a full periodic ab initio calculations on
Ti-chabazite, employing the CRYSTAL code.905 In these works,
Ti-chabazite was obtained by substituting six of the twelve
equivalent Si atoms of the chabazite unit cell with Ti atoms (Si/
Ti = 1/1): this substitution reduces the symmetry from R3 ̅m to
R3 ̅. Unfortunately, the so-obtained Ti-zeolite contains a high
concentration of structural Ti atoms and thus is very far from
TS-1: the variation in the cell parameters with respect to the

Figure 16. Parts a: Optimized periodic Ti-chabazite (Ti-CHA) with Ti/Si ratio =1/11. For sake of clarity only the unit cell (together with all Ti
atoms) is rendered with balls and sticks. Part b: A particular of Ti-CHA framework reported in Part (a). Big gray spheres: Ti. Black spheres: O. Small
white spheres: Si. Part c: Schematic representation of the deformation of the [TiO4] unit upon interaction with ligand molecules L (L = NH3, H2O,
H2CO, and CH3CN). Gray sphere: Ti atom. Big black spheres: O atoms, divided into three equatorial (Oeq) and one apical (Oap). The small black
sphere shows the center of mass (CM) of the three Oeq atoms. Reproduced with permission from ref 886. Copyright 2007 the PCCP Owner
Societies.
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fully siliceous counterpart was quite high: a moves from 9.36 to
9.94 Å corresponding to Δa/a = 6.2% and to ΔV/V > 7%, to be
compared with an experimental value of ΔV/V ≈ 0.9% for high
Ti loaded TS-1.837,849 Damin et al.861,899 reported improved ab
initio periodic calculations on Ti-CHA characterized by a
higher Si/Ti ratio (11, that becomes closer to the value of 30
found in TS-1) and investigating the adsorption of a large
number of molecules on the Ti site. These results still represent
the most complete set of data reported so far in this field, as
Damin et al.861,899 investigated also the molecular adsorption
on Ti(IV) sites, that was missing in the computationally more
advanced study of Gamba et al.891 For this reason, they will be
compared in the following with the EXAFS and XANES data
discussed in the previous sections.
3.2.4.2. Optimized Ti−CHA Framework and Effect of

Interaction with Ligands: Comparison with EXAFS and
XANES Results. After almost two decades of attempts Ti-
chabazite has finally been synthesized only in 2011 by the Oslo
group of Lillerud.758 The interest in Ti-CHA was evident
because its pores are not too small (eight membered rings, 3.8
Å) to limit the diffusion of small molecules; moreover a big
cage, formed by connecting eight hexagonal prisms and
accessible via the eight membered rings (see Figure 16a, b),
is able to host the molecules interacting with Ti. As
summarized above, the relatively small unit cell of the CHA
framework (12 TO2 units per cell) allows ab initio calculations
to be performed at a reasonable computational cost. Damin et
al.861,899 used as starting structure the CHA framework904 (Ti/
Si = 1/11) previously optimized by using the GULP code906

and a shell-model ion-pair potential developed by Ricchiardi et
al.856 The internal coordinates of the GULP optimized Ti-CHA
model were then fully optimized at Hartree−Fock level (HF),
without any symmetry constraints (P1 symmetry). The so
obtained unit cell parameters were a = 9.521 Å, b = 9.412 Å and
c = 9.384 Å (α = 94.3°, β = 94.0°, γ = 95.4°, V = 832.3 Å3).
When the same approach was adopted to model the pure

siliceous chabazite (hereafter Si-CHA) the following unit cell
parameters were obtained: a = b = c = 9.355 Å, (α = β = γ =
94.6° and V = 810.6 Å3), resulting in Δa/a = 1.8% and in ΔV/
V = 2.7%.
An important aspect of the work of Damin et al.861,899 is

devoted to the computation of the geometric perturbation and
energetic costs/gains induced either by insertion of the [TiO4]
moiety inside chabazite framework or by adsorption of a probe
molecule or both. Note that a similar distortion of the Ti local
environment was found by insertion of Ti inside a T site of a
big cluster mimicking a fraction of a zeolite framework.857−860

For a perfect Td symmetry, the unique geometric variable of the
TiO4 group is the Ti−O distance, the six O−Ti−O angles
being equivalent (∼ 109.5°) (see left part of Figure 16c). A
rupture of the perfect Td symmetry occurs when the TiO4

group is inserted inside a zeolitic framework or upon
adsorption of a ligand molecule L or both. In particular,
when ligand molecule L approaches the Ti(IV) atom along one
of the four Ti−O axes, the Td symmetry is broken and the four
oxygen ligands are no longer equivalent, being split into one
apical and three equatorial (Oap and Oeq in the left part of
Figure 16c). The [TiO4] group is now basically defined by two
Ti−O distances (Ti−Oap and Ti−Oeq) and by two angles: α =
Oeq−Ti−Oeq and β = Oeq−Ti−Oap (differing from 109.5°). Let
us now define CM, the center of mass of the three Oeq (little
black sphere in Figure 16c), and RTi−CM as the distance between
Ti and CM. For perfect Td symmetry α = β ≈ 109.5° and
RTi−CM = 0.334 RTi−O. On the opposite side, when the TiO4

unit is deformed to a perfect bipiramidal geometry and hence
Ti lies in the Oeq plane, α = 120° and β = 90°, while RTi−CM = 0.
It is evident that α, β, and RTi−CM are the three main parameters
able to quantify the distortion of the TiO4 unit from the Td

symmetry.857−861,899 This geometrical description is valid under
the assumption that the L···Ti(Oeq)3 moiety retains the C3 axis
(Ti−Oap); if not, the symmetry is further lowered and the three

Table 7. Most Relevant Geometric Features of the [Ti(OSi)4] Unit of the Ti-CHA Framework Optimized at the Periodic
Restricted Hartree−Fock (RHF) Level in Vacuo (L = −) and after Adsorption of Different Ligand Molecules, L = H2O (O),
NH3 (N), H2CO (O), CH3CN (N), the Ti−L Distance Refering to the Atom of the Molecule Reported in Brackets after the
Molecule Formulaa

model/method L RTi−O (Å) α (deg) β (deg)
RTi−CM
(Å) RTi−Si (Å) Ti−O−Si (deg)

RTi−L
(Å) ref

TS-1/EXAFS 1.81 ± 0.01 (3.22−3.36) ± 0.02 (143, 162) ± 5 419
Ti-β/EXAFS 1.80 739
Ti-CHA/EXAFSb 1.81 ± 0.02 unpublished
Ti-STT/EXAFSb 1.84 ± 0.02 unpublished
Ti(SiOH3)4/DFT 1.803 109.5 109.5 0.601 3.461 180 859
Ti-CHA/RHF 1.790−1.802 108.6−112.9 107.9−108.8 0.569 3.239−3.301 144.9−149.9 861
TS-1/PBE-DFTc 1.792−1.800 110.3−113.3 105.6−108.3 3.20−3.31 138−154 891
Ti-CHA/RHF H2O 1.802−1.825 115.6−118.3 99.5−100.6 0.322 3.227−3.350 141.4−157.6 2.38 861
Ti-CHA/RHF NH3 1.805−1.841 113.1−120.5 97.8−99.3 0.267 3.237−3.357 143.0−157.2 2.36 861
Ti-CHA/RHF H2CO 1.797−1.822 114.4−118.7 100.4−100.6 0.331 3.233−3.337 144.2−154.9 2.42 861
Ti-CHA/RHF CH3CN 1.801−1.830 113.2−119.7 98.9−99.8 0.292 3.237−3.349 141.4−157.8 2.49 861

aFor sake of comparison, the same geometric features obtained with a cluster approach on the Ti(SiOH3)4 cluster, where Ti lies in perfect Td
symmetry, are also listed (fifth row) together with those obtained from a recent periodic study on TS-1891 (seventh row). Also reported are the
experimental RTi−O values obtained from EXAFS studies on titanosilicates where Ti(IV) was isomorphically inserted in different frameworks. When a
second shell analysis was performed also RTi−Si distances and Ti−O−Si angle are reported. For comparison also the experimental values obtained
from EXAFS studies on TS-1,419 Ti-β,736 Ti-CHA758 and Ti-STT759 are reported in the first four lines. bThe lower amount of Ti incorporated in the
CHA758 and STT759 frameworks did not allow a second shell analysis to be made. Data collected in fluorescence mode on ESRF BM23 beamline.
cPeriodic calculation performed on orthorhombic TS-1 using the PBE gradient-corrected DFT functional and plane waves as basis set and with a 30
Ry cutoff for the plane wave expansion of the orbitals and a 180 Ry cutoff for the electronic density (PBE/VDB/30) at the Γ point.891 12
independent T sites are considered, only extreme values are reported here.
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Oeq ligands are no more equivalent, resulting in four different
Ti−O distances and three different α and β angles.
The values of the most important geometrical parameters

emerging from the periodic HF optimization of the Ti-CHA
structure are summarized in the sixth row of Table 7.
Concerning the first Ti shell, the perfect Td symmetry, typical
for minimal clusters such as Ti(SiOH3)4,

859 is broken by the
framework constraints, resulting in: (i) four different RTi−O
distances in the 1.790−1.801 Å range, (ii) a RTi−CM distance
shorter with respect to that expected for a perfect Td symmetry
by 0.032 Å, and (iii) α and β angles different from 109.5°, by
less than 3°. The experimental RTi−O values observed by
EXAFS on TS-1 (see also Figure 15c), Ti-Al-CHA, Ti-STT,
and Ti-β (Table 7) are in good agreement with the computed
values. It must be recalled that EXAFS provides average values
and can not optimize four independent Ti−O contributions
characterized by a small difference in RTi−O. Coming to the
analysis of the second Ti shell in TS-1, the four Ti−O−Si
angles of the optimized structures at periodic HF level are
divided in two couples (two at about 144° and two at about
150°) which differ from each other of only 6°. A larger splitting
of the Ti−O−Si angles was obtained from the experimental
data on TS-1,419 where two couples of Ti−O−Si angles located
at 143 ± 5° and 162 ± 5° was determined by EXAFS. This
difference is a consequence of the different framework topology
(MFI vs CHA); as a matter of fact, computations performed on
the MFI framework (periodic approach)891 or on large clusters
cut from the MFI framework859,899 resulted in a splitting of the
two couples of Ti−O−Si angles larger than those obtained on
CHA.861 The four Ti−Si computed distances lie in the 3.239−
3.300 Å range, in good agreement with the experimental ones
observed on TS-1, that are in the 3.26 ± 0.02 Å and 3.38 ± 0.02
Å interval.419 Unfortunately, the lower Ti content of Ti-
CHA758 prevents a safe second shell analysis of the EXAFS
data.
The data summarized in the top part of Table 7 demonstrate

that the Ti-CHA structure (computed with Si/Ti = 11) is a
good, although not perfect, model for simulating the geo-
metrical properties of TS-1 in vacuo. Next step will be the
comparison between theoretical and experimental results on
the adsorption of small molecules. The structural properties of
Ti-CHA model in interaction with different probes molecules
(H2O, NH3, H2CO, and CH3CN) as obtained from periodic ab
initio calculation on Ti-CHA861 are summarized in the bottom
part of Table 7, whereas the comparison between theoretical
and experimental results857,872 as obtained by EXAFS (Figure
17a) and XANES (Figure 13b) data is reported in Table 8 for
H2O and NH3 ligands. The FT of the EXAFS spectra for
activated TS-1 and for TS-1 in interaction with H2O and NH3
are shown in Figure 17a. Adsorption of both molecules causes
an increase of the first shell RTi−O distances, already visible in
the experimental spectra The computed ΔRTi−O (averaged on
the four bonds) are in qualitative agreement with the
experimental values. Calculations show that ligand adsorption
causes a (further) distortion of the TiO4 moiety from
tetrahedral toward bipiramidal symmetry, as monitored by
the modification of α and β angles (Table 8). Ligand
adsorption modifies also the second shell environment as
documented by the calculated Ti−O−Si and RTi−Si values in
Table 7 and by the changes in the contribution around 3 Å in
the experimental data reported in Figure 17a. Experimental and
theoretical data summarized in Table 8 indicate that NH3 is a
ligand more efficient than H2O in the distortion of the Td

symmetry, in agreement with IR evidence on the perturbation
of the 960 cm−1 band.857 Also the XANES spectra of activated
TS-1 is strongly modified by H2O and NH3 adsorption (vide
supra Figure 13b and related discussion). In an attempt to
quantify, from the experimental XANES data, the distortion of
the TiO4 unit from the perfect Td geometry the Fexp(Td)
parameter was defined as886

= → →F T I I( ) (L)/ (vacuum)d
exp

1s 3pd 1s 3pd (33)

where I1s→3pd is the intensity of the XANES pre-edge band at
4967 eV. The larger is the distortion the smaller is the F value.
This definition holds, at least at a first approximation, because
Ti(IV) species in octahedral symmetry exhibit pre-edge features
of very weak intensity.512,867,868,870,907−912 As I1s→3pd is strongly
affected by the energy resolution (ΔE/E) of the measurement
(which depends on the photon source, monochromator, source
to sample distance and slit opening, see eq 7 in section 2.2.1),
the Fexp(Td) parameter is meaningful only when the XANES
spectra of the sample in vacuo and in presence of adsorbate L
have been collected strictly under the same experimental
conditions. The computational counterpart of Fexp(Td) is the
parameter F(Td), defined as the relative contraction of the Ti−
CM distance (Figure 16c) upon ligand adsorption:886

=  F T T( ) Ti CM(L)/Ti CM( )d d (34)

Note that as a model for [TiO4] units in perfect Td symmetry
the Ti(SiOH3)4 cluster859 was used,886 therefore, a small
distortion from the Td symmetry is computed also for the Ti-
CHA model in vacuum: F(Td) = 0.95. According to these
definitions, a qualitative agreement between experimental and
theoretical F values was obtained:886 water results in Fexp(Td) =
0.51 and F(Td) = 0.54, whereas ammonia shows Fexp(Td) = 0.28
and F(Td) = 0.44 (Table 8).
Coming to the equilibrium distance between Ti the ligand

molecules (RTi−L, L = H2O, NH3) periodic calculations gives a

Figure 17. Part a: k3-weighted FT of the experimental EXAFS spectra
of TS-1 (x = [Ti]/([Ti] + [Si]) = 3.0 in TiO2 wt.%) activated at 400 K
(black line) and after subsequent interaction with water (red line) and
ammonia (blue line). Part b: FEFF8 simulation of the MFI_T16/H2O
cluster (red bold line), of the single scattering Ti−OH2 contribution
(black line) and of the MFI_T16/H2O cluster without the Ti−OH2
path (orange thin line). Part c: FEFF8 simulation of the MFI_T16/
NH3 cluster, (blue bold line), of the single scattering Ti-NH3
contribution (black line) and of the MFI_T16/NH3 cluster without
the Ti-NH3 path (cyan thin line). The MFI_T16 cluster contains 16 T
atoms (1 Ti and 15 Si), as described elsewhere.859 Adapted with
permission from ref 857. Copyright 2002 American Chemical Society.
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shorter RTi−L for NH3 then for H2O (2.36 vs 2.38 Å, see Table
7),861 in agreement with the stronger interaction. A larger
difference was observed in the computations based on large
clusters,857 showing Ti···(NH3) ≈ 2.34 vs Ti···(H2O) ≈ 2.41 Å.
On the basis of the computed Ti···(H2O) and Ti···(NH3)
distances the contribution of adsorbed molecules to the
experimental EXAFS spectra (Figure 17a) would be expected
in the R region between the first Ti−O and the second Ti−Si
shell peaks. Although some features appear upon water or
ammonia adsorption in the 1.90−2.65 Å (phase uncorrected)
range, however their low intensity prevented any attempt to
obtain reliable structural data.857 The low intensity of the ligand
contribution was interpreted on the basis of a high Debye−
Waller factor for the Ti···(H2O) and Ti···(NH3) bonds,
suggested also by the very low bonding energies determined
in parallel microcalorimetric857,864,865 data and computed by ab
initio methods.857,859,861 On this basis, adsorbed water
(ammonia) molecules are not directly detected by EXAFS,
which is only able to measure the effect that the H2O (NH3)
adsorption has on the Ti−O first shell bond lengths and the
second shell deformation.
To verify this interpretation, Bordiga et al.857 used the

optimized geometry obtained for a large cluster (TiSi15O22H20,
labeled as MFI_T16) after interaction with water and ammonia
(hereafter MFI_T16/H2O and MFI_T16/NH3 clusters) as
input of the FEFF8 code442 to generate a simulated EXAFS
signal in the framework of the MS approach. The aim of these
simulations was to evaluate the weight of the single scattering
Ti−OH2 (Ti−NH3) contribution to the overall EXAFS signal
of TS-1 in interaction with water (ammonia). So no
geometrical optimization of the clusters nor of the Debye−
Waller factors σ of the different paths has been performed in
the FEFF8 simulations, the latter being arbitrarily fixed to σ = 0
Å for all paths, see eq 19. The simulated EXAFS signals are
reported in bold in Figure 17b and Figure 17c for MFI_T16/
H2O and MFI_T16/NH3 clusters, respectively, along with the
single scattering Ti−OH2 (Ti-NH3) contribution (black
curves); finally the signal of the MFI_T16/H2O and
MFI_T16/NH3 simulated without the Ti−OH2 (Ti−NH3)

contribution are also shown. In both cases, the spectra
simulated with and without the ligand contribution are very
similar. This is the proof that the modification of the overall
EXAFS signal caused by insertion of a water or an ammonia
molecule, into the first coordination shell of Ti(IV), is due to
the modification of the framework O and Si position to
accommodate the ligand molecule, and not to the additional
single scattering Ti−OH2 and Ti−NH3 contribution. In this
regard, it is worth recalling that Corma and co-workers739

reported a two ligands EXAFS fit for the first Ti−O shell of
rehydrated Ti-β samples. In that work, the first Ti−O shell was
simulated by considering the contribution of both the four
framework oxygen atoms and the oxygen of the adsorbed water
molecule, resulting in Ti−OH2 distances in the 2.12−2.20 Å
range. Authors, however, underline that, because of the high
number of optimized parameters, the results of the two ligands
fit should be considered with care. They so have analyzed the
experimental data using only one Ti−O distance in the fit: in
such a model they just observe the increase of the average Ti−
O distance of the framework oxygen (ΔRTi−O = 0.03−0.04
Å).739 This second interpretation well agrees with the model
proposed by Bordiga et al.857 for the TS-1/H2O system
reviewed here above.

3.2.5. Reactivity of Framework Ti Species toward
H2O2/H2O. 3.2.5.1. Reactivity of TS-1: A General Overview.
As outlined above (section 3.1) TS-1 is a selective catalyst for
mild oxidation reactions using hydrogen peroxide as oxidative
agent, therefore its working condition is the H2O2/H2O
solution. Despite the numerous papers describing the catalytic
activity of TS-1, only a few works have tried to investigate at the
molecular level the nature and the properties of the active
species formed in TS-1 upon interaction with H2O2. This lack
can be ascribed to severe experimental problems, mainly due to
the presence of H2O (which precludes the extended use of IR
spectroscopy) and to the lability of complexes formed by H2O2
on Ti(IV) centers in TS-1. The same problems occurs also for
XANES and EXAFS spectroscopies, because water strongly
absorb X-rays at the Ti K-edge energy (5 keV, see Figure 3b).
This is the reason why, after more than thirty years from the

Table 8. Effect of Ligand Interaction (L = H2O, NH3, and H2O2, in Aqueous Solution) on the Local Geometry of the [TiO4]
Units As Determined by EXAFS857,872 (Columns 2 and 3), XANES857,872 (Columns 4 and 5) and Ab Initio861 (Columns 6−9)
Techniques

experimental EXAFS and XANES on TS-1b ab initio periodic Ti-CHAc

matrix L RTi−O (Å) ΔRTi−O (Å) I1s→3pd Fexp(Td) ΔRTi−O (Å) F(Td) Δα (deg) Δβ (deg)

TS-1 1.79 ± 0.01 0.79 −0.007 0.95 +1.2 −1.2
TS-1 H2O 1.82 ± 0.02 +0.03 0.40 0.51 +0.02 0.54 +7.5 −9.5
TS-1 NH3 1.88 ± 0.02 +0.09 0.22 0.28 +0.03 0.44 +7.3 −11.0

experimental EXAFS and XANES on TS-1a

TS-1e H2O/H2O2 1.83 ± 0.02 +0.03 0.09 0.11
experimental EXAFS and XANES on βe

Ti-βd 1.79 ± 0.02 1.01
Ti-βd H2O 1.86 ± 0.02 +0.05 0.68 0.67

aFrom EXAFS data, we report the average Ti−O bond distance (RTi−O) and its perturbation upon ligand insertion (ΔTi−O). From XANES data we
report the intensity of the pre-edge fingerprint band at 4967 eV (I1s→3pd) and the evaluation of the distortion from tetrahedral geometry Fexp(Td)
defined as I1s→3pd(L)/I1s→3pd (vacuum). For the H2O and NH3 ligands, the periodic Ti-CHA model has been considered. From that study, we report
the average perturbation of the Ti−O bond distance upon ligand insertion (ΔTi−O), the evaluation of the distortion from tetrahedral geometry F(Td)
defined as Ti-CM(L)/Ti-CM(Td) and the distortion of the α and β angles, (Δα and Δβ, respectively). For comparison, also the EXAFS/XANES
data reported by Blasco et al.739 on Ti-β are here reported. Unpublished Table, reporting data from the quoted references. bExperimental data taken
from refs 857 and 872. cTheoretical data taken from ref 861. dOnly three out of four framework oxygen have been detected by EXAFS upon
interaction of TS-1 with H2O/H2O2.

886 eExperimental EXAFS and XANES data on the Ti-systems came from the Corma Group.739 They used a
different normalization to define the I1s→3pd value, so only the ratio Fexp(Td) can be used to compare TS-1 and Ti-β results.
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discovery of the material, the detailed structure of the active
intermediate catalytic center is still debated.
The most used technique to investigate the nature of the

active species is UV−vis DRS spectroscopy, because it is not
affected by the presence of H2O. This technique has revealed
the formation, upon contact with H2O2 water solution, of a new
band around 26 000 cm−1 (385 nm, responsible of the observed
yellow color), assigned to LMCT from a O−O moiety to the Ti
center,759,872,898,913−919 see the inset in Figure 18a. Other

t e c h n i q u e s , s u c h a s E P R , 7 6 5 , 9 1 7 , 9 1 8 , 9 2 0 − 9 2 2

Raman759,913,914,919,923 EXAFS,59,764,866,872,898,919,924 and ab
initio calculations764,896−899,923,925,926 have been adopted to
investigate the complexes formed upon dosing H2O2 (or more
complex species such as tert-butyl hydroperoxide) on

titanosilicates. From all of these results, it has been established
that several species can be generated at Ti sites upon H2O2/
H2O contact, which can have neutral (coordinated H2O2),
peroxidic, superoxidic, and hydroperoxidic character. The most
popular view is that the active species is a Ti-hydro-
peroxide,709,758,759,857,866,913−915,923,925−927 which can be
formed upon deprotonation of the H2O2 molecule on the
Ti(IV) site itself, either on a perfect [Ti−(O−Si)4] site by
rupture of one out of the four Ti−O−Si bridges or on a
defective [(H−O)−Ti−(O−Si)3] site by elimination of a water
molecule, (see Scheme 4, parts a and b, respectively).
Alternatively, hydroperoxidic complexes can be formed by
interaction of Ti(IV) with a HO2

− anion (the pKa of the H2O2
+ H2O ⇄ HO2

− + H3O
+ equilibrium being 11.8 in water at 20

°C).898

The Ti-hydroperoxide species may be either end-on
monodentate (η1) or side-on bidentate (η2), as shown in
Scheme 5a, although other structures cannot be ruled out.

Unfortunately, there is no Ti-hydroperoxo compound of
known structure to be used as model for comparison with
spectroscopic and structural data. Conversely, the structure of
several Ti-peroxo complexes are known by diffraction
studies,928−930 all of them showing the side-on η2 geometry
(see Scheme 5b). Peroxo complexes can be formed in TS-1 by
evolution of both η1 or η2 hydroperoxo complexes upon a

Figure 18. Part a: XANES spectra of TS-1 (black line), immediately
after contact with H2O2/H2O solution (yellow line), after time elapse
of 24 h (blue line) and after subsequent H2O dosage (orange line).
Part b: As part a for the k3-weighted, phase-uncorrected, |FT| of the
EXAFS spectra. The spectra have been recorded at 77 K. The insets in
parts a and b report the UV−vis DRS spectra and the Raman spectra
(collected with the 442 nm laser, able to excite the LMCT transition,
see arrow) of analogous samples subjected to the same treatments.
Experimental data from in refs 898 and 913.

Scheme 4. Representation of Equilibria between perfect (a) and defective (b) TiO4 Framework Species and Corresponding
Hydroperoxo Species in H2O2/H2O Solutions. Reproduced with Permission from Ref 886. Copyright 2007 the PCCP Owner
Societies

Scheme 5. Part a: Graphic Representation of End-on
Monodentate (η1, Left) and Side-on Bidentate (η2, Right)
TiOOH Hydroperoxo Species. Part b: Graphic
Representation of Side-on η2 Ti Peroxo Complex.
Reproduced with Permission from Ref 886. Copyright 2007
the PCCP Owner Societies
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further deprotonation in presence of water, with formation of
H3O

+/H2O (vide infra Scheme 6b). In this respect it has been
demonstrated, by titration in aqueous medium with NaOH,
that the acidity of the TS-1/H2O system is remarkably
increased by addition of H2O2, a feature not observed for the
Ti-free silicalite-1 system.898 The increased acidity of the TS-1/
H2O2/H2O system must be ascribed to a peculiar interaction
between H2O2 and Ti(IV) centers. These data find simple
explanation by assuming that TiOOH species are the acidic
species detected during the titration experiments and thus
support the thesis of a deprotonation of the H2O2 molecule.
X-ray absorption spectroscopies (both in the XANES and

EXAFS regions) have been determinant in highlighting the
structure of the species formed by adsorption of H2O2 on Ti
centers inside TS-1 framework. Spectra have been collected at
77 K, to prevent the thermal decomposition of the peroxo
complexes. The interaction of H2O2/H2O solution (yellow

spectrum in Figure 18a) with the activated catalyst (black curve
in Figure 18a) modified drastically all the XANES features
characteristic of Ti(IV) in a tetrahedral environment (see
discussion in section 3.2.2). The pre-edge feature decrease in
intensity (from 0.97 to 0.09 in normalized μunits), and become
broader (from 1.3 to 2.4 eV at the fwhm), testifying the
complete loss of the Td symmetry: F

exp(Td) = 0.11, see eq 33
and Table 8. In the meanwhile, two prominent and well-defined
features around 4984 and 4995 eV appear in the edge and
postedge region. The k3-weighted, phase uncorrected, |FT| of
the corresponding EXAFS spectra, reported in Figure 18b,
show a complete modification of both first and second
coordination shells around Ti when the H2O2/H2O solution
is contacted to TS-1 (compare black and yellow curves). In
particular, the first shell signal is drastically reduced, while the
second shell one is substantially decreased. This behavior has
been interpreted in terms of the rupture of a Ti−O−Si bridge

Scheme 6. Part a: Representation of Equilibria between TiO4 Framework Species and Side-on η2 Ti Peroxo Complexes Inside
TS-1 Channels upon Dosage of H2O2/H2O (left) and between Side-on η2 Ti Peroxo and End-on η2 Ti Hydroperoxo Complexes
upon Dehydration (Right). Part b: Representation of Equilibria between TiO4 Framework Species and η2 End-on Ti
Hydroperoxo Complexes upon Dosage of Anhydrous H2O2 (Left) and between End-on η2 Ti Hydroperoxo and η2 Side-on Ti
Peroxo Complexes upon Hydration (Right). Reproduced with Permission from Ref 886. Copyright 2007 the PCCP Owner
Societies

Table 9. Summary on the XANES (Columns 2−6), EXAFS (Columns 7−9), and DRS-UV−vis (Last Column) Results Shown in
Figure 18.a Data Reported with Permission from ref 898 Copyright 2004 American Chemical Society

spectrum/
conditions

pre-edge
intensity

pre-edge fwhm
(eV) Fexp(Td)

white line
intensity

white line position
(eV) shell R (Å)

NOframework ±
10%

DRS(385
nm) %

in vacuo 0.79 1.4 1.00 1.14 5004 OF 1.79 ± 0.01 4 1
H2O/H2O2 0.09 3.4 0.11 1.46 (1.45) 4984 (4995) OF 1.83 ± 0.02 2.8 82

OO 2.01 ± 0.02 2
after 24 h 0.38 2.6 0.48 1.25 4996 OF 1.82 ± 0.01 4 49
+H2O 0.23 2.8 0.29 1.24 (1.28) 4984 (4994) 66

aRows 1−4 refer to TS-1 in vacuo, immediately after contact with H2O2/H2O solution, after time elapse of 24 h and after subsequent H2O dosage,
respectively. Rows 2 and 4, reflecting a significant fraction of TiOO species on the TS-1 sample, are characterized by a doublet in the XANES edge
(Figure 18a), so in columns 5 and 6, two values have been reported. For the sample in presence of H2O/H2O2 (second row) a two ligand fit has
been mandatory: OF and OO refer to the framework oxygen and the peroxo species, respectively. The latter exhibiting a coordination number of 2.
The EXAFS data analysis of spectrum after H2O addition (last row) has not been performed owing to the heterogeneity of the Ti(IV) species in such
conditions. The last column refers to the intensity of the LMCT band from the OO to Ti in then DRS UV−vis spectra (Figure 18a). .
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(i.e., of a loss of a first shell framework ligand: NOframework = 2.8)
and the appearance of a new side-on O−O ligand located at
2.01 Å.866,872,898 Table 9 summarizes the XANES, EXAFS, and
UV−vis data reported in Figure 18. This model will be
supported by ab initio results summarized in section 3.2.5.4.
The XAFS results are supported by resonant Raman

data.913,914,919 The inset in Figure 18b reports the Raman
spectra, collected with the 442 nm laser, of TS-1 before and
after interaction with H2O2/H2O solution (black and yellow
line, respectively). It is evident that the interaction with H2O2
causes (i) a reduction in intensity and a blue shift in frequency
of the 960 cm−1 mode, now at 976 cm−1, (ii) the quenching of
the 1125 cm−1 mode, due to a rupture of the Td-like symmetry,
(iii) the appearance of the strong and sharp (O−O) stretching
mode at 875 cm−1 because of H2O2/H2O solution physisorbed
into the zeolite channels, and (iv) the appearance of a strong
and complex new feature centered at 618 cm−1. Features (i−iii)
are also observed when the same experiment is performed with
a 1064 nm laser source.923 Conversely, the 618 cm−1 band was
not observed neither on the TS-1/H2O2/H2O system using a
1064 nm source nor on the Ti-free silicalite-1 molecular sieve
upon interaction with H2O2/H2O solution with 442 nm
exciting source, and was so ascribed to a Raman enhanced
vibration mode of an intermediate complex913,914 excited using
a laser with the λ in the LMCT transition of the peroxo
complex . On the basis of comparison with the
(NH4

+)3(TiF5O2)
3‑ model compound, the Raman mode at

618 cm−1 has been assigned to a η2 side-on Ti-peroxo species
(see Scheme 5b).913,914

The combined UV−vis, resonant-Raman, and XANES
characterization approach has recently been used to investigate
the Ti-STT/H2O/H2O2 system.759

3.2.5.2. Reactivity of TS-1: Equilibrium between Peroxo
and Hydroperoxo Species. The XAFS (Figure 18a) and
resonant Raman (inset of Figure 18b) data presented above
fully demonstrate that the dominant species in the TS-1/H2O2/
H2O working system is a η2 side-on Ti-peroxo species,
characterized by a yellow color (inset of Figure 18a). The
question is now: is the Ti-peroxo species formed in TS-1 the
active one or do we have to hypothesize a conversion into a
hydroperoxo active species? It is well-known that the yellow
color of the TS-1/H2O2/H2O system is lost within some hours
(see blue line in the inset of Figure 18a).872,898 This behavior
was generally interpreted in terms of a high lability of the
peroxo species. However, it has been demonstrated that the
addition of water on the one-day aged catalyst is able to restore
almost completely its yellow color (orange line in the inset of
Figure 18a).872,898 Since the hydroperoxo complexes are
generally not colored, this suggests that water is not just a
medium for transporting products on the catalytic sites but has
an active role in determining the relative concentration of
peroxo/hydroperoxo species present on the working catalyst.
Scheme 6a summarizes the model hypothesized by Bonino et
al.898,919 on the basis of the whole set of experiments reported
in Figure 18.
The UV−vis data discussed above are strongly supported by

XANES and EXAFS experiments. After a 24 h aging period of
the TS-1/H2O2/H2O system, most of the water present on the
sample evaporates and the XANES features of the side-on η2

Ti-peroxo complex disappear (from yellow to blue curves in
Figure 18a). By contacting the 1-day-aged catalyst with water all
features of the side-on η2 Ti-peroxo complex are almost
restored (orange curve in Figure 18a). The reversibility of this

process is clearly observed also in the k3-weighted, phase
uncorrected, |FT|s of the EXAFS spectra (Figure 18b). Table 9
summarizes the XANES, EXAFS, and UV−vis data reported in
Figure 18.
Prestipino et al.866,931 have successively reported an

experimental breakthrough in this field as they where able to
dose an almost anhydrous H2O2 vapor (using KH2PO4·H2O2 as
hydrogen peroxide source) in situ on the activated TS-1 catalyst
(black line in Figure 19a). The XANES spectrum of TS-1

contacted with anhydrous H2O2 from the gas phase (blue line
in Figure 19a) gave results very similar to that obtained after
dehydration of the TS-1/H2O2/H2O system by time elapsing
(see blue curve in Figure 18a). Finally, when water is added to
the uncolored catalyst previously contacted with anhydrous
H2O2, the sample turns yellow and its XANES spectrum
(yellow curve in Figure 19a) possesses the fingerprint features
of the η2 side-on Ti-peroxo species. Scheme 6b completes the
picture, showing that the equilibrium between the uncolored
end-on η2 Ti-hydroperoxo complex and the yellow colored
side-on η2 Ti-peroxo complex is tuned by the amount of water
present in the TS-1 channels. The EXAFS part of the X-ray
absorption spectra (see Figure 19b) confirms the picture
emerged XANES: anhydrous H2O2 modifies significantly the
first coordination sphere around Ti, leaving the second one
almost unaffected (compare black and blue lines in Figure 19b).
Conversely, when H2O is added a complete modification of
both first and second shell signals is observed (yellow line in
Figure 19b), which has been interpreted in terms of the rupture
of a Ti−O−Si bridge.872,898 The new data by Prestipino et
al.866,931 suggest that this last effect is not present in anhydrous
conditions.
What observed on TS-1 and here briefly resumed is not

peculiar for TS-1 only but can be observed on other
titanosilicates like Ti-MSA, a mesoporous amorphous material
having Ti(IV) centers exposed on the surface of the
pores.932,933 The largest pores of this material allow to form
peroxo/hydroperoxo complexes by dosing t-butyl hydroper-
oxide. The XANES spectrum of Ti-MSA in vacuum (black line
in Figure 20a) is typical of almost Td-like Ti(IV) centers: the
intensity of the A1 → T2 pre-edge peak is only 0.69, to be

Figure 19. XANES spectra (part a) and phase-uncorrected k3-
weighted FT of the EXAFS data (part b), collected at 77 K, of
activated TS-1 catalyst (black line), after contact with “anhydrous”
H2O2 from the gas phase (blue line) and after subsequent contact with
water (yellow line). Adapted with permission from ref 866. Copyright
2004 Wiley-VCH.
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compared with 0.91 for TS-1 (data obtained at the GILDA
BM8 beamline at the ESRF, characterized by a better energy
resolution, with respect to the data summarized in Table 8,
Table 9 and Figure 15d). Upon dosing the t-butyl hydro-
peroxide in decane solution on Ti-MSA (blue curve in Figure
20a) a spectrum similar to that obtained on TS-1 contacted
with anhydrous H2O2 is observed in both XANES and EXAFS
regions (blue curve in Figure 19).866 When the t-butyl
hydroperoxide diluted in H2O is dosed (orange curve in
Figure 20a), the two features in the edge of the XANES
spectrum typical of a η2 side on peroxo complex start to be
appreciable. Such features are much more evident if a H2O2/
H2O solution is dosed on Ti-MSA (yellow curve in Figure 20a),
but such interaction causes an irreversible extraction of the Ti
species from the siliceous matrix, as evidenced by the
prominent elongation of the Ti−O first shell contribution
(Figure 20b). This evidence explains, on the local ground, why
mesoporous Ti-silicates are not suitable catalysts for the use in
H2O2/H2O solutions where the lost of a significant fraction of
Ti species occurs. Conversely, the excellent catalytic properties
of TS-1 under such conditions are paralleled by the reversible
formation of the η2 side on peroxo complex.
Summarizing, the in situ XANES and EXAFS studies,

coupled with UV−vis DRS and resonant Raman experi-
ments,866,898 on hydrated and anhydrous peroxo/hydroperoxo
complexes formed on crystalline microporous and amorphous
mesoporous titanosilicates have evidenced, for the first time,
the existence of an equilibrium between η2 side-on peroxo
species and η1 end-on hydroperoxo complexes. The amount of
water is the key factor in the equilibrium displacement. In this
regard please note that, owing to the hydrophobic character of
TS-1, substrates such as olefins are the dominant species in the
channels. This fact assures a relatively low local concentration
of water, which in turns guarantees a sufficient presence of the
active η1 end-on hydroperoxo complexes under working
conditions.
3.2.5.3. Modeling of the Reactivity of [Ti(OSi)4] Perfect

Sites by an Ab Initio Periodic Approach: Comparison with
EXAFS Results. The Ti-CHA model, previously discussed in

section 3.2.4.2 (Figure 16), has been adopted by Bordiga et
al.886 to study H2O2 adsorption at Ti(IV) perfect site (Scheme
3a) by means of full ab initio periodic methods. The CRYSTAL
code934,935 has been employed to calculate energetic features
and to optimize structures. In this case calculations have been
performed at both restricted Hartree−Fock (RHF) and B3-
LYP936−938 levels of theory, adopting for Ti-CHA the same
basis-set used in refs.860,861,899 Atoms of the H2O2 molecule
have been described by means of the same variational basis-set
employed in refs 860, 861, and 899 to treat H2O molecule. Ti-
CHA model has been also used to study (at the same
computational level and with the same code), the Ti−O−Si
hydrolysis process to form Ti(IV)(−OOH) moiety.
Authors found that the formation of Ti(IV)/H2O2 molecular

complex results in a weakly bonded species characterized by a
Binding Energy, corrected by the basis set superimposition
error, (ΔE) as low as 11.4 and 14.6 kJmol−1, at the RHF and
B3-LYP levels, respectively (Table 10). On the geometrical

ground, the optimized complex has an end-on configuration
characterized by a very long Ti···OH2O2

distance of 2.50 (2.41)
Å at the RHF (B3-LYP) level, Figure 21a. The perturbations of
the local environment of Ti(IV) centers in Ti-CHA framework
upon formation of such a molecularly adsorbed H2O2
molecules are comparable to those computed for the
interaction of Ti(IV) with H2O, NH3, H2CO, or CH3CN
(Table 7). This optimized structure was not compatible with
the experimental evidence because the perturbation of the
spectroscopic and structural features of such molecules (Figures
13b and 17) are much less important that those caused upon
interaction with H2O2/H2O solution (Figures 13a and Figure
18). Such a weakly bonded Ti···O2H2 complex is consequently
totally unable to explain the remarkable spectroscopic
XANES866,872,898,919 (Figure 18a), UV−vis872,913−919 (inset of
Figure 18a), Raman913,914 (inset of Figure 18b) as well as the

Figure 20. XANES spectra (part a) and phase-uncorrected k3-
weighted FT of the EXAFS data (part b), collected at 77 K, of
activated Ti-MSA sample (black line), in interaction with ter-butyl
hydroperoxide diluted in decane (blue line), in interaction with ter-
butyl hydroperoxide diluted in water (orange line) and in interaction
with H2O2/H2O solution (yellow line). Adapted with permission from
ref 866. Copyright 2004 Wiley-VCH.

Table 10. Geometric and Energetic Features of TiO4Si4
Moiety in Optimized Bare Ti-CHA (and of the Bare H2O2
Molecule) and Ti-CHA/H2O2 Complex Optimized at Both
RHF and B3-LYP levels with CRYSTAL Code934,935a.
Reproduced with permission from Ref.886 Copyright 2007
the PCCP Owner Societies

bare Ti−CHA and
molecular H2O2 Ti−CHA/H2O2

RHF B3-LYP RHF B3-LYP

Ti−OF (Å) 1.790−
1.801

1.790−
1.801

1.788−
1.827

1.782−
1.842

⟨Ti−OF−Si⟩
(deg)

150.2 150.5 149.2 137.8

Ti···CM (Å) 0.567 0.568 0.388 0.376
Ti···OH2O2

(Å) 2.50/3.38 2.41/3.31

HO−OH (Å) 1.396 1.456 1.391 1.450
ΔE (kJ mol−1) −11.4 −14.6
a In particular, shorter and longer distance, out of the four, Ti-
framework oxygen bonds (Ti−OF); average Ti−OF−Si angle (⟨Ti−
OF−Si⟩); distance between Ti and CM (see Figure 16c, Ti···CM);
shorter and longer distance between Ti and the two O atoms of the
H2O2 molecule (see the two values reported for Ti···OH2O2

);

interatomic O−O distance of the H2O2 molecule, either isolated or
engaged, (HO−OH); formation energy of the adduct (ΔE), with
respect of the bare CHA framework and isolated H2O2 molecule. This
value has been corrected by the basis set superimposition error.
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structural (EXAFS,59,764,866,872,913,919,924 Figure 18b) modifica-
tion undergone by TS-1 upon interaction with H2O2/H2O
solution.
As the EXAFS data analysis, see Figure 18 and Table 9 in

section 3.2.5.1, suggests the hydrolysis of a Ti−O−Si
bond,866,872,898,919 models of the hydrolyzed Ti-CHA/H2O2
system are probably more adequate to describe the nature of
the Ti/H2O2 complex responsible of the yellow color of the
catalyst than the simple molecular adsorption of H2O2
discussed above (Table 10 and Figure 21a). In this regard, it
is worth noticing the work of the Royal Institution group
reporting a hybrid QM/MM study of the processes of
hydrolysis of Ti−O−Si linkages in Ti-substituted zeolites.939

There are four Ti−O−Si bridges that can be potentially broken
but, as described in Figure 16c, three of them (Oeq) are able to
“see” the ligand molecule (L = H2O2) and are almost equivalent
(see blue arrows in Figure 21a), while the fourth (Oap) lies
opposite to the adsorbed molecule (see green arrow in Figure
21a). Bordiga et al.886 investigated the hydrolysis reaction
[H2O2···Ti(OSi)4] → [−HO2−Ti(OSi)3 +HOSi] with the
CRYSTAL code,934,935 at the RHF level of theory on both an
equatorial and the apical oxygen atom. The optimized geometry
are reported in parts b and c of Figure 21 and will be hereafter
labeled as HYDReq and HYDRap systems, respectively. This
theoretical study is aimed to reproduce the η2 Ti hydroperoxo
complex experimentally observed on TS-1 upon dosing
anhydrous H2O2, see the first equilibrium in Scheme 6b and
blue curves in the XANES and EXAFS spectra reported in
Figure 19.

As can be seen from Figure 21b, in the optimized HYDReq
structure the Ti atom is only partially inserted in the chabazite
framework, being one of the four starting Ti−OF-Si moieties
hydrolyzed. As reported in Table 11, the Ti−OF distances of

the three remaining Ti−OF−Si moieties cover a range between
1.791 and 1.873 Å. Due to the framework constraints, the Si−
OH moiety originated from hydrolysis remains quite near to
the Ti atom and on the same plain of other two equatorial OF
atoms, being the OH−Si distance of 2.089 Å. One of the two
OHO2

atoms (the deprotonated one) of H2O2 molecule is now
located at 1.941 Å from Ti, being the second (the protonated
one) positioned at longer distance (2.78 Å), resulting in an
end-on η2 Ti hydroperoxo complex. A strong H-bond occurs
between this second OHO2

atom of the deprotonated hydrogen
peroxide molecule and the silanol formed during the hydrolysis
(Si−OH···OHO2

= 1.745 Å, see Table 11). The O−OH bond is
lengthened of 0.015 and 0.02 Å with respect to the bare H2O2
molecule and Ti-CHA/H2O2 complex, respectively. Moreover,
the remaining H atom seems to point toward an oxygen atom
belonging to a SiO4 moiety adjacent to the Ti atom: the H···OF
distance is in this case of 2.34 Å, suggesting a very weak
hydrogen-bond interaction.
The HYDReq system is however very unlikely, because the

hydrolysis of an equatorial Ti−O−Si bond has an energetic cost
of +87.7 kJ mol−1, computed with respect to the molecular
adduct. Such reaction cannot occur at the mild working
condition temperatures of TS-1 catalyst (below 373 K). Much
less unfavored is the hydrolysis of the apical Ti−O−Si bond
(HYDRap system in Figure 21c), that has a cost of +26.7 kJ
mol−1, when computed at the RHF level of theory (Table 11).
In the optimized HYDRap the [−HO2−Ti(OSi)3] moiety has a

Figure 21. Part a: Optimized geometry obtained with the CRYSTAL
code,934,935 at the RHF level of theory, for the [H2O2···Ti(OSi)4]
molecular adduct formed inside the CHA framework. Left and right
parts refer to two different magnifications. The definition of the 3
possible attacks on equatorial Ti−O−Si bridges (blue arrows almost
equivalent) and of the attack on the unique apical Ti−O−Si bridge
(green arrow) is also reported in the right part. Part b: Optimized
geometry obtained with the CRYSTAL code,934,935 at the RHF level of
theory, for the [−HO2−Ti(OSi)3 +HOSi] complexes formed upon the
rupture of an equatorial Ti−O−Si bridge. Part c: As in part b for the
hydrolysis of the apical Ti−O−Si bridge. Reproduced with permission
from ref 886. Copyright 2007 the PCCP Owner Societies.

Table 11. Geometric and Energetic Features of TiO4Si4
Moiety in the Optimized Ti···HO2

− Complexes Formed in
the CHA Framework upon the Rupture of an Equatorial
(HYDReq) and of the Apical (HYDRap) Ti−O−Si Bridge at
RHF Level with CRYSTAL Code.934,935,a Reproduced with
permission from ref 886. Copyright 2007 the PCCP Owner
Societies

system HYDReq HYDRap

level of theory RHF RHF B3-LYP

Ti−OF (Å) 1.791−1.873 1.811−1.828 1.816−1.848
Ti···CM (Å) 0.411 0.378
Ti−OHO2

(Å) 1.941 1.866 1.862

Ti···OHO2
(Å) 2.780 2.200 2.180

O−OH (Å) 1.411 1.425 1.472
Ti···OH−Si (Å) 2.089 2.590 2.420
Si−OH···OHO2

(Å) 1.745

ΔE (kJ mol−1) +87.7 +26.7 +3.4
aFor the HYDRap system calculations have been performed at the B3-
LYP level also. In particular, distance between Ti and the oxygen of the
silanol at the hydroxylated Ti−O−Si bond (Ti···OH-Si); distance of
the hydrogen bond between the H atom of the HO2

− moiety and the
oxygen of the hydroxylated Ti−O−Si bond (Si−OH···OHO2), holding
for the HYDReq complex only; energy required to hydrolyze the Ti−
O−Si bond (ΔE), calculated with respect to the molecular adduct
described in Figure 21a and Table 10. Remaining features are reported
as in Table 10, with the only exception of the oxygen atom of the
hydrogen peroxide molecule, that has been labeled as OHO2

owing to
its deprotonated nature.
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tripodal structure, the three Ti−OF distances spanning a range
between 1.811 and 1.828 Å. It is worth noticing that now the
two Ti−OHO2

distances are much closer: 1.862 (for the
deprotonated O) and 2.199 Å (for the protonated O),
suggesting that the interaction between Ti and the OOH−

moiety is increasing. The HYDRap is potentially able to account
for the strong modifications of the structural and spectroscopic
features of TS-1 contacted with hydrogen perox-
ide.59,764,866,872,898,913−919,924 The Ti···OH−Si distance passes
from 2.089 Å in HYDReq structure to 2.59 Å in HYDRap. The
O−OH bond is lengthened of 0.014 Å with respect to O−OH
bond in HYDReq and of 0.029 Å with respect to HO−OH bond
in bare optimized H2O2. Finally, the remaining H atom of
OOH− moiety is pointing toward an oxygen atom belonging to
a SiO4 moiety adjacent to the Ti atom: the HHO2

···OF distance
is in this case of 2.28 Å, suggesting a very weak interaction.
Although the [−HO2−Ti(OSi)3] moiety in HYDRap

structure seems to be more comparable with that expected
from experimental observations866,872,898,913,914,919 and with
that obtained in other theoretical works,895,897 however it
would be reminded that HYDRap is less stable with respect to
the Ti-CHA/H2O2 molecular complex of 26.7 kJ mol−1, which
is still a great energy with respect to kT. However, because of
the presence of H-bonds (as shown in Figure 21c), it should be
underlined that DFT calculations based on B3-LYP Hamil-
tonian936−938 give a better estimation of the energetic features
of this process.899 So more reliable energetic features of the
hydrolysis reaction are obtained by DFT calculations. For this
reason further calculations at B3-LYP level have been
performed on the HYDRap structure (Table 11). The optimized
structure does not change significantly with respect to that
optimized at the RHF level, consequently it will not be
commented. The important point is that, using the B3-LYP
Hamiltonian, the hydrolysis of the apical Ti−O−Si bond
becomes almost iso-energetic, being its cost of +3.4 kJ mol−1

only. Authors concluded that the [−HO2−Ti(OSi)3] moiety in
HYDRap structure is a reliable model of the η2 Ti hydroperoxo
complex experimentally observed on TS-1 upon dosing
anhydrous H2O2,

886 see the first equilibrium in Scheme 6b
and blue curves in the XANES and EXAFS spectra reported in
Figure 19.
A final comment is devoted to the fact that most of the

reactions catalyzed by TS-1 occur in water solutions.706,913,919

For this reason Ti-CHA/H2O2 system investigated here in
Figure 21 and in Tables 10 and 11 are unable to account for the
η2 side-on Ti peroxo complexes formed when TS-1 is contacted
with H2O2/H2O, see the first equilibrium in Scheme 6a and
yellow curves in the XANES, EXAFS, UV−vis and Raman
spectra reported in Figure 18. Added water molecules are
expected to interact, via hydrogen-bonds formation, with the
protons of both the hydroperoxo Ti-OOH− moiety and the
SiO-H moiety of the hydrolyzed Ti−O−Si bond. This will
change completely the energetic balance of the hydrolysis
reaction, due to the important role played by hydrogen-
bonds.856 In this case the adoption of the B3-LYP Hamiltonian
is mandatory to have a correct description of the energetic
features.
3.2.5.4. Modeling of the Reactivity of [Ti(OSi)4] Perfect

Sites by an Ab Initio Cluster Approach: Understanding the
Effect of the Copresence of Water Molecules. Calculations on
Ti-CHA/H2O2/nH2O (n = 1 to 6) at B3-LYP level have been
performed on a cluster representing a cage formed by 8 T

centers mimicking a zeolite framework, Figure 22.886 Note that
in these cases the use of the periodic approach adopted for

describing the anhydrous system is discouraged due to the
much higher CPU demand. As done for the interaction of other
molecules, the ONIOM approach has been used to limit the
CPU demand.857−860,898,899 In Figure 22, the sticks and balls
versus the sticks notation discriminates the model zone (treated
at high level) from the complementary part of the cluster
treated at low level only. In all cases the model zone consists in
[−HO2−Ti(OSi)3 + n H2O].
For n = 1−6, Bordiga et al.886 have investigated the energetic

of the further deprotonation reaction of the −HO2−Ti(OSi)3
moiety, [−HO2−Ti(OSi)3 + n H2O] → [O2−Ti(OSi)3 + (n-
1) H2O + H3O

+], to understand the transformation of the end-
on η2 Ti hydroperoxo into the side-on η2 Ti peroxo species
(second equilibrium in Scheme 6b). It has been found, that up
to n = 5, the second deprotonation reaction of H2O2 on Ti(IV)
sites is energetically disfavored and that the energy difference
between the [O2−Ti(OSi)3 + (n-1) H2O + H3O

+] products,
and the [−HO2−Ti(OSi)3 + n H2O] reactants progressively
decreases upon increasing n. For n = 6, the [O2−Ti(OSi)3]
complex becomes more stable than the [−HO2−Ti(OSi)3] one.
The optimized geometries of the hydroperoxo and peroxo
species computed for n = 6 have been reported in parts b) and
c) of Figure 22, respectively, while the most relevant bond
distances are listed in Table 12. Also the geometrical features
are in fair agreement with the experimental results. As already
found with the periodic approach (Figure 21b,c and Table 11),
the dehydrated [−HO2−Ti(OSi)3] cluster (Figure 22a) is an

Figure 22. Part a: Optimized anhydrous [−HO2−Ti(OSi)3] cluster
adopted for the calculation (B3-LYP/6-311+G(d,p) level) of the
second deprotonation reaction of H2O2 on Ti(IV) sites, [−HO2−
Ti(OSi)3 + 6 H2O] → [=O2−Ti(OSi)3 + 5 H2O + H3O

+], to
investigate the transformation of the end-on η2 Ti hydroperoxo into
the side-on η2 Ti peroxo species (second equilibrium in Scheme 6b).
The sticks and balls vs the sticks notation discriminates the model
zone (treated at high level) from the complementary part of the cluster
treated at low level only. Color code: green, Ti; red, O; yellow, Si;
white, H; blue lines represents H-bonds. The five oxygen atoms in the
first coordination shell of Ti(IV) have been labeled to allow the
discrimination of the different Ti−O distances reported in Table 12.
Part b: Optimized hydrated [−HO2−Ti(OSi)3 + 6 H2O] cluster. Part
c: Optimized [O2−Ti(OSi)3 + 5 H2O + H3O

+] cluster. Reproduced
with permission from ref 886. Copyright 2007 the PCCP Owner
Societies.
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end-on η2 Ti hydroperoxo complex characterized by a large
difference in the distances of the Ti centers and the two oxygen
atoms of the OO− moiety (Ti−O4 and Ti−O5 in Table 12),
ΔTi−O = 0.380 Å. The average distance between Ti and the
three framework oxygens, (O1, O2 and O3) is ⟨Ti−OF⟩ =
1.816 Å. Addition of n = 6 water molecules (Figure 22b)
slightly modifies the ⟨Ti−OF⟩ value, now at 1.817 Å, but results
in an end-on η2 Ti hydroperoxo complex characterized by a less
pronounced difference in the distances of the Ti centers and
the two oxygen atoms of the OO− moiety: ΔTi−O = 0.155 Å.
The second deprotonation (Figure 22c) has a relevant effect on
the cluster geometry, the ⟨Ti−OF⟩ value is stretched at 1.835 Å
and the peroxo structure results in a side-on η2 complex
characterized by two almost equivalent Ti−O4 and Ti−O5
distances (Table 12), that cannot be discriminated by EXAFS
spectroscopy: ΔTi−O = 0.008 Å.
The ab initio data reported above represent an important

theoretical support for the experimental evidence (XANES,
EXAFS, UV−vis, and Raman, see Figure 18 and Table 9)
concerning the key role played by water in determining the
hydroperoxo/peroxo equilibrium in TS-1, see Scheme 6.
As a last open point it should be noticed that H2O molecules

could themselves be responsible of the hydrolysis process: this
means that H2O2 molecule reacts principally with -TiOH
moieties and not with Ti(IV) perfect site to give the final
HYDRap structure.
3.3. Fe- and Ga-Silicalite

3.3.1. Role of EXAFS in Understanding the Effect of
Template Burning in Ga- and Fe-Substituted Silicalite.
The stability of both Al and Ti as heteroatoms in the MFI
framework is very high, allowing the ZSM-5 zeolite to work at
high temperature and TS-1 in H2O2 aqueous solution. On the
contrary, both Fe(III) and Ga(III) show, upon increasing the
template burning temperature, an evident tendency to migrate
from framework into extraframework positions in the form of
small oxidic nanoaggregates trapped inside the zeolitic
channels.105,781,940 This progressive migration implies a
reduction of the number of Brønsted acidic Si(OH)M(III)
sites with a parallel increase of new isolated M3+ and clustered
MiOj

x+ (M = Fe, Ga) acidic centers of Lewis nature. As already
discussed in section 3.1, for both Fe- and Ga-MFI zeotypes, the

copresence of framework and extraframework metal species has
been proved to be interesting from a catalytic point of view. It is
so evident that the role of postsynthesis treatments on the
catalytic properties of both Fe- and Ga-MFI is of fundamental
importance in the determination of the acidic, catalytic and
shape-selective properties of the material, since it determines
the ratio between framework and extra-framework metal
species. Consequently, care must be made in comparing
literature results concerning samples activated following
different procedures.
Figure 23 summarizes the variation undergone by the EXAFS

spectra (insets) and their corresponding k3-weighted FT upon

template removal at increasing temperature on both Ga- and
Fe-MFI systems, parts a and b, respectively. The most evident
effect is the damping of the oscillation of the kχ(k) functions
(most severe in the case of Fe-MFI, see insets) that implies a
reduction of the intensity of the first shell peak of the
corresponding |FT| and consequently a significant decrease of
the first shell coordination number N optimized during the
minimization routines (Table 13).
This phenomenon is due to the migration of Ga and Fe

species to extraframework positions. The loss of signal is due to
two main reasons. First, extraframework species are charac-
terized by a high coordinative unsaturation, low N parameter in
eq 19. Second, extraframework species are characterized by a
high heterogeneity, implying a high σ2D factor in eq 20. When
Fe (Ga) atoms occupy tetrahedral framework positions, they
have a well-defined and ordered first shell environment,
characterized by 4 oxygen ligands at a well-defined Fe−O
(Ga−O) distance. This ordered situation gives rise to a
constructive accumulation of the EXAFS signal coming from
the different absorbing Fe (Ga) sites, yielding (within
experimental errors) a Fe−O (Ga−O) coordination number
of N = 4 (see Table 13). The situation is completely different
when a fraction of Fe (Ga) atoms migrates into extraframework
positions forming a complex variety of isolated and clustered
species. Such heterogeneity implies that the local environment

Table 12. Optimized Distances for the Cluster Adopted for
the Calculation of the Second Deprotonation Reaction of
H2O2 on Ti(IV) Sites, [−HO2−Ti(OSi)3 + 6 H2O] → [O2−
Ti(OSi)3 + 5 H2O + H3O

+], To Investigate the
Transformation of the End-on η2 Ti Hydroperoxo into the
Side-on η2 Ti Peroxo Species (Second Equilibrium in
Scheme 6b).a Reproduced with Permission from Ref 886.
Copyright 2007 Royal Society of Chemistry

cluster
Ti−O1
(Å)

Ti−O2
(Å)

Ti−O3
(Å)

Ti−O4
(Å)

Ti−O5
(Å)

O4−
O5
(Å)

[−HO2−
Ti(OSi)3]

1.806 1.825 1.816 1.880 2.260 1.467

[−HO2−Ti(OSi)3
+ 6H2O]

1.828 1.809 1.814 1.932 2.087 1.475

[O2−Ti(OSi)3 +
5H2O + H3O

+]
1.859 1.822 1.823 1.950 1.958 1.485

aSee Figure 22a, b, and c for the optimized geometries of the three
clusters and Figure 22a for the atom labeling. The O4−O5 bond of the
bare H2O2 molecule is 1.454 Å at the B3-LYP/6-311+G(d,p) level
used in these calculations.

Figure 23. Effect of template removal at increasing temperature on the
k3-weighted, phase-uncorrected FTs of the EXAFS signal collected on
Ga-MFI (Si/Ga = 25) and Fe-MFI (Fe/Si = 90) samples, parts a and
b, respectively. Both moduli and imaginary parts (vertically downward
shifted for clarity) have been reported. Blue, orange and red curves
refer to the sample measured before calcination and after calcination at
773 and 973 K, respectively. In both parts, the insets report (according
to the same code) kχ(k) functions. The star in the inset of part b
highlights the beat in the 3.7−4.8 Å−1 interval, a weak evidence of the
possible presence of as Fe−Fe contribution. Experimental data from
refs 105, 106, 781, and 940.
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of Fe (Ga) atoms is characterized by a continuous spread in
both Fe−O (Ga−O) bond distances, dynamic Debye−Waller
factors and coordination numbers (please note that with O we
mean oxygen atoms of both oxidic nanocluster and zeolitic
framework sites). As a consequence, the EXAFS signal coming
from extraframework Fe (Ga) species is affected by a so large
Debye−Waller factor (of static origin, σ2D) to become
practically undetectable105,106,781,940 for high k values, because
of the exp(−σ2k2) term in eq 19. In the high k region, the
observed EXAFS oscillation are mainly due to the comple-
mentary fraction of Fe (Ga) atoms still occupying framework
positions. Since all Fe (Ga) atoms contribute to the edge jump
in the measured μd spectrum, and since the reported χ(k)
functions are normalized to this jump, the dramatic decrease of
the EXAFS signal is so qualitatively explained. A similar
behavior has been observed for Ga(III) inserted in BEA
framework.941

This simplified model has been used to estimate the fraction f
of framework Fe (Ga) species as f = N/4 (see sixth column of
Table 13), to be compared with results obtained from
complementary techniques.105,106,779,781,940 This model gives
an overestimated f value because the complete elimination of
the EXAFS oscillations holds only in the high k region, while at
low k the phase difference between different Fe−O
contributions is not resulting in a completely destructive
interference. This is the reason why EXAFS analysis of the Fe-
MFI activated at 973 K gave about 30% of framework Fe3+

species (Table 13), whereas IR spectroscopy, detected a nearly
total erosion of the 3630 cm−1 absorption band due to
Si(OH)Fe Brønsted groups.779 The discrepancy between
EXAFS and IR results can be explained by considering that
intermediate situations probably occur between perfectly
framework and totally extraframework Fe species. In fact, it is
reasonable to suppose that the dislodgment from framework
positions implies the progressive breaking of one of the four
Fe−O−Si bridges. We can so consider partially extraframework
Fe species having 3, 2 and even 1 bonds with framework
oxygen atoms. None of such species do contribute to the IR
band at 3630 cm−1, but all of them are supposed to give a
partial contribution to the EXAFS signal. A similar speculation
can be done for the Ga-MFI system. The EXAFS data
summarized in Table 13 can be qualitatively compared with IR
data reported by Otero Areań et al.107 and with the 71Ga MAS
NMR study reported by Bayense et al.,942,943 both showing that
a large fraction of Ga is removed from the framework of MFI-
type gallosilicates upon steaming at 923 K. As a conclusion,
although the f values reported in the sixth column of Table 13

do not have a fully quantitative character, they exhibit a
reasonable and well-defined trend that qualitatively agrees with
data obtained with independent techniques.
The apparent shortening of both the first shell Fe−O and

Ga−O bond lengths in the samples treated at 773 and 973 K
(Table 13, column 3) can also be explained in terms of
structural disorder of extraframework Fe or Ga species. The
effect of a large disorder is equivalent to that of a system having
an asymmetrical radial distribution function, which can lead to
an apparent contraction of bond length when the standard
analysis of EXAFS data is performed.532,533 In both cases, the
cumulants method,536,540 substituting eq 19 with eq 23, would
be the correct approach to analyze these EXAFS data, see
section 2.3.8.

3.3.2. Role of EXAFS in the Debate Concerning the
Nuclearity of Extraframework Fe Species in Zeolites.
Two different main preparation procedures are usually
employed to disperse iron species inside the zeolite channels:
(i) isomorphous insertion of Fe3+ into the zeolite framework
during the synthesis and successive migration onto extraframe-
work position as Fe2+ species105,106,514,700−702,777,782,784−787,944

a nd ( i i ) po s t s y n t h e s i s i n s e r t i o n v i a i on e x -
change.770,772,776,792,794−797,945−950 Until now we have dis-
cussed only samples prepared following route i. However, as
the species active in catalysis are extraframework species, in this
section we will discuss the role of EXAFS in the investigation of
samples prepared following route ii.
Different catalytic mechanisms have been hypothesized so far

to explain catalytic activity of Fe-zeolites.951−956 Among them
there is no general consensus even on the nature of the active
i r on s i t e : i s o l a t e d , 1 0 5 , 1 0 6 , 7 8 2 , 7 8 4− 7 8 7 , 9 5 7 d i n u -
clear776,792,794,796,797,947,958 and polynuclear783,788 Fe species
have been put forward. The situation is complicated by the fact
that the relative fraction of the three species in a given sample
strongly depends on the preparation procedure, the iron
content and the post synthesis treatments.
The determination of the nuclearity of the extraframework

iron species in Fe-zeolites is obviously of fundamental
relevance. Because of both its element selectivity and its local
nature, EXAFS is in principle the technique of choice to
discriminate among isolated, dimeric, and polymeric Fe species.
However, severe reproducibility problems are present when
looking to results coming from different laboratories. On a
simple statistical ground, it is evident that dinuclear and
aggregated iron species are more abundant at high iron loading,
especially when postsynthesis methods are used. Conversely, Al
containing Fe-ZSM-5 samples with low iron loading, and highly

Table 13. M-Substituted MFI Framework Materials (Column 1, M = Ga, Fe) and Their Activation Treatment (Column 2, with
Template = No Treatment), and Results of the EXAFS Data Analysis for the Catalysts Measured in Different Conditions: Metal
M Coordination Number (N), M−O Bond Length (R), and Debye−Waller Parameter (σ) (Columns 3−5)a

heteroatom M activation T (K) N R (Å) σ (Å) f ref

Ga with template 4.2 ± 0.3 1.82 ± 0.01 (5 ± 1) × 10−2 1.05 ± 0.08 940
Ga 773 3.4 ± 0.3 1.80 ± 0.01 (6 ± 1) × 10−2 0.85 ± 0.08 940
Ga 973 2.5 ± 0.4 1.78 ± 0.02 (6 ± 2) × 10−2 0.625 ± 0.10 940
Fe with template 3.8 ± 0.4 1.86 ± 0.01 (4 ± 1) × 10−2 0.95 ± 0.10 105
Fe 773 1.7 ± 0.3 1.82 ± 0.02 (6 ± 1) × 10−2 0.42 ± 0.08 105
Fe 973 1.2 ± 0.3 1.81 ± 0.03 (6 ± 2) × 10−2 0.30 ± 0.08 105

aAs discussed in the text, the only meaningful values are those referred to the sample in presence of the template (black data); the remaining ones
are biased by the fact that eq 19 is not valid for too disordered systems and should be replaced by eq 23. Column six reports the fraction of
framework M (M = Ga, Fe) species as determined by the simplified model f = N/4. The error bars reported in column 6 have only a statistical
meaning and do not include the systematic overestimation of f obtained with this method.
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active in selective oxidation reactions,766,767,959 show mainly
isolated extraframework Fe2+ species, mostly located in the
vicinity of framework Al species.784,789,955,957,960,961

A careful look to the literature data results in the absence of
an unified model to define the local structure of iron species
hosted in zeolites. Figure 24 summarizes the different Fe−O,
Fe−Fe, and Fe−Si/Al distances reported in the literature from
EXAFS data and here plotted as a function of iron content
(ordinate axis).105,667,792,945,946,948−950,957,961−969

The results are heavily scattered: in particular, at low iron
concentration (from 0.2 to 1.0 wt %), the Fe−O distances are
found in the 1.78−2.40 Å range, a spread much higher than the
typical accuracy of bond length distance detected by EXAFS
(±0.01 or ±0.02 Å). Concerning other distances measured in
EXAFS experiments, most of the Fe−Fe distances in iron
containing MFI appear centered close to the values expected in
of α-Fe2O3 (see the two vertical dashed lines in Figure 24). It is
well-known that clustered iron species contribute to the FT of
the EXAFS function with signals between 2 and 4 Å in the FT.
By fitting the EXAFS contribution in the 2−4 Å interval with a
Fe−Fe model one could in principle obtain the average Fe−Fe
coordination number (NFe−Fe).

945,946,950 Unfortunately, the
relationship between such NFe−Fe value and the average Fe
nuclearity is far to be straightforward, because complexity is
introduced by the heterogeneity of extraframework species (see
above section 3.3.1). As a consequence, an average Fe−Fe
coordination number of, for example, NFe−Fe = 1.0 could be
interpreted as 100% of dimers, as 50% of isolated monomers
and 50% of trimers (having two Fe neighbors) or as 67% of
isolated monomers and 33% of tetramers, and so on. The
situation is even more complex, because the 2−4 Å interval is
the region where also the backscattering of framework atoms
(Al or Si) is potentially expected. Consequently, the Fe−Fe
contributions are superimposed to those of Fe−Si/Al in the
2.80 to 3.20 Å range. The large variability of both Fe−O and

Fe−Fe distances can be explained by two main reasons. (1) the
Fe-zeolites investigated by different groups might be signifi-
cantly different, since the final form of Fe species is strongly
affected by the preparation procedure. (2) Notwithstanding the
fact that the accuracy of a first shell distance determination is in
principle as good as ±0.01 or ±0.02 Å, these error bars are
statistical and systematic errors are not accounted for. In the
specific case of Fe-zeolites systematic errors may have a double
origin. Usually phase-shifts and amplitude functions, which are
crucial in determining bond distances and coordination
numbers, are theoretically generated from a guessed cluster.
As the actual geometry of the active Fe species is a priori
unknown, phases and amplitudes generated in that way can be
questionable. The second source of possible systematic errors is
the assumption of a Gaussian distribution of distances, which is
done in the standard EXAFS formula, eq 19, usually used in
most of the cited papers. It is well-known that in systems
characterized by a high degree of heterogeneity, like liquids or
amorphous systems, this assumption is no longer valid. In such
cases, EXAFS data should be analyzed according to the
cumulant approach, so using eq 23, as discussed in section
2.3.8.
A few results among those shown in Figure 24 in the figure

merit a specific comment. In particular, the Fe−O distance at
about 1.4 Å found by Choi et al. on oxidized samples could be
consistent with the formation of Fe(IV)O species.957,961

Moreover, we think that some of the distances centered at
about 2.5 Å, ascribed to Fe−Fe scattering and used to argue for
the presence of di-iron-oxo species, may be due to Fe−Cl
groups on samples prepared from FeCl3 exchanged systems. In
this regard, the group of Bell957 gave a different explanation.
Authors showed that the peak at 2.5 Å, was not due to Fe−Fe
contributions, but was actually due to Fe−Al contributions.
Authors were able to support this thesis by arguing that (i) the
imaginary part of the peak has the same characteristics as that
generated theoretically for Fe−Al backscattering, whereas it
differs distinctly from that generated theoretically for Fe−Fe
backscattering; and (ii) the structure of the peak, measured for
different samples, does not change significantly with Fe/Al ratio
and was unaffected by sample treatment. They concluded that
the iron in Fe-ZSM-5 is present as isolated cations associated
with framework aluminum.957 In this regard, two contributions
from the group of Grünert945,950 are worth of note. In the
former,945 the authors found a significant discrepancy between
Fe nuclearity derived from EXAFS, TPR, and Mössbauer
spectroscopies. Analogously, in their successive work950 an
apparent discrepancy between the results of UV−vis and the
EXAFS analysis has been evidenced. The former indicated the
almost exclusive presence of isolated Fe sites, whereas the latter
suggested clusters of a few Fe atoms. The high NFe−Fe suggested
from EXAFS may be the result of backscattering by framework
Si or Al atoms being attributed to Fe. The important message
coming from the works of Grünert et al. is that the use of other
independent characterization techniques is important to
minimize the risk of misinterpretation of the EXAFS results.
We can just agree with their warning.
We conclude this section by mentioning the XMCD study

(see section 2.5.1) of different Fe-ZSM-5 catalyst by Heijboer
et al.212,667 The authors showed that, in addition to the spectral
shape analysis that can provide the local symmetry and
bonding, the XMCD spectrum gave extra information that
was very important in that case. Indeed, the XMCD signal is
provided by all aligned magnetic moments in a certain system.

Figure 24. Summary of the diverse Fe−O (open square), Fe−Fe
(open circle), and Fe−Si/Al (open triangle) distances found in the
literature on the basis of the fit of EXAFS data obtained on different
Fe-zeolites synthesized and treated in different ways. Distances are
reported as a function of iron content. Full and dashed vertical lines
indicate average Fe−O and Fe−Fe distances, respectively, obtained
from XRD refinement of α-Fe2O3 (1.95, 2.96, and 3.34 Å). Reported
data have been collected from refs 105, 667, 702, 792, 945, 946,
948−950, 957, and 961−969 This figure represents an updated version
of that published in ref 956.
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Assuming a paramagnetic system of isolated moments, full
magnetization can be obtained. In contrast binuclear Fe(III)
centers will couple antiferromagnetically, which thereby cancels
its MCD effect. Also iron-oxide particles will be antiferromag-
netic (or weakly ferrimagnetic). Consequently, the magnitude
of the XMCD effect can be directly related to the amount of
isolated iron species. To be quantitative, small corrections were
applied to account for the partial magnetization of small iron-
oxide particles. In this way, they were able to estimate the
fraction of isolated vs clustered Fe species, as well as the
fraction of Fe(III) and Fe(II), as usually done with
XANES.212,667

3.3.3. Fe-Substituted Silicalite: What Has Been Learnt
from XANES. The interpretation of the XANES spectra of Fe-
zeolites has been less critical and more informative than that of
the EXAFS spectra. Figure 25 reports the effect of template

burning in air and successive activation in vacuo at increasing
temperature on the XANES features of a Fe-MFI sample. The
most evident variation is the red-shift of the edge position,
which moves from 7123.6 eV for the sample measured with
template (blue line) to 7122.4 and 7120.6 eV for the samples
activated at 773 (orange line) and 973 (red line) K,
respectively. An even larger shift was observed when the
activation was done at 1073 K (gray curve in Figure 25). These
data provide an evidence that Fe in the as prepared sample is
present in form of Fe3+ species. After the thermal activation
ferric species undergo a progressive reduction to Fe2+ ones.
Besides the changes in the edge region, also the pre-edge

features of the XANES spectra are affected by the thermal
treatment. The spectrum of the as prepared sample is
characterized by a strong and sharp 1s → 3pd pre-edge peak
around 7114.2 eV (better visible in the inset), whose intensity
is even higher than that of FePO4 model compound (0.205 vs
0.133), indicating that the local symmetry of Fe3+, in the MFI
framework, is closer to the ideal Td than the Fe sites in

FePO4.
105,106,702,944 This is because, in presence of the

template, Fe species are characterized by 4 equivalent Fe−O
bonds at 1.86 Å, while for ferric phosphate two distinct pairs of
Fe−O bonds at 1.82 and at 1.87 Å are present.970 Successive
thermal treatment causes a consistent decrease of the 1s → 3pd
peak intensity simultaneously, a low energy shoulder in the 1s
→ 3pd resonance progressively increases in intensity upon
increasing activation temperature. The energy position of this
new component (around 7111.8 eV) is close to that observed
for the FeCp2 model compound (7112.5 eV).105,106 However,
the higher full-width indicates the presence of more than one
Fe2+ species, in agreement with the high heterogeneity of
extraframework Fe species previously discussed in section 3.3.1.
As a conclusion, the XANES results shown in Figure 25
demonstrate that in the in situ activated sample a significant
fraction of iron species migrated from framework tetrahedral
position into extra lattice Fe2+ species. A similar behavior has
been observed by removing the template in the Fe-MCM-22
system.786,787 Completely different results were obtained by
Joyner and Stockenhuber,964 who used XANES spectroscopy to
investigate the oxidation state of iron in ion-exchanged Fe-
ZSM-5 samples where only Fe3+ species have been detected.
This fact underlines the importance of the preparation method
in affecting the Fe species present in the catalyst.
Finally also the white line (first resonance after the edge) of

the XANES spectra reported in Figure 25 is very informative,
because its intensity basically reflects the coordination of the
absorbing atom. The sample with template shows a white line
intensity similar to that of FePO4 (1.31 vs 1.35), much lower
than that observed for 6-fold coordinated model compounds
(from 1.52 to 1.60), reflecting the 4-fold coordination of iron in
the as prepared sample.105,106 Migration of Fe3+ to extraframe-
work positions causes a progressive decrease of the white line
intensity: from 1.23 to 1.20 for samples activated at 773 and
973 K, respectively (Figure 25). This further decrease of the
white line intensity argues against the presence of a
considerable fraction of iron species in aggregated clusters
and suggests the dominating presence of isolated Fe species
exhibiting a high coordinative unsaturation.105,106 This picture
has been strongly supported by IR data of adsorbed NO
published in different contributions.105,106,782,784,872,944

3.3.4. Reactivity of Extraframework Fe Species Hosted
in the MFI Channels toward N2O and NO. 3.3.4.1. Re-
activity toward N2O. On one hand, N2O is the oxidative agent
in the benzene to phenol reaction catalyzed by Fe-MFI,766,767

on the other hand, Fe-zeolites are able to convert N2O into
oxygen and nitrogen molecules. Consequently, the interaction
of N2O in Fe-zeolites has been widely investigated with several
experimental techniques like UV−vis/DRS, IR, Raman, N2
physisorption, XRD, TEM, solid state NMR, ab initio
calculations and catalytic tests.787,956,971−980 It is thought that
the reactivity toward N2O of iron in zeolites in many oxidation
reactions proceeds via the initial deposition of one oxygen atom
per iron atom (the famous “α-oxygen”).766,981−983

In this regard also XAFS techniques have played an
important role.105,106,786,787,789,948,949 Figure 26a reports the
XANES spectra of a Fe-silicalite sample previously activated at
1073 K (blue line) and after interaction of N2O at 523 K (red
line). The blue shift of the edge position, the changes in the
intensities of the pre-edge components (see inset), and the
increased intensity of the white line testify that the extraframe-
work Fe2+ species, generated during activation, are reoxidized
by N2O to Fe3+.105,106,787

Figure 25. XANES spectra of Fe-MFI (Si/Al = 90) with template
(blue line), and activated at 773 K (orange line), and 973 K (red line).
The gray spectrum corresponds to a different Fe-MFI sample (Si/Al =
68) activated at 1073 K. The inset reports the magnification of the pre-
edge peak. Vertical lines represent the typical position for the pre-edge
features of Fe2+ and Fe3+ species. The figure contains the experimental
data published in refs 105 and 106.
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By comparing the spectrum of the N2O oxidized sample (red
line) with that of the sample with template (black line, see
discussion in section 3.3.3), the following observations can be
drawn. The edge positions of the two spectra are found at the
same energy and the same holds, within experimental
uncertainty, for the maximum of the pre-edge peak at 7114.3
eV (see inset in Figure 26a). However, the shape of the XANES
spectrum of the N2O oxidized sample is significantly different,
the intensity of the pre-edge peak does not reach the initial
value and the fwhm is increased, see inset in Figure 26a. This is
in agreement with the reoxidation of the previously reduced
species but definitely excludes the reintroduction of iron in the
framework. Notice that EXAFS data indicate an increase in the
average coordination number of Fe sites after the N2O
oxidation, as evident in Figure 26b, where the intensity of the
first shell contribution significantly increases. This suggests the
presence of chemically adsorbed oxygen, coming from N2O
decomposition,105,106,787 in agreement with the observations of
Panov group on α-oxygen formation.766,981,982

3.3.4.2. Reactivity toward NO. The selective catalytic
reduction (SCR) of NO by ammonia and hydrocarbons,
observed in Fe-zeolites,768,769,956,984−987 is of considerable
practical importance to eliminate NO from traffic exhausts
and is supposed to be catalyzed by the same sites active toward
N2O. For this reason, the interaction of NO with iron species in
Fe zeolites has been widely investigated, particularly with FTIR.
IR experiments evidenced that NO is a useful probe molecule
to investigate the accessibility and coordinative unsaturation of
extraframework iron ions. In fact, depending on the local
environment, extraframework Fe3+ species can add up to 3 NO
molecules, generating a mixture of Fe3+(NO), Fe2+(NO),
F e 2 + ( N O ) 2 , a n d F e 2 + ( N O ) 3 c o m -
plexes,105,106,782,784−787,790,944,956,988−990 which are completely
desorbed upon outgassing at 573 K.

The interaction between Fe sites in activated Fe-silicalite and
NO molecules has also been investigated by XANES spectros-
copy.787 As an example, Figure 27 shows that the dosage of NO

on the Fe-silicalite sample previously activated at 1073 K (black
line) causes an important modification of the XANES spectrum
(red line). Apparently, this change is roughly similar to what
observed after oxidation with N2O (see Figure 26). In
particular, a definite blue shift of the edge position to higher
energy can be appreciated, passing from 7119.5 to 7123.0 eV.
Simultaneously, in the pre-edge region, the peak at 7112.3 eV is
eroded in favor of a major peak at 7113.9 eV (see inset in
Figure 27). However, at a more careful look it can be noticed
that the position of the pre-edge peak (7113.9 eV) does not
exactly correspond to that of the sample oxidized by N2O
(7114.3 eV, see inset in Figure 26a), which in turn closely
matched the position of the sample with template (see section
3.3.3). Additionally, the peak resulting by NO adsorption is
sensibly broader. The NO desorption at 573 K (red curve in
Figure 27) causes the partial erosion and a small blue-shift of
the major pre-edge peak, which is now found at 7114.2 eV.
Notwithstanding the asymmetry of the peak, the shoulder at
7112.3 eV is far from being restored, its intensity being now
0.067 (and not 0.098). Furthermore, also the edge position is
not totally restored after NO outgassing.
The edge shift and the pre-edge modifications caused by NO

interaction suggest a formal oxidation of Fe2+, previously
reduced by thermal activation (vide supra), to Fe3+; however,
the oxidized Fe3+ species are different from those obtained
upon N2O oxidation. This was explained by the formation of
complexes, characterized by a strong metal to ligands charge
transfer, which can be formalized as Fe3+(NO−). This in turn
would imply, on the basis of the simple molecular orbital
theory, a bent NO geometry.991 The broad character of the pre-
edge peak obtained by NO adsorption can be explained in

Figure 26. Part a: XANES spectra of Fe-silicalite activated at 1073 K
(blue line), and subsequent oxidation with N2O at 523 K (red line).
For comparison also the spectrum of the sample with template (i.e., of
Fe3+ in Td symmetry) is reported as black curve. The inset shows the
magnification of the pre-edge peaks. Part (b): k3-weighted, phase
uncorrected, FT of the EXAFS spectra of Fe-silicalite activated at 1073
K (blue curve), and after subsequent oxidation with N2O at 523 K (red
curve). Top and bottom curves refer to the moduli and the imaginary
parts, respectively. Adapted with permission from ref 787. Copyright
2005 American Chemical Society. Figure 27. XANES spectra of Fe-silicalite after activation at 1073 K

(black line), after dosage of 20 Torr of NO at room temperature (red
line), and subsequent outgassing at 573 K (blue line). The inset shows
the magnification of the pre-edge peaks. Adapted with permission from
ref 787. Copyright 2005 American Chemical Society.
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terms of the simultaneous presence of different nitrosyl
complexes, in agreement with the complex IR spectroscopy
described in literature.106,988,989 Upon NO desorption at 573 K,
the XANES spectrum of the activated sample is not totally
restored (blue line in Figure 27). The combination of XANES
and FTIR results implies that the interaction of NO irreversibly
modified the iron sites.
3.3.5. New Frontiers of XAS/XES Techniques Applied

to the Characterization of Fe-Zeolites. In the years 2003−
2005, several innovative techniques have been applied to the
characterization of Fe-zeolites, mainly by the Utrecht
group.211,212,309,310,667,992 In particular, three techniques will
be discussed in the following subsections.
3.3.5.1. Soft X-ray Absorption Spectroscopy on Fe L-Edges.

Soft X-ray absorption spectroscopy on valence metal edges is a
technique largely employed by the community of solid-state
physicists.29,47,193,993 On one hand, it allows low Z atoms to be
measured,993,994 on the other hand, when applied to high Z
atoms, it is intrinsically more sensitive to the atomic local
environment than core-edges spectroscopy (EXAFS). It is also
one of the main techniques in the field of surface science:
because of the much smaller probing depth, soft X-rays are
much more surface selective than hard X-rays, see eq 10 and
Figure 3a. In the field of heterogeneous catalysis, it has been
little used, partly because of the difficulty of in situ
measurements,291,293 see section 2.2.6.
The soft X-ray absorption experiments performed at the Fe

L-edges on different Fe-zeolites212,309,310,667 need particular
experimental setup to overcome the severe absorption
problems at so low photon energy (700−750 eV). Figure 28a
shows the Fe L3-edge spectra measured on a Fe-ZSM-5
overexchanged sample (Si/Al = 17; 4.4 wt.% Fe) prepared by
FeCl3 sublimation at 603 K and successively subjected to a mild
calcination treatment.667 The solid spectrum is obtained on the
sample oxidized at 623 K in a 5% O2-95% He flux, while the
dotted spectrum concerns a sample thermally autoreduced at
623 K in a 100% He flux. The authors also measured the O K-
edge spectra (around 0.5 keV) concluding that the thermal
autoreduction process is accompanied by a loss of molecular
oxygen and water.309 Comparing the two spectra, a clear shift of
the white line from 708.0 to 709.5 eV is observed by passing
from the autoreduced to the O2-oxidized sample. From
comparison with the iron-oxide model compounds (see Figure
28b) and according to charge transfer multiplet calculations,
Heijboer et al.309,667 concluded that the two spectra measured
on Fe-ZSM-5 relate to pure Fe3+ (full line) and Fe2+ (dotted
line) species, respectively. The calculations showed that the
Fe3+ site exhibits an octahedral symmetry with a crystal field of
∼1.0 eV. This is less than the crystal field of 1.5 eV calculated
for Fe2O3, indicating weaker iron−oxygen bonds in the zeolite
than in the oxide phase. The Fe2+ site is in a tetrahedral-like
geometry with a crystal field of −1.0 eV, which is similar to that
calculated for the bulk oxide FeAl2O4. The Fe L3-edges XANES
spectra thus show a transformation from 6-fold Fe3+ under
oxidized conditions to 4-fold Fe2+ after thermal reduction.309,667

Comparison between Utrecht’s results (reviewed in this
section) and Torino’s results (reviewed in the previous
sections) is not straightforward because of the different way
of introducing Fe inside the zeolite. Torino’s data show that Fe-
MFI prepared following the hydrothermal method exhibits Fe3+

species in tetrahedral-like environment, occupying framework
[TO4] sites (Figure 25). Notwithstanding the difference of the
local symmetry of Fe3+ species in the two materials, the thermal

treatment results in both cases to the autoreduction of Fe3+ to
Fe2+ species (compare Figure 28 with Figure 25). Finally, note
that Heijboer et al.309,667 used O2 as oxidative agent, while
Torino’s group used N2O (Figure 26).105,106

3.3.5.2. Fe Kα- and Kβ-Detected X-ray Absorption
Spectroscopy. The valence and local symmetry of iron in
framework-substituted Fe-ZSM-5 with a high Fe dilution (Si/
Fe = 360) has been studied by Heijboer et al.211,212 using Kβ-
detected X-ray absorption spectroscopy (see sections 2.2.4 and
2.2.5). This technique combines high-resolution (ΔE ≈ 1 eV)
fluorescence detection of the 3p → 1s (Kβ) transition with the
XANES at the Fe K-edge (see Scheme 1 and Figures 5 and
6a).223,224 An absorption-like spectrum is recorded by fixing the
secondary monochromator at the energy ω of the Kβ transition
detecting the Kβ fluorescence intensity as a function of the
incident energy Ω that is scanned through the Fe K absorption
edge (see Figures 5, 6a, and 29a). As already discussed for the
XANES spectra of TS-1 (Figure 13c), Kβ-detected XANES
spectra allow a more precise separation of the weak K pre-edge
structure from the main edge as compared to conventional
absorption spectroscopy edge (Figure 29b). Subsequent
analysis and interpretation of the pre-edge spectral features,
therefore, is more accurate,199,217,222−225 see section 2.2.5.
Using this technique Heijboer et al.211,212 have been able to

quantitatively determine the degree of iron extracted from the
zeolite framework upon steaming (a sample prepared following
the hydrothermal method has been used in this experiment).
TThe use of appropriate reference compounds allows the
systematic study of the pre-edge features of the Kβ-detected

Figure 28. Part a: Fe L3-edge spectra of Fe-ZSM-5 oxidized at 623 K
in a 5% O2-95% He flux (solid line) and autoreduced at 623 K in 100%
He flux (dotted line). The sample is an overexchanged Fe-ZSM-5 (Si/
Al = 17; 4.4 wt.% Fe) obtained by FeCl3 sublimation at 603 K and
successively subjected to a mild calcination treatment (i.e., slow
heating to 473 K in He and after addition of O2 continuing to 823 K).
Part b: Fe L3-edge spectra of Fe2O3 (solid line) and FeAl2O4 (dotted
line) model compounds. Note that in this case the normalization of
the spectra to 1.0 has been made on the white line and not on the edge
jump as done for all the other near edge spectra reported in this
review. Adapted with permission from ref 667. Copyright 2005
Elsevier.
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XANES spectra of framework-substituted Fe-ZSM-5, also in the
case of a low iron loading (0.3 wt % Fe). Template removal and
calcination cause a distortion of the zeolite framework and
induce a deviation from Td symmetry of the iron incorporated
during the synthesis, reflecting their migration to extraframe-
work positions. These results, obtained on better resolved
spectra, fully confirm the results of Torino’s group obtained
with conventional X-ray absorption technique,105,106 see Figure
25. Heijboer et al.211,212 also investigated the effect of steaming
by performing the high temperature treatments (>773 K) in
presence of water. According to the Ferretti’s results783 they
found that water facilitates the hydrolysis of the Si−O−Fe
bonds and increases the formation of extraframework iron
species.
3.3.5.3. Resonant Inelastic X-ray Scattering (RIXS) Spec-

troscopy. We conclude this section by briefly recalling that 1s
→ 2p resonant inelastic X-ray scattering (RIXS) spectrosco-
py193,194,198,199,217,218 has been measured by de Groot et al.992

for a series of iron oxides, including octahedral and tetrahedral
Fe2+ and Fe3+ systems. As already discussed in section 2.2.4 and
2.2.5 (Figure 5), RIXS data are represented in terms of a
bidimensional spectrum, where not only the usual beamline
monochromator is scanned through the Fe K-edge (Ω axis in
Figure 29b) but also the analyzer crystal collecting the
fluorescence emitted from the sample are scanned through
the Fe Kα- and Kβ-edges (ω axis in Figure 29a). The data are
usually reported in a excitation/disexcitation (K-edge/L-edge)
plane as contour plots or with color scales (see the inset in
Figure 13c and vide infra Figure 39a,b for RIXS spectra
collected on other systems). Authors used crystal-field multiplet
simulations to analyze the RIXS spectral shapes of octahedral
and tetrahedral Fe(II) and Fe(III) systems. The RIXS planes
and the K-edge and L-edge X-ray absorption spectra related to
these RIXS planes have been discussed with respect to their
analytical opportunities. It is concluded that the full power and
possibilities of 1s → 2p RIXS needs an overall resolution of 0.3
eV. The authors foresaw that RIXS will become a technique
with more detailed information than combined conventional K-
edge and L-edge X-ray absorption, with the additional
advantage to be obtained in a single experiment, thus avoiding

any reproducibility problem.992 Another major advantage is that
1s → 2p RIXS involves only hard X-rays, and experiments
under essentially any conditions of pressure and on any system
are feasible. This last point represents a great advantage when
the reactivity of surface species is the topic of the investigation,
such as in the study of catalysts in working conditions.
Pirngruber et al.213 applied the RIXS technique to a Fe-ZSM-

5 catalyst during reaction with N2O. As no 3d4 configuration
was detected the authors concluded that formation of Fe(IV)
on Fe-ZSM-5 upon reaction with N2O can be ruled out.
3.4. B-CHA

3.4.1. Template Burning in B-SSZ-13 an example of
low energy XAFS. B K-edge XANES spectra of B-SSZ-13 in
presence of template (red curve), after calcination (orange
curve) and after interaction with NH3 at 373 K (blue curve) are
reported in Figure 30. The as prepared B-SSZ-13 exhibits

[B(OSi)4] units in Td-like geometry (sp3-hybridized B atoms)
while, upon template burning, the break of a B−O−Si bond
results in [B(OSi)3] units in D3h-like geometry (sp

2-hybridized
B atoms), fully confirming a parallel IR study.815,995 This
reaction scheme is depicted in the insets in Figure 30: evolution
from the red to the orange one.
Indeed, the spectrum collected in presence of template is

characterized by three main components at 194.4, 198.5, and
203.0 eV, whose intensities are 1.0, 1.4, and 1.3, respectively.
The components at 198.5 and 203.0 eV were assigned to B in
sp3 hybridization on the basis of comparison with the spectra
observed in the BO4 tetrahedral units of bulk BPO4,

996 in bulk
c-BN,997 and in amorphous B−P-silicate998, where the presence
of P forces B atoms in the tetrahedral coordination. In B-SSZ-
13 the relatively broad nature of these bands was attributed by
Regli et al.995 to a distortion of BO4 tetrahedra that results in
the loss of the degeneracy of σ*(t2) orbitals and a consequent
broadening of the transitions. In particular, the component at
198.5 eV was assigned to transition from B(1s) state to
antibonding (σ*) states (T2 and A1 symmetry) of tetrahedral

Figure 29. Part a: The integrated intensity given by the black energy
window of ∼1.0 eV is selected out of the overall Fe 3p → 1s X-ray
fluorescence emission (gray), which is emitted upon core hole
relaxation after 1s electron excitation. Part b: Comparison between the
conventional fluorescence XANES spectrum of the Fe2SiO4 (fayalite,
Fe2+, Oh) model compound (bottom) and the corresponding Kβ-
detected XANES spectrum (top). When conventional XANES
spectroscopy is used, the “true” pre edge future (bottom dotted
curve) is obtained after subtraction from the experimental spectrum
(bottom full line) of the background function (dashed curve, a cubic
spline function in this case). No background subtraction is conversely
needed for Kβ-detected XANES spectrum (top). Adapted with
permission from ref 211. Copyright 2006 American Chemical Society.

Figure 30. Normalized B K-edge NEXAFS spectra of B-SSZ-13 in
presence of template (red curve), after calcination (orange curve) and
after interaction with NH3 at 373 K and successive evacuation (blue
curve). Insets are used to reproduce the B species responsible for the
XANES spectra reported in the main part (same color code). Adapted
with permission from ref 995. Copyright 2007 American Chemical
Society.
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BO4 groups. Finally, the feature at 194.4 eV, was attributed to
the B 1s → π* resonance, which is associated with sp2

hybridization and planar bonding.997−999 It is worth noticed
that, in the B-SSZ-13 sample with template, the fraction of B
atoms that exhibit a planar geometry with sp2 hybridization is
very low, as the 1s → π* resonance gives rise to very sharp and
intense peaks in materials exhibiting only this phase.
In the XANES spectrum collected on the calcined B-SSZ-13

sample (orange curve in Figure 30) both features at 198.5 and
203.0 eV, ascribed to B in sp3 hybridization, disappear and the
194.4 eV component dominates the spectrum, having an
intensity as high as 8.2 and a fwhm as narrow as 0.55 eV.
Actually, this component is the fingerprint band of B species
having sp2 hybridization.997

3.4.2. Reactivity of B-SSZ-13 toward NH3. With the aim
of creating new crystalline microporous systems with basic
functionalities, Regli et al.995 have reacted the activated B-SSZ-
13 with ammonia at room temperature and then heated the
sample up to 100 °C. This procedure resulted in the grafting of
NH2 groups on both B and Si framework atoms, as depicted in
the blue inset of Figure 30. The reactivity of B-SSZ-13 with
NH3 was described by IR spectroscopy and supported by ab
initio calculations, performed at MP2 level of theory. The same
reactivity was not observed on a B-free chabazite, proving in an
indirect way that in B-SSZ-13 zeolite NH3 is able to break a B−
O−Si bond. On the contrary, XANES spectra were barely
modified by interaction with NH3 (compare orange and blue
curves in Figure 30). Calculation of XANES spectra with
FDMNES code482,483 showed that the spectra of both
[H2NB(OSi)2] and [HOB(OSi)2] units are very similar to
that of an unreacted [B(OSi)3] unit as they are all dominated
by the strong fingerprint band of sp2-hybridized boron.995

3.5. Other Metal Isomorphous Substitutions

In this concise section we will first briefly enumerate some
relevant X-ray absorption experiments perfomed to prove the
isomorphous substitution inside zeolitic frameworks of metals
different from Ti, Fe, Ga and B which have been deeply
discussed in the previous sections. Successively we will
summarize the few results obtained so far on the with soft X-
ray on the Al K-edge for different zeolites in different
conditions.
Germanium(IV) has been inserted in the MFI frame-

work,1000,1001 whereas tin(IV) has been introduced in the
BEA framework.1002 Vanadium(V), insertion has been testified
in MFI (VS-1),1003 in MEL (VS-2),1004 in BEA,1005 in ETS-
101006 and in VAPO-5 frameworks,698,1007,1008 as well as in
MCM-41 mesoporous molecular sieve.1009 Manganese(III) has
been inserted in the MFI framework;1010 cobalt(II) has been
introduced in AlPO-5, AlPO-18, AlPO-36, and APSO-44
frameworks1007,1011 and in mesoporous aluminophosphate
molecular sieves;1012 and copper(II) has been successfully
inserted in the AlPO-5 structure,1013 whereas zinc(II) in the
MFI lattice.1014 In all the reported cases, XAS spectroscopy has
been relevant to prove the metal isomorphous substitution or
to study the evolution of the metal center upon interaction with
adsorbates and reactants.
As already underlined in section 2.2.6, the recent technical

improvements of in situ cells, allowed the severe absorption
problems related to XAFS experiments performed in reaction
atmosphere in the soft X-ray region to be overcame.263,291−298

Of particular interest are the XANES studies performed on the
local environment of Al, whose K-edge is at E = 1560 eV, in

different zeolitic framework, subjected to different treatments
and under different atmospheres.299−307 Recently, Agostini et
al., combining in situ Al K-edge XANES with operando XRPD
(analyzed using a parametric Rietveld approach) have been able
to demonstrate that the dealumination process in Y-zeolite
under steaming, mainly occurs at low temperature during the
cooling process, when water molecules are allowed to enter
again the zeolite pores.308 This study yields to the under-
standing of the phenomena involved at the atomic scale in the
preparation of ultrastable Y zeolites (USY) that are employed
in fluid catalytic cracking (FCC), which is the most important
conversion process in petroleum refineries to convert the high-
boiling hydrocarbon fractions of petroleum crude oils to more
valuable products like gasoline and olefinic gases. Successively,
Svelle et al.1015 performed periodical ab initio calculation on
dealumination and desilication process on CHA framework,
obtaining an energetic path compatible with the experimental
findings of Agostini et al.308

4. CATION-EXCHANGED ZEOLITES: THE COPPER
CASE STUDY

Copper-exchanged molecular sieves have been widely inves-
tigated after the discovery that Cu-ZSM-5 are active in the
direct decomposition of nitric oxide to nitrogen and oxy-
gen.1016−1022 The study of this catalytic process has deserved a
great practical interest, as nitric oxides are known to be a major
cause of air pollution.1023 Also other Cu-exchanged zeolites
have shown to be active in the selective catalytic reduction of
NOx: as an example Cu-MOR,1024 Cu-CHA,1025 Cu-SSZ-
13,1026 Cu-SSZ-16,1026 Cu-X,1027 Cu−Y,1027 Cu-USY,1024 and
Cu-IM5.1028 Also Cu-exchanged alumino-phosphates have been
investigated, among them: Cu-SAPO-5,1029,1030 Cu-MeAlPO-5
and Cu-MeAlPO-11 (Me = Zn, Mg, Fe, Co).1030

More recently, Cu-exchanged zeolites have attracted
attention as good catalysts to achieve high selective catalytic
reduction (SCR) activity.1031 Ammonia SCR systems are
becoming one of the favored choices for DeNOx mobile
applications to meet the more stringent limits in the NOx
emissions.1032 Among the major reasons to approach this
solution there are the high NOx conversion percentages
possible with ammonia, and the ability to optimize the
combustion process for maximum power output with minimum
fuel consumption.1033 Recently, the Cu-containing chabazite
(CHA), Cu-SSZ-13, has received much attention in this regard
because of its robust hydrothermal stability under SCR
conditions.1034,1035 The stability of the SSZ-13 zeolite has
been attributed to its small-pore size and strong interaction
between the cations and the framework walls. Conversely, the
exchange of Cu into medium-pore sized zeolites (e.g., ZSM-5),
seems to destabilize the zeolite structure under SCR
conditions.1026 A recent work, combining operando XAS
experiments and DFT calculations, provides direct insight
into the state of Cu under SCR conditions over a functioning
Cu−SSZ-13 ammonia SCR catalyst.1036 The experiments find
fully hydrated Cu−SSZ-13 to be indistinguishable from hexa-
aqua Cu(II). A 4-fold-coordinated Cu(II) environment persists
even when the H2O is driven from the catalyst and the Cu(II)
becomes directly associated with the zeolite framework, as
evidenced by the appearance of longer range structure in the
EXAFS. Under Fast and Slow SCR conditions, in which NO2 is
half or all of the NOx feed, respectively, Cu(II) remains as the
only evident Cu oxidation state. Under more reducing Standard
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SCR conditions, where there is no NO2 in the feed, a Cu(I)
species appears.
Because of their superior catalytic activity, most of the data

reported up to now in literature refer to overexchanged samples
prepared via a conventional ion exchange with aqueous
solutions of cupric ions. As a result of this procedure, samples
containing mixtures of copper ions in different aggregation and
oxidation states are usually obtained.1037−1048 The hetero-
geneity of copper species in catalysts prepared following this
way is evident, and implies that in most cases a structural model
for Cu cations cannot be confidently assessed. This makes the
elucidation of structural and catalytic properties of isolated and
clustered species a difficult subject. Relevant are the recent
studies on the Cu-SSZ-13 system1048b,c and the authoritative
review of the Utrecht group on the Cu location id the different
zeolitic frameworks.1048d A significant effort in the character-
ization of Cu2+-exchanged zeolites has been done by
Schoonheydt et al. using UV−vis-DRS and EPR spectroscopies
combined by ab initio calculations on model clusters.1049−1051

4.1. Preparation of Cu+-Exchanged Zeolites Exhibiting a
Model Compound Character

Since the early 1990s, the Turin group has developed an
ongoing research108−112,143,417,1052−1058 in the characterization
of Cu+-ZSM-5 samples prepared following an original exchange
path, based on the reaction at 573 K between the zeolite (in the
protonic or ammonium forms) and gaseous CuCl. This method
has the advantage of directly introducing only Cu+ cations in
the zeolitic matrix, that can easily be exchanged with H+ that
leave the channels as HCl. It has been proved that the so
obtained material can be considered as a model solid,
containing only isolated copper species in a single, well-
defined, oxidation state. Cu+-ZSM-5 samples prepared
following this method have been of great help in understanding
the local structure of Cu+ ions in zeolites. In fact, because of its
model character, the Cu+-ZSM-5 system allows to obtain clear
and simple spectroscopic, energetic and structural outputs
whose assignment is straightforward. This is the reason why the
experimental results emerging from its characterization were
used also as model to validate the computational outputs
obtained by advanced quantum chemical studies.1059−1066 This
exchange method was applied by the Turin group first to the
ZSM-5 matrix and was subsequently extended to fauja-
site,1055,1067,1068 MOR,109,1055,1069 β,1055,1069 and ferrierite1070

molecular sieves. An interesting variation of the gas phase
exchange proposed by the Turin group was the solid-state ion
exchange with CuCl, also allowing the directly introduction of

Cu+ cations inside zeolites. This method was successfully
employed by e. g. Li et al.1071 in China on MCM-41 and Y, by
Kuroda et al.1072 in Japan on ZSM-5 and by Bell et al. in the
U.S.1073−1076 on ZSM-5, Y, and USY systems. In this regard, of
particular interest is the study on Cu+-Y zeolite1074 where
authors determined the location of the copper cations in the
different cationic sites of the zeolite framework and, among
them, determined which are active for the oxidative carbon-
ylation of methanol to dimethyl carbonate (DMC). The
oxidation state, local coordination, and bond distances of Al
and Cu were determined using Al K-edge and Cu K-edge
XAFS. Observation of the catalyst under reaction conditions
revealed that most of the copper cations remain as Cu+, but
some oxidation of Cu+ to Cu2+ does occur.1074 The authors
concluded that only copper cations present in the supercage
sites are accessible to the reactants, and hence are catalytically
active.1074

Herein, Cu+-ZSM-5 and Cu+-mordenite (MOR) will be
taken as two case studies to show the potential of XAFS
techniques in the understanding of the local structure of hosted
Cu+ cations and in the investigation of their catalytic activity.
The structure of Cu+-ZSM-5 and Cu+-MOR samples are
schematically shown in Figure 31a−b, along with the Connolly
surface1077 of the zeolite (obtained with a spherical probe
molecule 2.8 Å in diameter). The MFI structure is
orthorhombic (space group: Pnma) and shows a three-
dimensional pore system consisting of two intersecting sets of
tubular channels, the former linear and the latter sinusoidal,
running along the [010] and [100] directions, respectively
(Figure 31a).694,695,699 Both channels exhibit an opening of
about 5.5 Å in diameter and defined by 10-member rings of
[TO4] tetrahedra. Also MOR, Figure 31b, is a zeolite with
orthorhombic structure (space group: Cmcm), but it has only a
set of parallel channels, running along the [001] direc-
tion.694,695 These channels have an elliptical cross section, 6.5
× 7.0 Å in diameter, defined by 12-membered rings of [TO4]
tetrahedra. The channel wall has side pockets in the [010]
direction, which are accessible through windows with a free
entrance of 3.9 Å in diameter. Each side pocket is connected,
through a distorted 8-membered ring, with two other side
pockets open into the adjacent main channel. However, there is
a constriction halfway along this connection with a free
diameter of about 2.6 Å. The lower Si/Al ratio of MOR (5 vs
15−25) allows to host much more copper counterions in MOR
than in ZSM-5.108,109,1047

The structural differences between ZSM-5 and MOR,
determine great differences in the accessibility of extraframe-

Figure 31. Sticks representation (O, red; Si or Al yellow) of the structure of ZSM-5 ([010] view) and MOR ([001] view) frameworks, parts a and b,
respectively. Extraframework Cu+ cations are represented as blue spheres. Dotted regions represent the Connolly surface1077 of the zeolite (obtained
with a probe molecule 2.8 Å in diameter). Part b is reproduced with permission from ref 1047. Copyright 2003 American Chemical Society.
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work cations (blue spheres in Figure 31). All extra-framework
cations hosted in the MFI lattice1078 are easily accessible to
small guest molecules such as CO (Figure 31a). In contrast, a
great heterogeneity is found for MOR, where sites are
situated1079,1080 on the walls of the site pockets (A), at the
access to these pockets (B), on the walls of the main channels
(C), and at the bottom of the side pockets (A′). Cations hosted
in sites B and C exhibit a coordinative unsaturation similar to
those hosted in the MFI lattice, whereas cations hosted in site A
are able to interact with a single CO molecule and A′ cations
are totally inaccessible (Figure 31b).

4.2. Cu+-ZSM-5

Cu+ cations inside ZSM-5 channels are able to fix
N2

108,112,1081,1082 and H2
1083,1084 molecules even at room

temperature; this high reactivity has been explained in terms of
a remarkably high coordinative unsaturation.1052 In fact,
cuprous ions are able to form, depending on equilibrium
pressure and temperature, Cu+(CO), Cu+(CO)2, Cu

+(CO)3,
Cu+(NO), and Cu+(NO)2 complexes of high structural and
spectroscopic quality, to be compared with the analogous
complexes typical of homogeneous chemistry.108,110,111,1052,1053

In the following sections, we will report the XANES and
EXAFS features of “well-defined” Cu+(CO)n (n = 1−3)
(sections 4.2.1 and 4.2.2) and Cu+(NO)n (n = 1,2) (section
4.4.1) complexes formed inside ZSM-5 channels upon
controlled conditions of temperature and pressure. Formation
of cuprous carbonyls complexes causes a perturbation of the
Cu+ electronic structure and coordination sphere, resulting in a
modification of the XANES and EXAFS spectra.108,417,418

Interaction with NO has the same effect at low temperature
only, whereas upon increasing the temperature this molecule is
able to oxidize cuprous ions, thus leading to a further
modification of the spectra.1057

4.2.1. XANES Characterization of Intrazeolitic Cupr-
ous Carbonyl Complexes in Cu+-ZSM-5. IR spectroscopy
has been very informative on the structure of intrazeolitic
Cu+(CO)n (n =1−3) species and the main results can be
summarized as follows (see inset in Figure 32a).108,111,1052,1053

At low CO equilibrium pressures, linear Cu+(CO) complexes
are formed, which are characterized by an IR absorption band
at 2157 cm−1 (see orange curve). By increasing the CO
pressure, Cu+(CO)2 adducts are formed, having C2v symmetry
(doublet at 2178 and 2151 cm−1, due to the symmetric and
antisymmetric stretching modes, red curve). Finally, by
decreasing the temperature to about 80 K (i.e., increasing the
CO coverage), Cu+(CO)3 complexes in C3v symmetry are
obtained, characterized by the appearance of a new IR doublet
at 2167 and 2192 cm−1 (purple curve). It is worth noticing that
homogeneous counterparts like [Cu(CO)n]

+[AsF6]
− (n = 2, 3)

compounds form linear (D∞h) and planar (D3h) adducts for n =
2 and 3, respectively.1085,1086 The distortion from the ideal
linear and planar symmetry, observed for cuprous di- and
tricarbonyl in ZSM-5, is due to the interaction with the zeolite
walls, which acts as polidentate ligand.
Further and more direct information about the structure of

the copper carbonyls and their interaction with the zeolite
framework can be obtained by XAFS. The combined use of
EXAFS and XANES, interpreted using a multiple scattering
approach, is the only way to determine the local structure of
copper carbonyls. In fact, XRPD can not be used in this case
because the low Cu content in ZSM-5 (because of the high Si/

Al ratio) makes the contribution of Cu nearly insignificant with
respect to that of the framework.
The XANES spectrum of the Cu+-ZSM-5 sample under

vacuum (blue line in Figure 32a) shows a very intense pre-edge
peak at 8983.5 eV, together with a less intense but still well
resolved component at 8986.6 eV; these two features have been
attributed to the 1s → 4pxy and 1s → 4pz electronic transitions,
respectively.143,931,1057 The splitting of these two transitions
(3.1 eV) indicates that bare Cu+ cations are located in the
channels of the ZSM-5 zeolite in a site characterized by an axial
symmetry. Adsorption of increasing amount of CO at RT
(orange and red curves in Figure 32a) causes a strong
modification of both pre-edge and near-edge regions in the
XANES spectra of Cu+. As far as the pre-edge region is
concerned, the 1s → 4pxy peak significantly decreases in
intensity and progressively shifts; simultaneously, the 1s → 4pz

Figure 32. Part a: Normalized XANES spectra of Cu+-ZSM-5 under
vacuum (blue line), after interaction with 1 and 40 Torr of CO at RT
(orange and red lines, respectively), and with 40 Torr of CO at 77 K
(purple curve). The inset reports, with the same color code, the
background subtracted IR spectra of Cu+(CO)n (n = 1, 2, 3)
complexes in the C−O stretching region. The spectrum of the
Cu+(CO)3 adduct has been reported after further subtraction of the
physisorbed component at 2138 cm−1.1087−1089 Part b: Comparison
between the experimental (purple curve) and the simulated XANES
curves as a function of the α angle (see part c) of the Cu(CO)3 adduct
in C3v symmetry (1 Ry ≈ 13.6 eV). Simulated spectra are computed
above the interstitial potential level only (E > 0) with CONTINU-
UM.478,479 Vertical lines indicate the position of the A and B features
in the experimental spectrum. Parts c and d report a schematic
representation of a Cu+(CO)3 adduct formed inside the MFI channels
along two perpendicular views: [010] and [100], respectively.
Experimental data from in ref 417.
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peak shifts at 8988 eV and becomes less visible because of
overlap with the edge. Both changes indicate that the electronic
configuration of copper is strongly affected by the formation of
mono- and dicarbonyl adducts. By lowering the temperature
down to liquid nitrogen temperature the red shift of the pre-
edge peak reaches its maximum value (1.3 eV), while the 1s →
4pz peak is no longer observed, indicating that it is now
overshadowed by the edge. This implies that the pxy/pz splitting
is increased from 3.1 eV in the pristine sample to a value greater
than 4.4 eV for the Cu+(CO)3 complex. The preservation of the
degeneration of px and py orbitals agrees with the IR evidence
that the Cu+(CO)3 complexes formed inside the ZSM-5 zeolite
are in a C3v-like symmetry.417

Further information on the geometry of the Cu+(CO)3
complexes have been obtained by analyzing the XANES region.
In fact, in this region the photoelectron has a wavelength
greater than the interatomic distances and a long mean free
path, resulting in a marked sensitivity of the shape and position
of the edge structures upon the local geometry of CO ligands.
On the basis of the IR evidence (see inset in Figure 32a), the
XANES spectrum obtained in presence of the Cu+(CO)3
complexes (purple curve in Figure 32b) has been simulated
by considering a series of Cu+(CO)3 clusters with C3v
symmetry, and characterized by a different polar angle α of
the CO ligands with respect to the z axis (Figure 32c). The α
angle has been progressively reduced starting from 90° (planar
configuration) down to 30°. The corresponding XANES
spectra have been calculated in the region between 0 and 4
Ry (54.4 eV) above the interstitial potential level and compared
with the experimental results, as reported in Figure 32b. It can
be immediately observed that the position and the relative
intensities of the A and B features are reasonably reproduced
for 70° < α < 90°. The XANES results are thus compatible with
a planar or slightly bent molecule. A value close to 90° must be
discarded on the basis of the IR spectroscopy108,111 as only one
IR-active band is expected for the D3h symmetry. On the other
hand, the steric hindrances caused by the zeolitic walls make
values of α larger than 80° unreasonable from a geometric point
of view. It is so concluded that, because of the interaction with
the zeolitic walls, the structure of the Cu+(CO)3 complexes
deviate from the planar form, typical of the homogeneous
counterparts, assuming an angular value of α in the 80−60°
range (Figure 32c).417

4.2.2. EXAFS Determination of the Structure of
Cu+(CO)n Complexes. Previous EXAFS studies conducted
on Cu+-ZSM-5 in vacuo (before CO dosage) resulted in 2.5 ±
0.3 framework oxygen atoms located at a distance of 2.00 ±
0.02 Å, see Table 14.108,417,1054 The resulting coordination
number is consistent with the presence of 2- and 3-fold
coordinated Cu+ ions in the zeolite cages, in agreement with
the data reported in literature.1072 The effect of the interaction
of CO with Cu+ sites in Cu+-ZSM-5 on the EXAFS function is
reported in Figure 33 and Figure 34b, top part. CO adsorption

Table 14. Quantitative Results of the EXAFS Data Analysis Performed on the Cu+-ZSM-5 System in Vacuum and in Presence of
40 Torr of CO at RT [Cu+(CO)2] and at 77 K [Cu+(CO)3]

a

Cu+ complexes NCO RCu−OF (Å) RCu−C (Å) RC−O (Å) θCu−C−O (deg) ref.

Cu+ 2.00 ± 0.02 108
Cu+(CO)2 1.8 ± 0.3 2.11 ± 0.03 1.88 ± 0.02 1.12 ± 0.03 170 ± 10 418
Cu+(CO)3 3 (fixed) 1.93 ± 0.02 1.12 ± 0.03 180 ± 10 417

aNCO: number of coordinated CO molecules. RCu−OF: distance of Cu+ from the O of the framework. RCu−C: distance of Cu+ from the C of the
coordinated CO molecules. RC−O: C−O bond length in the complexes. θCu−C−O: Cu−C−O bond angle.

Figure 33. Part a: Results of the EXAFS data analysis for Cu+(CO)2
complexes formed inside Cu+-ZSM-5 (data collected at room
temperature with PCO = 40 Torr). From top to bottom: k-weighted
χ(k) functions of Cu−OF single scattering (SS) contribution, Cu−C
SS contribution, Cu−C−O MS contribution, the sum of the two
previous theoretical contributions and of the Cu−O SS one (not
reported for clarity) (fit, gray curve) superimposed to the experimental
curve (red) and the corresponding residual function. Part b: Same for
Cu+(CO)3 complexes (T = 77 K; PCO = 40 Torr). In this case the
experimental signal is simulated without including a contribution from
the zeolitic framework. Part c: Background subtracted IR spectra of
Cu+(CO)n (n = 1, 2, 3) complexes in Cu+-ZSM-5 zeolite in the
framework stretching region: Cu+-ZSM-5 under vacuum (blue line),
after interaction with 1 and 40 Torr of CO at RT (orange and red
lines, respectively), and with 40 Torr of CO at 77 K (purple curve).
Experimental data from refs 417 and 418.

Figure 34. Part a: Comparison between room temperature XANES
spectra of Cu+-ZSM-5 (blue line) and Cu+-MOR (cyan line) in vacuo.
Vertically shifted for clarity are the XANES spectra of Cu+-ZSM-5
(purple line) and Cu+-MOR (pink line) after interaction with 100
Torr of CO. The inset reports a magnification of the edge region. Part
b: Corresponding experimental kχ(k) functions (same color code).
The gray vertical line at k = 7 Å−1 evidence the k value above which
the EXAFS signals of the samples in vacuo are nearly opposite of phase
to those of the copper−carbonyl complexes hosted in ZSM-5. For the
copper−carbonyl complexes hosted in MOR no signal is appreciable
for k > 7 Å−1. Experimental data from refs 108 and 109.
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causes a modification of the kχ(k) function, both in terms of
amplitude and of period of the EXAFS oscillations: this
observation undoubtedly proves that EXAFS is able to detect
the formation of Cu+(CO)n adducts in Cu+-zeolites at room
temperature. In this case, a MS approach is necessary for a
quantitative EXAFS data analysis417,418 because of the linear
geometry of Cu+···C−O complexes.108,1053,1058

The results of the analysis in the MS approach, obtained by
using the GNXAS code,426,434 are illustrated in Figure 33 for
both Cu+(CO)2 and Cu+(CO)3 complexes (parts a and b,
respectively). The calculated and experimental EXAFS signals
are reported along with the different 2 body (single scattering)
and 3 body (multiple scattering) partial contributions. Starting
with the Cu+(CO)2 signal (Figure 33a), a contribution at 2.11
± 0.03 Å (see Table 14) from the zeolitic framework (OF) has
been necessary to reproduce the experimental spectrum.418 The
number of framework oxygen neighbors (2.3 ± 0.3) is in pretty
agreement with that found before CO dosage (2.5 ± 0.3), while
the Cu+−OF distance has been considerably stretched (+0.11 ±
0.03 Å) with respect to the zeolite in vacuo, suggesting a great
mobility of the Cu+ ions.108 Moreover, the analysis gave a
number of coordinated CO molecules of 1.8 ± 0.3, being so in
agreement with the Cu+(CO)2 stoichiometry suggested by
IR,108,1053,1054,1058 and microcalorimetry.1054,1058 The Cu−C
distance obtained for the Cu+(CO)2 complex is 1.88 ± 0.02 Å,
the C−O distance (1.12 ± 0.03 Å) is in good agreement with
that of CO in the gas-phase value (1.128 Å) and the Cu−C−O
bond angle is linear within the error bars (170° ± 10°), in
agreement with indirect IR evidence on Cu(I)108,1053,1054,1058

and on other metal carbonyl.1090,1091

Coming to the structure of Cu+(CO)3 complexes formed at
liquid nitrogen temperature, the XANES study (Figure 32b)
demonstrated that they are characterized by a C3v-like
geometry. The MS EXAFS analysis (Figure 33b) confirmed
the presence of three equivalent CO molecules linearly
adsorbed on Cu+ sites (Cu−C−O = 180° ± 10°) and
characterized by a Cu−C distance of 1.93 ± 0.02 Å, a C−O
distance of 1.12 ± 0.03 Å.417 In this case, the experimental
spectrum was successfully simulated using the scattering
contributions of Cu+(CO)3 complex only, that is without any
contribution of the zeolitic framework (see Table 14). This fact
has been interpreted in terms of the extraction of the Cu+

cations by the three CO ligands into a more central position
inside the channels. In other words, the Cu+ complexation
effect, already observed at RT for the Cu+(CO)2 complex and
testified by the elongation of the Cu−OF bond, becomes
greater in presence of 3 CO ligands so that the Cu+(CO)3
moieties have only a very weak interaction with the framework
oxygen atoms.
The EXAFS data discussed above confirm the conclusion

based on IR data. Figure 33c reports, in the framework
stretching region, the IR spectrum of Cu+-ZSM-5 before and
after the formation of carbonyl complexes (same color code as
in Figure 32). The strong interaction of Cu+ ions with the
zeolite framework is demonstrated by the presence, in the
spectrum of the Cu+-ZSM-5 system in vacuum (blue line in
Figure 33c), of an IR absorption band at 980 cm−1, attributed
to the νasym(Si−O−Al) stretching perturbed by Cu+ (this mode
usually occurs in the 1100−1250 cm−1 interval in the protonic
zeolites). This IR band progressively shifts in frequency and
nearly disappears upon formation of Cu+(CO), Cu+(CO)2 and
Cu+(CO)3 complexes (orange, red, and purple lines in Figure
33c).417,1053,1092 In other words, the IR band at 980 cm−1

indicates that Cu+ (at RCu−O = 2.00 Å) perturbs the zeolitic
framework; its progressive disappearance upon formation of
poli-carbonyls provides an evidence that the zeolitic framework
is less perturbed (i.e., that the RCu−O distance is longer).417,1053

We can see here that the IR skeletal mode, together with the
RCu−O values measured by EXAFS, are very sensitive to
“external parameters”, giving information to the bonding
between the Cu+(CO)n complexes (n = 0, 1, 2, 3) and the
zeolite.
These results are in line with the synchrotron radiation

XRPD study on Cu+−Y zeolite by Turnes Palomino et al.1068

Two different cationic sites, labeled as II and II*, are accessible
to CO molecules in this framework. The authors showed that
the more exposed Cu+ ions, located at site II, migrate of
0.167(2) Å toward the center of the supercage upon Cu+(CO)3
formation while the more shielded ones, site II*, undergo a
much more relevant displacement of 0.975(1) Å. The two sites
become equivalent upon formation of Cu+(CO)3 com-
plexes.1068,1092

4.3. Cu+-MOR

Cu+-MOR is briefly discussed in this section in comparison
with Cu+−ZSM-5 to show the effect of a high heterogeneity of
sites on the XAFS features. As summarized in section 4.1, the
main differences between ZSM-5 and MOR are (i) the lower
Si/Al ratio of MOR, which could affect the aggregation of
copper ions, and (ii) the presence in MOR of cation sites
having different coordination environments and accessibility,
which contrast with ZSM-5, where all cation sites are equally
accessible (see Figure 31).

4.3.1. XANES and EXAFS Study of Cu+(CO)n Com-
plexes Hosted in Cu+−MOR: Comparison with Cu+-ZSM-
5. Figure 34a shows a comparison between the XANES spectra
of Cu+-MOR and Cu+-ZSM-5. The pre-edge region of Cu+-
MOR is less defined than that of Cu+-ZSM-5, reflecting the
high heterogeneity of the copper species. This applies both to
the samples in vacuo (top spectra) and to the copper carbonyl
species (bottom spectra). Above 9030−9040 eV, where the first
EXAFS oscillations start, the spectra of both zeolites become
more similar, indicating a similar first shell Cu−O distance.
The EXAFS signal of the Cu+-MOR in vacuo is reported in

Figure 34b (bottom part, cyan line). The absence of any beats
in the kχ(k) function suggests that the main contribution to the
overall signal comes only from the first coordination shell of the
Cu+ ions. The EXAFS data analysis performed on the first
coordination shell results in 2.5 ± 0.35 framework oxygen
atoms, at a distance of 1.96 ± 0.02 Å, in agreement with the
data obtained for Cu+-ZSM-5. The better signal-to-noise ratio
of the Cu+-MOR spectrum is the result of the higher copper
content.
When CO is adsorbed on Cu+-MOR (pink line in the

bottom part of Figure 34b) significant changes in both the
frequency and amplitude of the EXAFS function are observed.
In particular, for k > 7 Å−1 (see gray vertical line in Figure 34b)
the kχ(k) function does not show oscillations anymore. This
observation provides a strong evidence that several types of
carbonyl adducts are formed. The kχ(k) function is, in fact, the
averaged sum of the contribution of Cu+ ions not interacting
with CO (site A′ in Figure 31b), of Cu+(CO) adducts formed
in the side pockets (site A in Figure 31b), and of two slightly
different Cu+(CO)2 adducts located in the main channel (sites
B and C). In this respect, it is worth noticing that for Cu+-
ZSM-5 the kχ(k) oscillations of the EXAFS signal of the sample
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in vacuo are nearly opposite in phase to those of Cu+(CO)2
adducts starting from k = 7 Å−1 (see top part of Figure 34b).
This means that in the Cu+-MOR case, for k > 7 Å−1, the
EXAFS signal coming from noninteracting Cu+ ions in site A′,
and those of Cu+(CO)2 adducts formed in sites B and C
contribute destructively to the overall kχ(k), resulting in an
almost vanished measured signal (pink curve in Figure 34b).
Analogous considerations came from a comparison of the
XANES spectra (Figure 34a), where the post-edge features of
the Cu+-carbonyl complexes (labeled as A and B in Figure 32b)
are less defined for Cu+-MOR. As a consequence, the
heterogeneity of copper sites in MOR prevented the possibility
to perform a detailed structural analysis of the carbonyl
species,109 as done for the Cu+-ZSM-5 case (see section 4.2.2).

4.4. Reactivity toward NO: In Situ Cu+ → Cu2+ Oxidation in
Cu+-ZSM-5 and Cu+-MOR

4.4.1. Temperature Dependent NO Reaction in Cu+-
ZSM-5. As already anticipated in section 4.1, the catalytic
importance of the Cu+-ZSM-5 system is related to its ability to
directly convert nitric oxide into dinitrogen and dioxygen.
Although full conversion conditions are not easily realized in
practical application, the decomposition reaction over Cu+-
ZSM-5 is intrinsically stoichiometric and so could be operated
without formation of undesirable side-products.1020 Moreover,
unlike other catalysts (e.g., noble metals and metal oxides) Cu+-
ZSM-5 is not poisoned by oxygen developed during the
reaction itself or present in the gas feed; therefore, reducing
agents are not required to sustain the catalytic mechanism.
Several mechanisms have been proposed in the literature to
account for the reaction path. A redox mechanism, involving
Cu+ → Cu2+ oxidation and Cu2+ → Cu+ reduction steps, has
been hypothesized on the basis of kinetic, EPR, and IR
evidence.1018,1037 The first in situ XANES study of Cu-ZSM-5
during NO decomposition at high temperature was reported by
Liu and Robota.1093 Successively, on the basis of combined low-
temperature IR and XANES results the Turin group suggested
that Cu+(NO)2 complexes are the precursors of the active
sites.108,110,1057,1092 It has been found that these species readily
decompose at room temperature giving N2O and the transient
Cu2+−O− species; the latter, in presence of NO, leads to the
real catalytic intermediate Cu2+(NO)(NO2) (where the copper
is in the oxidized Cu2+ form) potentially capable to decompose
giving nitrogen and oxygen (see Scheme 7). This scheme has
been supported also by other authors.1094−1096

IR, EPR, and XANES temperature-dependent experiments in
the 80−300 K range have been reported by Prestipino et
al.108,931,1057 to single out the precursor Cu+(NO)2 species (at
80 K) and to progressively switch on the reactivity upon
increasing the temperature. IR spectroscopy has been used to
define the NO equilibrium pressure needed at 80 K to safely
guarantee that Cu+(NO)2 complexes are univocally
present:108,931,1057 this occurs at PNO = 8 Torr (or higher). In
these conditions the IR spectrum shows a doublet at 1827−
1734 cm−1 (red curve in the bottom inset of Figure 35a). A

lower PNO would produce a mixture of both mono- (IR
absorption band at 1812 cm−1) and dinitrosyl complexes, that
would increase the complexity of the system. Upon increasing
the temperature the 1827−1734 cm−1 doublet decreases in
intensity in favor of a broader IR absorption band at 1900 cm−1

(orange curve in the bottom inset of Figure 35a) characteristic
of Cu2+(NO) complexes. IR spectroscopy provided an evidence
that the majority of Cu+ sites (about 85%) have been oxidized
by NO to Cu2+.108,931,1057 The same experiment was followed
by XAFS spectroscopy using the cell reported in Figure 8a
working in static conditions. Figure 35a reports the XANES
spectra of Cu+-ZSM-5 zeolite under vacuum (blue line), after
interaction with NO at 80 K (red line), and after increasing the
temperature up to 300 K (orange line). For comparison, the
spectrum of a Cu2+-ZSM-5 sample outgassed at room
temperature, containing only cupric ions, is also presented
(light gray line). Upon NO adsorption at 80 K (red line), the
edge XANES spectrum of Cu+-ZSM-5 is still typical of that of
cuprous ions (blue curve), thus indicating that NO interacts
with the Cu+ sites of ZSM-5 without altering its oxidation state,
in agreement with IR (absence of the 1900 cm−1 band) and
EPR.1057 More in detail, the XANES spectrum becomes more
structured: a new component appears at low energy (∼8979.9

Scheme 7. Hypothesized Catalytic Cycle of NO
Decomposition over Cu+-ZSM-5, Which Leads to the
Formation of Nitrogen and Oxygen. Adapted with
Permission from Ref 108. Copyright 1997 American
Chemical Society

Figure 35. Part a: XANES spectra of Cu+-ZSM-5 under vacuum (blue
line), after interaction with NO at 80 K (red line, PNO = 8 Torr), and
after increasing the temperature up to 300 K (orange line). For
comparison, the spectrum of a Cu2+-ZSM-5 sample is also reported
(light gray line). The bottom inset reports, with the same color code,
the corresponding IR results. The top inset reports the EPR spectra of
Cu+(NO) complexes (PNO = 0.1 Torr; T = 80 K) formed on Cu+-
ZSM-5 and Cu+-MOR, top and bottom curve, respectively. Part b: As
in part a for Cu+-MOR. The top inset reports a magnification of the
region where the 1s → 3d transition of cupric ions is expected. Data
from refs 1047 and 1057.
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eV), while the intense peak around 8983 eV is slightly shifted
and strongly reduced in intensity. This behavior is interpreted
in terms of the splitting of the pxy orbital into px and py. The px/
py and py/pz splitting is of 3.8 and 2.6 eV, respectively,931,1057

see Table 15. This implies that, upon interaction with NO, the
symmetry of Cu+ centers in ZSM-5 is decreased, passing from
an axial to an anisotropic environment. In fact, in the case of C2v
or lower symmetries, three unequivalent axis are expected. Note
that for Cu+(CO)3 adducts in C3v symmetry the 1s → 4pxy
XANES peak undergoes a red shift of 1.4 eV, but no splitting is
observed (vide supra Figure 32a), according to the expected
degeneration of px and py orbitals in C3v symmetry.417

A XANES spectrum of the pure Cu+(NO) complex could
not be collected because it was not possible to found a PNO
interval, where only Cu+(NO) complexes were present:
increasing PNO, Cu

+(NO)2 complex start to form before all
Cu+ could form a mononitrosyl complex. Information on the
low symmetry of Cu+(NO) complexes was obtained by EPR
(top inset of Figure 35a), as both bare Cu+ and Cu+(NO)2
complex are EPR silent. The spectrum showed an anisotropic g
tensor (gxx ≠ gyy ≠ gzz) and hyperfine tensors with
noncoincident CuA and NA axes.1057,1097

Upon increasing the temperature up to 300 K in NO
atmosphere (orange spectrum in Figure 35a), a significant blue
shift of both edge and pre-edge features is observed, indicating

that a consistent fraction of the cuprous ions has been oxidized
to the cupric state. This is the expected behavior, as the reaction
of NO decomposition catalyzed by the copper sites is switched
on upon increasing the temperature. By using the XANES
spectrum of Cu+-ZSM-5 (light gray line in Figure 35a) as
model for 100% cuprous ions and that of a Cu2+-ZSM-5 sample
activated at room temperature (blue in Figure 35a) as model of
ZSM-5 with 100% cupric ions, it has been determined that a
fraction of ∼80% of the overall Cu+ has been oxidized by
NO.1057

4.4.2. Temperature-Dependent NO Reaction in Cu+-
MOR. The same combined IR, EPR, and XANES temperature-
dependent experiments were performed on Cu+-MOR.1047 Top
inset in Figure 35a reports the EPR spectrum of the Cu+···NO
adducts formed on A, B, and C sites of MOR upon interaction
with NO at 77 K. Though less resolved, the spectrum has the
structure of that observed for Cu-ZSM-5. The same
considerations are obtained after comparison of the IR spectra.
Figure 35b reports the effect on the XANES spectrum of the

NO interaction with Cu+-MOR at liquid nitrogen temperature
(compare blue and red spectra). Also in this case a high PNO (8
Torr) was adopted to maximize the fraction of Cu+···(NO)2
complexes. As for Cu+-ZSM-5,1057 in these conditions cuprous
dinitrosyl adducts were formed without measurable oxidation
effects. Coordination with NO causes the loss of the axial

Table 15. Position and Related Normalized Intensities of the Main Features of the XANES Spectra of Cu+-ZSM-5 and Cu+-
MOR and Effect of Interaction with NO at 80 Ka

1s → 4px 1s → 4py 1s → 4pz

system position (eV) intensity position (eV) intensity position (eV) intensity

Cu+-ZSM-5 in vacuob degenerate with 1s → 4py 8983.5 0.92 8986.6 0.71
Cu+-ZSM-5 + NOb 8979.9 (sh) 0.15 8983.7 (sh) 0.56 8986.3 (sh) 0.68
Cu+-MOR in vacuoc degenerate with 1s → 4py 8983.0 0.61 8986.7 0.59
Cu+-MOR + NOc 8978.9 (sh) 0.07 8983.1 0.33 8986.1 (sh) 0.59

aData taken from the spectra reported in Figure 35 (sh = shoulder). bData taken from ref 1057. cData taken from ref 1047.

Figure 36. Part a: Cu K-edge XANES spectra of Cu-ZSM-5 treated in He at 773 K (dashed line) and after successive contact with O2 at 623 K. The
inset reports the magnification of the 1s → 3d transition visible in the oxidized ample (Cu2+ cations). Part b: UV−vis spectra of the Cu-ZSM-5
sample treated in He at 773 K and successively contacted with O2 at RT (green curve) and successive evolutions upon heating up to 650 K (blue
curve). Part c: O2 activation pathway in Cu-ZSM-5. The inner part of the loop reports the resonant Raman spectra of the μ-(η2:η2) peroxo
dicopper(II) planar complex precursor (top, green curve) and of the active [Cu2O]

2+ active core (bottom, blue curve). As shown in part b, resonant
Raman conditions were obtained exciting at λ = 364 nm (27500 cm−1) or at λ = 459 nm (21800 cm−1) for the precursor and the active species,
respectively. Adapted with permission from ref 1116. Copyright 2010 American Chemical Society.
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symmetry, here revealed by the splitting of the 1s → 4pxy into
the two 1s → 4px and 1s → 4py components at 8978.9 and
8983.1 eV, being the 1s → 4pz component nearly unaffected
(∼8986.1 eV). This results in a px/py and py/pz splitting of 3.2
and 3.0 eV, respectively, see Table 15.
To allow the catalyst to work, the temperature was raised up

to 300 K in NO, then the system was outgassed and a further
XANES spectrum was collected (light gray spectrum in Figure
35b). By comparing this spectrum with our reference for a
100% Cu2+-MOR (dotted curve in Figure 35b), Xamena et
al.1047 concluded that NO is able to reoxidize most of the
cuprous ions in MOR, in agreement with the IR study (see
bottom inset in Figure 35b). This fact is testified by the blue
shift of the edge, by the disappearance of the 1s→ 4pxy features
of Cu+ species and by the recovery of the 1s → 3d component
of Cu2+ (see top inset in Figure 35b).

4.5. Bent mono-(μ-oxo)dicupric and bis(μ-oxo)dicopper
Biomimetic Inorganic Models for NO Decomposition and
Methane Oxidation in Cu-ZSM-5: Comparison with
Fe-ZSM-5

In 2005, the Leuven group was the first one to highlight the
occurrence of the selective oxidation of methane into methanol
using Cu-ZSM-5.1098 Because of the low temperature of the
reaction (<200 °C), methanol remained adsorbed on the
catalyst, presumably as a methoxide, but it can be recovered by
extraction with a suitable solvent or solvent mixture. As was the
case for Fe-ZSM-51099−1102 (section 3.3), the reaction in Cu-
ZSM-5 was found to be stoichiometric.1103 Both Cu-ZSM-5
and Fe-ZSM-5 catalysts have similar activation procedures and
reaction conditions, the main difference being related to the
formation of the active site: Fe-ZSM-5 needs to be oxidized by
N2O (see section 3.3.4), while Cu-ZSM-5 can also be activated
by O2, which is an advantage from an economical standpoint.
Looking to nature, Cu- and Fe-enzymes also have the ability to
selectively convert methane into methanol at ambient temper-
atures. These are the enzymes soluble methane mono-
oxygenase1104,1105 and particulate methane mono-oxygen-
ase.1106 While the former uses Fe to carry out this difficult
reaction, the latter employs Cu. In both enzymes, methane
oxidation occurs at a binuclear active site.1107,1108

On the basis of the parallelism between natural enzymatic
catalysts and artificial zeolitic catalysts, the Leuven group
(partially in collaboration with the Stanford group) performed
an ongoing research work on Cu-exchanged zeolites supporting
the thesis that the active site is a bent mono-(μ-oxo)dicupric
cluster, generated from the precursor bis(μ-oxo)-dicopper
cluster.1098,1103,1109−1116 They combined EPR, DRS-UV−vis,
XANES, EXAFS, resonant-Raman, and ab initio simulations to
investigate the material.
The core of the multitechnical experiment performed by the

groups of Schoonheydt (Leuven) and Solomon (Stanford) is
summarized in Figure 36. A Cu2+-ZSM-5 (Cu/Al = 0.5) is
thermally reduced to Cu+-ZSM-5 by activation in He at 723
K,1046,1103,1116 as testified by the XANES spectrum reported in
Figure 36a (dashed line). Exposure to O2 at room temperature
causes the reoxidation of Cu+ into Cu2+ and the appearance in
the UV−vis spectra of a component at 29 000 cm−1 (239 nm),
see green curve in Figure 36b. This band has been attributed to
a peroxo πσ* → Cu2+ CT1117 in a μ-(η2:η2) peroxo dicopper(II)
planar complex,1103,1114,1116,1118 see green structure in Figure
36c. This complex is the precursor of the active species.
Activation occurs by thermal heating: in the UV−vis spectra,

starting from 450 K, a new component around 21 800 cm−1

raises at the detriment of the 29 000 cm−1 band (Figure 36b).
This is the spectroscopic evidence of the formation of the
[Cu2O]

2+ active core (blue structure in Figure 36c). The
reaction formally requires the cleavage of the O−O bond, and
thus, two extra electrons (i.e., two Cu+ react with O2, reducing
it by two electrons to the peroxo level and a second two
electrons are required for complete reduction to the oxo level).
Resonant Raman studies on catalysts oxidized with labeled 16O2
and 18O2 validated this model.1114 The precursor μ-(η2:η2)
peroxo dicopper(II) planar complex is characterized by ν(Cu−
Cu) = 269 cm−1 and ν(O−O) = 736 cm−1, observed exciting in
the πσ* → Cu2+ CT (λ = 364 nm; 27 500 cm−1), whereas the
[Cu2O]

2+ active core exhibits stretching modes at νsym(Cu−O−
Cu) = 456 cm−1 and νasym(Cu−O−Cu) = 870 cm−1, observed
exciting at λ = 459 nm (21 800 cm−1).
According to the reaction scheme reported in Figure 36c, the

[Cu2O]
2+ core is responsible for the methane to methanol

conversion, as a correlation was found between the intensity of
the 21 800 cm−1 component in the UV−vis spectra and the
catalyst activity. The formation of both the μ-(η2:η2) peroxo
dicopper(II) precursor and the [Cu2O]

2+ active core is favored
by a high copper loading: the authors found these dicopper
species in ZSM-5 samples loaded at Cu/Al = 0.5 and, in a
smaller extent, at Cu/Al = 0.3, being essentially absent in
samples with Cu/Al < 0.2.

5. STRUCTURE AND REACTIVITY OF
METALLORGANIC FRAMEWORKS PROBED BY IN
SITU XAFS AND XES

The possibility of tuning framework porosity, topology as well
as framework composition has made zeolites and zeotypes the
most successful materials for a broad range of applications, such
as gas adsorption and separation and for cataly-
sis:308,699,706,812,820,825,1022,1119−1132 sections 3 and 4 report
some clear examples. But the zeolites role as the leading class of
crystalline porous materials is nowadays challenged by a new
emerging class of porous materials: metal organic frameworks
(MOFs).65,1132−1142 MOFs diverge from some zeolites in
important aspects.1143,1144 The most important one is their
larger diversity and flexibility in composition and the less
topological constraints in the formation of the porous lattice.
The enormous number of new MOF frameworks reported
every year reflects this flexibility and the large interest for their
potential applications.1145 Zeolites are restricted to tetrahedral
networks, whereas the inorganic cornerstone in MOF top-
ologies may be a single metal atom or a more or less complex
cluster of coordinated metal atoms or complex inorganic
substructures extending in one, two, or three dimensions.
According to the recent classification done by Tranchemon-
tagne et al.1146 the coordination of the inorganic cornerstone
may span the whole range from 3 up to 66. On top of this,
cornerstones can be connected using different type of organic
linkers, giving rise to the synthesis of isoreticular frameworks
such as e.g. the IRMOF-1/IRMOF-161147 or the UiO-66/UiO-
681148−1150 series.
Although the industrial application of MOFs is still limited to

a few cases,1151,1152 this new class of materials is foreseen to
play an important role in the next future, in the fields of gas
separation and purification,1153−1163 liquid phase separa-
tion,1163−1166 gas storage,1147,1150,1167−1186 drug deliv-
ery,1187−1189 optical and luminescent materials,1190−1196 mag-
netic materials,1197−1200 solid state ion conductors1201 semi-
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conductors,1202 sensors,1203,1204 catalysis,1203,1205−1239 and
photocatalysis.1240 Functionalization of MOF materials remains
one of the main challenges driving the MOF commun-
ity,1203,1213,1216,1223,1241−1266 even more than the optimization
of the synthesis conditions to make always newer and newer
structures. Indeed, the metal sites in most of the MOF
structures show at maximum one coordination vacancy (and
only after removal of the solvent), therefore limiting their
application, for example, in catalysis, where at least two
coordination vacancies are required. MOFs functionalization
has been performed following two main routes: (i) by using
during the synthesis linkers containing functionalized groups or
(ii) by performing postsynthesis modification of MOFs
framework. The latter method can be accomplished by either
introducing covalent attachment to the organic linker, or by
grafting of an organic molecule to the metal sites through the
coordinative vacancy created after solvent elimination.1223

The enormous complexity and variety of MOF frame-
works1267,1268 represents an evident challenge in the character-
ization of MOF materials. Only a few structures were resolved
from single crystal data because of the difficulty in growing
large MOF crystals. In cases where only powder XRD (XRPD)
data are available, additional structural information, particularly
regarding local coordination within the inorganic cluster, are
often mandatory to solve the structure. In several important
cases EXAFS, taking benefit from its element selectivity, was
able to provide complementary structural information on the
inorganic cluster and the way it binds to the li-
gand.65,1148−1150,1242−1246,1269−1282 The fact that MOFs are
mainly constituted by low Z elements (C, O, N, H), that are
almost transparent to X-rays (see Figure 3b and Eq 10), allows
to collect, at the metal K- or L-edges, high quality transmission
X-ray absorption spectra characterized by an optimized edge
jump Δμx as high as 1.0−1.5, resulting in accurate data,
analyzable up to 15−18 Å−1. This fact guarantees a high
number of independent parameters (nind, see Eq 21) for the fit;
low correlation among optimized parameters and a high ability
to discriminate between two close distances, see eq 22. In this
sense, MOFs represents ideal materials for EXAFS/XANES
characterization.

5.1. Adsorption of CO on Cu2+ Sites in Cu3(BTC)2 or
HKUST-1

HKUST-1, also known as Cu3(BTC)2 because of its
stoichiometry, is a Cu(II) based fcc-MOF characterized by a
3D system of square-shaped pores (9 Å × 9 Å).1283−1285 In
Cu3(BTC)2 Cu

2+ ions form dimers, where each copper atom is
coordinated to four oxygen atoms, coming from the benzene-
1,3,5 tricarboxylate (BTC) linkers ([Cu2C4O8] cage) and one
water molecule.1187,1271,1286 A schematic representation of the
Cu3(BTC)2 buildings blocks and how they are connected to
give rise to the three-dimensional structure is reported in Figure
37a. Prestipino et al.1271 showed that water molecules can be
removed from the first coordination shell of Cu2+ without loss
of crystallinity and porosity. This property is extremely
important, as it implies the formation of coordinatively
unsaturated Cu2+ sites that become consequently available for
additional ligands such as molecules dosed from the gas phase
(Figure 37b). EXAFS analysis revealed that water removal from
the first coordination shell of Cu2+ causes an important
modification of the [Cu2C4O8] cage resulting in a decrease of
the Cu2+-Cu2+ distance from 2.64 ± 0.02 Å down to 2.50 ±
0.02 Å,1271 see Table 16.

The presence of coordinatively unsatured Cu2+ sites,
combined with a specific framework topology, characterized
by a sequence of square cages, is the key point to justify the
remarkable adsorption properties toward a large variety of
adsorbates. The interest in this area is broad, ranging from
environmental applications in gas separation, (NOx and CO2
traps), sensors (NO, CO2, CO, NH3), and H2 stor-
age.1092,1187,1271,1282,1286 Very recently, the group of Corma
has shown that HKUST-1 is an active and reusable solid
catalysts for the cyclopropanation of alkenes with high chemo-
and diastereo-selectivities.1287 Herein we will briefly review the
ability of Cu3(BTC)2 to coordinate CO molecule as monitored
by in situ IR, XANES and EXAFS spectroscopies.
Already in 2002, Wang et al.1288 observed that Cu3(BTC)2

was able to adsorb small amount of CO at room temperature
and atmospheric pressure. However the paper just reported
sorption isotherms, so that a direct proof of the site specific
adsorption of CO on the coordinatively unsaturated Cu2+ sites
of the dehydrated HKUST-1 was missing at that time. This
evidence was reported by Prestipino et al.1271 in 2006, who
reported clear evidence of the formation of Cu2+···CO adducts
by both XANES and IR spectroscopies, see Figure 37c.
The main part of Figure 37c reports the XANES spectra of

HKUST-1 outgassed at 453 K (dark blue curve) in comparison
with that obtained after adsorption of CO at about 100 K (red
curve). Upon CO interaction the first coordination sphere of
Cu2+ undergoes a significant perturbation, as testified by the
clear modification of the pre-edge features. In particular, the
dipolar shakedown 1s → 3p transition becomes broader and
undergoes a blue shift from 8985.3 to 8986.0 eV, testifying an
increase of the covalent character in the Cu−O bond. The
much weaker peak at 8977.8 eV ascribed to the quadrupolar
transition 1s → 3d is less affected, being just slightly blue-
shifted (see bottom left inset in Figure 37c). Interaction with
CO is, however, unable to significantly perturb the extended

Figure 37. Part a: Schematic representation of the building blocks of
HKUST-1. Two Cu2+ ions, and four benzene-1,3,5 tricarboxilate
linkers are bounded to give rise the final 3D structure. The picture
shows the typical paddle wheel coordination of Cu2+ sites. Water
molecules directly bonded to Cu2+ are represented by an oxygen atom
only. Part b left: Cluster of the [Cu2C4O8](H2O)2 cage peculiar of the
hydrated form. Part b right: Dehydrated [Cu2C4O8] cage. Color code:
Cu2+, blue; O, red; C, gray; H, white. Part c: XANES spectra of
HKUST-1 collected at liquid nitrogen temperature before (dark blue
curve) and after (red curve) interaction with CO (PCO = 40 Torr).
The bottom left inset reports a magnification of the 1s → 3d
quadrupolar transition. The right inset reports the k2-weighted, phase
uncorrected, FT of the corresponding EXAFS spectra. The top left
inset reports the IR spectra collected at liquid nitrogen temperature
upon decreasing PCO from 40 Torr down to 10−3 Torr (full line
curves). All IR spectra have been background subtracted using the
spectrum collected before CO dosage as background. Data from ref
1271.
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region of the X-ray absorption spectrum (right inset, reporting
its FT). The authors interpreted this fact as due to the weak
interaction between Cu2+ and CO; the resulting Cu2+···CO
complexes would be characterized by a rather long Cu−C
distances and by a rather large Debye−Waller factor, that make
the contribution of the CO scattering negligible with respect to
that of the MOF framework, see Eq 19.
The coordination of CO molecules on Cu2+ ions in HKUST-

1 was also evidenced by the IR spectra collected at liquid
nitrogen temperature,1271 see top left inset of Figure 37c (PCO
= 1 Torr), showing an increase of the IR absorption band at
2174 cm−1 due to the ν(CO) stretching mode of the Cu2+···CO
adducts. This assignment agrees well with the IR study of
Hadjiivanov and Knozinger1289 who reported that the labile
Cu2+···CO adducts hosted inside ZSM-5 zeolite are charac-
terized by a ν̃(CO) = 2179 cm−1. The weakness of the
Cu2+···CO bond was proved by the pressure dependent IR
experiment reported by Prestipino et al.,1271 showing that CO
leaves Cu2+, by simply outgassing the sample at liquid nitrogen
temperature.

5.2. Adsorption of O2 on Cr2+ Sites in Cr3(BTC)2

5.2.1. XANES Study. The group of Long in Berkley
recently succeeded in synthesizing the Cr2+ analogue of
HKUST-1,1290 named Cr3(BTC)2 from its stoichiometry,
where the same 3D structure is obtained connecting with
BTC linkers [Cr2C4O8] cages instead of [Cu2C4O8] ones. The
authors used neutron powder diffraction to prove that
Cr3(BTC)2 crystallizes in the same Fm3 ̅m space group as the
Cu2+-homologue. Insertion of Cr2+, substituting Cu2+, implies a
slight cell expansion from a = 26.2243(5) Å, V = 18035(1) Å3

of HKUST-1 to a = 26.6652(3) Å, V = 18959.8(6) Å3 of
Cr3(BTC)2, which is accompanied by a significant shrinking of
the metal−metal distance in the dimer from RCu−Cu = 2.50 ±
0.02 Å1271 to RCr−Cr = 2.06 ± 0.02 Å.1290 An impressive change
in structure of the [Cr2C4O8] cages is expected upon loss of the
axial solvent,1291 since Cr2+ centers can form a strong
(quadruple) metal−metal bond whereas Cu2+ centers do not.
The neutron diffraction data were definitive on this point.1290

The interesting aspect of this new Cr3(BTC)2 MOF material
is that it is able to fix O2 molecules from air with high selectivity
and in an almost reversible way.1290 This peculiarity is
obviously of paramount importance, because the separation
of O2 from air is carried out in industry using cryogenic
distillation on a scale of 100 Mtons/year, as well as using
zeolites in portable devices for medical applications. Moreover,
in the next future O2 may be needed in large scale for CO2-free
energy production inside fuel cells. Thus, there is a clear benefit
in developing materials that might enable this process to be
carried out with a lower energy cost.
Interaction of Cr3(BTC)2 with O2 was followed by neutron

powder diffraction, IR, UV−vis-NIR and XANES spectros-
copies.1290 Neutron powder diffraction revealed a decrease of

the unit cell from a = 26.6652(3) Å, V = 18959.8(6) Å3 to a =
25.956(2) Å, V = 17487(4) Å3, accompanied by a great
elongation of the distance in the Cr−Cr dimer, that moves
form RCr−Cr = 2.06 ± 0.02 Å to RCr−Cr = 2.8 ± 0.1 Å. The
structural data obtained on desolvated and on O2-interacting
Cr3(BTC)2 are summarized in Table 16 and compared with
similar data obtained on the isostructural Cu3(BTC)2, in both
its hydrated and dehydrated forms. The removal of the water
molecule coordinated to Cu2+ during the desolvation process in
Cu3(BTC)2 resulted in a small contraction of the unit cell Δa/a
= −0.5% which is accompanied by an important shrinking of
the [Cu2C4O8] cage of ΔRCu−Cu/RCu−Cu = −5.0%. Cr3(BTC)2
behaves differently when the coordinated O2 molecule is
removed from the Cr2+ site: the MOF lattice undergoes a much
larger contraction Δa/a = −2.7%, which is accompanied by a
huge deformation of the [Cr2C4O8] cage in the opposite
direction than that observed for the Cu2+-homologue MOF, of
ΔRCr−Cr/RCr−Cr = +35%. Such impressive behavior can be
explained only on the basis of an extremely high flexibility of
the [Cr2C4O8] cage.
To evaluate possible changes in the oxidation state of Cr

upon O2 adsorption, Long et al.1290 have collected the Cr K-
edge XANES spectra of the as prepared, desolvated and O2-
contacted material, see Figure 38a. It is known that the edge
position of the XANES spectra of Cr model compounds do not
correlate straightforwardly with the Cr oxidation state: indeed
Tromp et al.1292 observed that the energy shift undergone by
the main absorption edge of Cr compounds having an
oxidation state from Cr0 to Cr6+ is similar to that of a series
of Cr3+ complexes with different ligands. Frages et al,1293

suggested that the centroid position (first moment energy, or
baricenter)1294 of the pre-edge feature is a better indicator of
the Cr valence than the edge position. Long et al.1290 followed
this method. After the subtraction of the tail originated from
the rising edge, Long et al.1290 fitted the pre-edge region with
pseudo-Voigt functions; the first moment energy (i.e., the
center of mass of the pre-edge peak) was calculated from the
sum of the integrated area of each peak (Figure 38c,d). For
activated and O2-loaded Cr3(BTC)2, the first moment energies
occur at 5991.17 and 5991.24 eV, respectively, the latter being
the weighted average between the centroids of the two pre-edge
peaks at 5990.66 and 5992.40 eV, (see Figure 38d). The energy
shift of the first moment (ΔE = 0.07 eV) between these two
compounds is significantly smaller than that observed for the
energy shift between Cr2+ and Cr3+ compounds (ΔE ≥ 0.8
eV).1293 Therefore Long et al.1290 concluded that the observed
shift was consistent with a partial charge transfer from the Cr
metal center to the bound O2 molecule and no oxidation of
Cr2+ occurred.

5.2.2. XES Study. In this section, a few preliminary XES
results collected at ID26 (ESRF) on Cr3(BTC)2 will be
discussed. In particular, we will report on (i) valence to core
resonant X-ray emission (VtC-RXES) maps, where both

Table 16. Summary on the Structural Data of Isostructural Cu3(BTC)2 and Cr3(BTC)2 Obtained with Different Techniques.
Reproduced with Permission from Ref 65. Copyright 2010 Royal Society of Chemistry

material coordination on M site a (Å) V (Å3) RM−M (Å)

Cu3(BTC)2 H2O 26.343(5)a 18280(7)a 2.628(2)a; 2.64(2)b

Cu3(BTC)2 26.2243(5)c 18035(1)c 2.50(2)b

Cr3(BTC)2 26.6652(3)d 18959.8(6)d 2.06(2)d

Cr3(BTC)2 O2 25.956(2)d 17487(4)d 2.8(1)d

aSingle crystal X-ray diffraction.1283 bCu K-edge EXAFS.1271 cSynchrotron radiation XRPD.1271 dNeutron powder diffraction.1290
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incident Ω and emitted ω monochromators are scanned, see
Figure 5 and (ii) valence to core (VtC) Kβ satellite peaks.
The bottom part of Figure 39a shows a full VtC-RXES map

of Cr3(BTC)2 sample in presence of the solvent. The dark red
rectangular feature at the bottom of the map is the elastic peak.
Moving vertically along the energy transfer direction (Ω − ω),
one can observe two optical peaks. These peaks arise from
transitions between intermediate states achieved at about Ω =
5992 eV to final state at about (Ω − ω) = 4 (very weak) and
8.5 eV (medium). A very strong emission appears in the 5995
eV < Ω < 6000 and 11 eV < (Ω − ω) < 14 eV region. These
features are, in part, also observed in the standard XANES
spectrum (see top of Figure 39a), that shares with VtC-RXES
the same Ω axis, with however, no possibility to have access to
the (Ω − ω) axis: in fact, standard XANES spectroscopy yields
an 1D-spectrum that, for every Ω value, is integrated over all
possible intermediate states (or ω values).
Removal of solvent, strongly modifies the VtC-RXES map of

Cr3(BTC)2, see bottom part of Figure 39b. Now, three well-
defined peaks lie on the constant line at Ω = 5991 eV (incident
energy) at (Ω − ω) = 4.3 (very weak), 7.8 (very strong), and
12.5 eV (medium). The presence of these XES peaks aligned at
the same Ω value means that three different intermediate states
are reached after excitation at Ω = 5991 eV and that three
possible final states are available with different probability, the
most probable one being that at (Ω − ω) = 7.8 eV. All this
information is lost in the standard XANES spectrum reported
in the top part of Figure 39b. Moreover, the strong absorption
described above starts now at lower Ω values (Ω ≈ 5994 eV)

and has now a well-defined maximum for Ω = 5997 eV and (Ω
− ω) = 11.5 eV. A simple look at the VtC-RXES maps reported
in the bottom parts of Figure 39ab, indicates that much more
information on the Cr electronic structure (involving both
occupied and unoccupied states) can be extracted from XES
spectroscopy with respect to the standard XANES spectroscopy
(see top parts in Figure 39ab). Calculation are in progress
combining a DFT (ORCA code500) and a multiplet approach
(Cowan’s program519) in order to assign precisely the
molecular orbitals involved in these transitions.1295

Figure 39c reports nonresonant Kβ VtC-XES satellite peaks
obtained for the desolvated Cr3(BTC)2 sample before and after

interaction with NO (red and blue curves, respectively). Again,
the huge changes in the spectral features indicate that the
technique is very sensitive to the changes in the coordination
sphere around the absorbing atom. Indeed, nonresonant Kβ
VtC-XES has been demonstrated to be a very sensitive
technique in the ligand identification, that is even able to
discriminate among different ligands characterized by a low Z
difference, such as C, O, and N. Kβ VtC-XES spectroscopy is
consequently fully complementary the standard XAS in the
ligand determination.199,219−221,1296,1297

5.3. Adsorption of NO, CO, and N2 on Ni2+ sites in
Ni-CPO-27

Dietzel et al.1298 synthesized a three-dimensional honeycomb-
like metallorganic framework (Figure 40a) with Ni2+ as the
metal component: Ni2(dhtp)(H2O)2·8H2O (dhtp =2,5-dihy-
droxyterephthalic acid). This new material, named CPO-27-Ni,
belongs to the family of CPO-27-M (Mg, Co, Ni) also known
as MOF-74 (synthesized by Yaghi and co-workers) and is
isostructural to framework materials with Zn2+, Co2+ and Mg2+

metal component.1299−1302

Figure 38. Part a: Normalized Cr K-edge XANES spectra of
Cr3(BTC)2 MOF, as prepared (blue curve), desolvated (black
curve) and after successive interaction with O2 (red curve). Part b:
Portions of the structure of Cr3(BTC)2, refined from neutron powder
diffraction data, highlighting the Cr−Cr distance lengthening from
2.06(2) to 2.8(1) Å upon O2 coordination:

1290 Cr, O, and C atoms are
represented as green, red, and gray spheres, respectively. Part c:
Simulation of the pre-edge data for activated Cr3(BTC)2. Red, blue,
gray, and black lines represent the experimental data, simulation result,
edge tail, and pseudo-Voigt components, respectively. Part d: As in
part c for the O2-loaded Cr3(BTC)2 material. Adapted with permission
from ref 1290. Copyright 2010 American Chemical Society.

Figure 39. Standard Cr K-edge XANES spectra collected in
transmission mode in the pre-edge region (ESRF BM01B, top) and
valence to core (VtC) RXES map (ESRF ID26, bottom) of
Cr3(BTC)2 sample before and after solvent removal: parts a and b,
respectively. Vertical dotted gray lines allow to better appreciate the
increased information obtained from VtC RXES with respect to
standard XANES spectroscopy. Part c: A comparison between
nonresonant Kβ VtC-XES satellite peaks for the desolvated
Cr3(BTC)2 sample before and after interaction with NO: red and
blue curves, respectively. The ordinate axis report the photon counts
by the APD in arbitrary units. We are indebted to P. Glatzel and E.
Gallo (ESRF, F) an to the group of J. R. Long (Berkeley, U.S.) for
having allowed us to include these new data in this review before
publication.
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CPO-27 framework contains one-dimensional channels
(Figure 40a) filled with water that can be removed by a mild
thermal treatment. Upon dehydration the crystalline structure
is preserved and a material with a high surface area is obtained
(about 1100 m2/g),1298 which contains unsaturated metal sites

organized in helicoidal chains.1298 At the intersections of the
honeycomb are helical chains of cis-edge connected nickel
oxygen octahedra running along the c axis. Nearest neighbors
helices are of opposite handedness. Each chain is connected by
the organic ligand with three adjacent chains, resulting in the

Figure 40. Part a: Structure CPO-27-Ni/CO (Ni2+:CO = 1) optimized by periodic ab initio periodic approach with CRYSTAL code1303,1304 and
viewed along the c axis. Part b: k3χ(k) functions of CPO-27-Ni after: desolvation (black curves); interaction with NO (green curves); and interaction
with CO red curves). Parts c−g: Modulus and imaginary part of the k3-weighted, phase uncorrected, FT of the EXAFS spectra collected on
dehydrated CPO-27-Ni (c) and after interaction with H2O (d), NO (e), CO (f), and N2 (g). Where adsorbates are present, vertically translated also
the contribution (in both modulus and imaginary parts) of the adsorbed molecule optimized in the fits is reported. The models used in the fits
adopted a Ni2+/adsorbate = 1:1 stoichiometry and assumed a linear adsorption geometry for CO and N2 and a Ni−N−O angle of 130° for the NO
(only the O atom of the H2O molecule has been included in the fit). Insets report the local environment of Ni2+ in its dehydrated form, part c, and
upon molecular adsorption parts d−g, as optimized by ab initio calculations. In parts b−g scattered and continuous curves refers to the experimental
data and the best fit, respectively. The EXAFS spectra have been adapted from refs 1273−1275.

Table 17. Summary of the Parameters Optimized by Fitting the EXAFS Data Collected at 300 and 77 Ka

sample condition dehydrated1273 in vacuo1273 hydrated.1273 +NO1273 +CO1274 +N2
1275

T (K) 300 77 300 300 77 77
Rfactor 0.043 0.033 0.027 0.045 0.018 0.011
Nind 40 40 40 40 40 40
Nvar 10 10 7 7 12 12
ΔE0 (eV) −2.5 ± 1.0 −1.7 ± 1.0 0.5 ± 0.5 −2.5 ± 1.0 0.8 ± 0.7 2.1 ± 1.0
S0

2 1.17 ± 0.09 1.20 ± 0.08 1.17 1.17 1.18 ± 0.06 1.18 ± 0.05
⟨RO⟩ (Å) 1.99 ± 0.01 2.00 ± 0.01 2.03 ± 0.01 1.99 ± 0.01 2.024 ± 0.005 2.012 ± 0.005
σ2(O) (Å2) 0.0049 ± 0.0005 0.0042 ± 0.0004 0.0049 0.0049 0.0044 ± 0.0004 0.0038 ± 0.0003
RNi1 (Å) 2.892 ± 0.005 2.889 ± 0.005 2.980 ± 0.005 2.95 ± 0.01 2.973 ± 0.005 2.937 ± 0.005
σ2(Ni1) (Å

2) 0.0055 ± 0.0006 0.0045 ± 0.0004 0.0055 0.0055 0.0038 ± 0.0004 0.0035 ± 0.0003
RNi2 (Å) 4.82 ± 0.02 4.87 ± 0.01 4.78 ± 0.03 4.79 ± 0.02 4.89 ± 0.02 4.86 ± 0.02
σ2(Ni2) (Å

2) 0.0059 ± 0.0018 0.0052 ± 0.0014 0.0059 0.0059 0.008 ± 0.002 0.006 ± 0.002
α −0.008 ± 0.009 −0.003 ± 0.007 −0.021 ± 0.005 −0.024 ± 0.007 −0.013 ± 0.009 −0.003 ± 0.007
σ2 (Å2) 0.009 ± 0.004 0.007 ± 0.003 0.009 0.009 0.009 ± 0.005 0.009 ± 0.004
Rads (Å) 2.10 ± 0.04 1.85 ± 0.02 2.11 ± 0.02 2.27 ± 0.03
σ2ads (Å

2) 0.01 ± 0.01 0.0065 ± 0.002 0.006 ± 0.002 0.010 ± 0.005
−ΔHads

expt(kJ mol−1) 100 92 58 17
aThe fits were performed in R-space in the 1.0−5.0 Å range over k3-weighted FT of the χ(k) functions performed in the 2.0−18.0 Å−1 interval. A
single ΔE0 and a single S0

2 have been optimized for all SS and MS paths. The Ni−O and Ni−Ni (first and second neighbor) SS paths have been
modeled with their own path length and Debye−Waller factors, while an unique σ2 and an unique path length parameter α, common to all other SS
and MS paths, have been optimized. NO, CO and N2 adsorption have been simulated by treating the molecule as a rigid body linearly adsorbed on
Ni2+. Consequently only two additional parameters are needed: the Ni-molecule distance (Rads) and the corresponding Debye−Waller factor (σ2ads).
Nind = number of independent points (πΔRΔk/2). Nvar = number of optimized parameters. This table summarizes the data from refs 1273, 1274,
and 1275.
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honeycomb motif. The channels in the honeycomb have a
diameter of ∼11 Å (see Figure 40a). All of the O atoms of the
ligand are involved in the coordination of Ni2+; these oxygens
account for five out of six ligands for each nickel atom, while
the sixth coordinative bond is to a water molecule which points
toward the cavity.
CPO-27-Ni, in both its hydrated an dehydrated forms, was

studied in detail by Bonino et al.1273 The structure obtained
from XRPD Rietveld refinement1298 was used as input for the
EXAFS model, resulting in an excellent agreement between the
set of distances optimized with the two different techniques.
The EXAFS signal was quite complex because constituted by
several SS and MS paths. Therefore, Bonino et al.1273 cross-
checked the validity of their EXAFS model analyzing the data
collected on dehydrated CPO-27-Ni at 300 and 77 K (see
Table 17). The model was validated as all optimized distances
were comparable in the two data sets, while the thermal
parameters σ, see eq 19, increased moving from 77 to 300 K.
Water removal from CPO-27−Ni affect significantly both its
XANES and EXAFS spectra. In particular, the average Ni−O
first shell distance decreases from 2.03 ± 0.01 Å down to 1.99
± 0.01 Å, while an even more impressive contraction was
observed for the second shell Ni−Ni distance, that moves from
2.980 ± 0.005 Å down to 2.892 ± 0.005 Å, see Table 17. The
desolvation process caused the removal of the water molecule
coordinated to the metal center, resulting in Ni2+ cations with a
coordinative vacancy potentially able to coordinate ligand
molecules. The interaction of NO, CO and N2 ligands with
desolvated CPO-27-Ni has been deeply investigated by means
of Ni K-edge XANES and EXAFS spectroscopies, supported by
parallel IR and UV−vis techniques.1273−1275
High quality data were obtained in transmission mode up to

almost k = 20 Å−1, see Figure 40b: this allowed to reach an high
resolution in R-space, better than 0.08 Å see eq 22. The EXAFS
data (and corresponding best fits) obtained on dehydrated
CPO-27-Ni and after interaction with H2O, NO, CO and N2
are reported in R-spaces in Figure 40c−g and Table 17. The
higher intensity of the EXAFS oscillation in the case of the
CPO-27-Ni/CO and CPO-27-Ni/N2 is evident and is due to
the fact that corresponding spectra were collected at 77
K,1274,1275 while the spectra of CPO-27-Ni contacted by H2O
and NO were collected at 300 K.1273 This implied that authors
were forced to fix much more parameter in the analysis of the
this last case, see Table 17. Independent IR experiments
allowed to fix the coordination number of the adsorbed
molecules (NO, CO, and N2) to 1.1273−1275

Adsorption of molecules on Ni2+ sites strongly modifies the
whole framework structure inducing elongation in Ni−O and
Ni−Ni distances. Figure 41a−d summarizes experimental
structural data (XRPD and EXAFS) on the adsorption of
H2O, NO, CO, CO2, and N2, molecules on CPO-27-Ni
material. Data are reported as a function of the enthalpy of
adsorption measured via standard microcalorimetric1273,1274 or
via temperature-dependent IR desorption1275 or via isosteric
heat of adsorption.1305 The figure summarizes data collected at
both 77 and 300 K (open and full symbols, respectively).
Comparison with the analogous values obtained from a
theoretical study performed at the B3LYP-D*/TZVP level of
theory (using a periodic boundary conditions) is reported in
parts (e−h) of Figure 41.
From the reported set of data, it clearly emerges that

computed framework distances and computed adsorption
distances are systematically overestimated by the theory.

Notwithstanding this fact, the trends observed in the
experimental data are clearly mirrored by the theoretical data.
In particular, it emerges from both experimental and theoretical
data that, the larger is the adsorption energy, the larger is the
perturbation induced by the adsorbed molecule to the MOF
framework in terms of elongation of the ⟨RO⟩, RNi1, and RNi2
distances, see parts a−c and e−g of Figure 41, respectively.
Regarding the adsorption distance, it follows an opposite trend:
the larger is the −ΔHads (−ΔEcads), the shorter is Rads, see
Figure 41d and Figure 41h, respectively.

As far as EXAFS results are concerned, it is worth noticing
that ⟨RO⟩, and RNi2 increase by decreasing the temperature
from RT (filled triangles) to 77 K (empty triangles), while RNi1
does not change. An increase in the cell volume by decreasing
the temperature indicates a negative thermal expansion
coefficient; this rare property in solids is shared by some
other MOF structures, as determined by temperature depend-
ent diffraction experiments on MOF-51306−1308 or foreseen by
force-field calculations on the IRMOF-1/-10/-16 fam-
ily,1309−1311 and on HKUST-1.1312,1313

For what concerns the calculations they predict an increase
of all the framework distances upon molecule adsorption and
an almost linear relationship between the adsorption energy
and the distance elongation (Figure 41e−g). These findings
have been confirmed by the experiments: as a general statement
both XRD and EXAFS indicate an increase of all the framework
distances upon molecular adsorption. However, in the
experiments a larger spread of the data is observed because
of the different coverages adopted in the different experiments.
In fact, whereas in the calculations the coverage was fixed to

Figure 41. Correlation of the different structural parameters upon
molecular adsorption on Ni2+ site with the corresponding adsorption
energy. Left: experimental values (HRPD circles, EXAFS triangles)
and corresponding incertitudes. Full and open symbols refer to data
collected at 300 and 77 K, respectively. Right: Theoretical values. Note
that left and right parts do not have exactly the same ordinate intervals.
This reflects the systematic overestimation of the theoretical distances.
Beside this fact, all trends are well reproduced. Adapted with
permission from ref 1304. Copyright 2012 Elsevier.
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Ni/molecule = 1:1, in the XRD for CO2 and H2O a Ni/CO2 =
1:0.5−0.6 and Ni/H2O = 1:5 where adopted. The different
behaviour of RNi2 upon H2O absorption, as revealed from
EXAFS and XRPD (indicating a shortening and a lengthening,
respectively), is likely ascribable to the different coverages
adopted in the two experiments. In fact, whereas the XRPD
data have been recorded for the highest coverage, the EXAFS
measurements have been recorded at a lower Ni/H2O ratio and
then the Niads−Ni2 shortening is a reflection of the high
interaction energy. In fact a shortening of RNi2 has been also
observed for NO, the second molecule in terms of interaction
energy among molecules considered in Figure 41. Coming to
the distance between the Ni atom and the adsorbed molecules
(Rads), in this case an opposite trend is observed in both
experiments and calculations, as expected: in fact this distance
shortens by increasing the energetic of the interaction, the
shortest distances being observed for the larger interacting
molecules that is for H2O and NO.
The here reviewed multitechnical approach1273−1275,1303−1305

requiring XRPD and EXAFS for structural determination and
microcalorimetry or temperature-dependent IR desorption or
isosteric heat of adsorption for adsorption enthalpies
determination and supported by periodic DFT calculation, is
relevant in understanding and foreseeing applications to a
potential practical uses of MOF materials. Indeed, the
understanding of the molecular adsorption on a given surface
site is the first step in understanding whether the site may have
a potential catalytic reactivity or not. On the other hand,
measuring (or computing) adsorption enthalpies of different
molecules allows to establish an adsorption strength scale that
is relevant in determining a selective adsorption ranking useful
for gas separation and selective adsorption purposes. In more
detail, (i) the significant difference in the −ΔHads (and
−ΔEcads) for the adsorption of H2 and CO implies that
CPO-27-Ni is an interesting material for the purification of a
H2/CO mixture used to feed fuel cells. (ii) The material can

clearly play a role also in the CO2 capture, even at relatively
high temperatures, that is, for postcombustion capture as
demonstrated by the work of Dietzel et al.1305 (iii) Finally,
the ability of H2O to progressively displace NO from the Ni2+

sites,1273 makes CPO-27-Ni a good candidate for a controlled
NO drug delivery inside the human body, similarly to the
HKUST-1 MOF investigated by the group of Morris.1187,1286

6. CR/SIO2 PHILLIPS CATALYST: IN SITU ETHYLENE
POLYMERIZATION

6.1. Relevance of the Catalyst and Still Open Questions

The Cr/SiO2 Phillips catalyst for ethylene polymerization1314

accounts for a large share (more than one-third) of the world’s
high density polyethylene (HDPE) supply, as well as some low
density polymers.113,1315 The Phillips HDPE has a very broad
molecular weight (MW) distribution that confers characteristic
rheologic properties useful for specific applications. The
synthesis procedure is fairly simple, as schematically shown in
Figure 42. Amorphous silica is impregnated with a chromium
compound (such as H2CrO4). The system is then activated at
high temperature in oxidizing conditions, with the consequent
grafting of Cr in the form of monochromate species; extensive
dehydroxylation of the silica surface occurs at the same time. A
typical catalyst contains about 0.5−1.0 wt % Cr.64,113,1315−1317

The Cr(VI) precursors (oxidized sample in the following) are
then reduced by C2H4 (industrial process, C2H4-reduced
sample)113 or by CO (model laboratory process, CO-reduced
sample),64,113,1318−1320 with formation of Cr(II) species, which
are the active sites in ethylene polymerization.
In addition to its industrial importance, the interest in the

Phillips catalyst is mainly related to its ability to polymerize
C2H4 without the intervention of any activator, a fact which
makes it unique among all the polymerization catalysts, such as
the Ziegler−Natta1321−1327 and the metallocene-based sys-
tems.1328,1329 Notwithstanding the numerous efforts, three

Figure 42. Schematic representation of the synthesis procedure for the Cr/SiO2 Phillips catalyst (see text for a detailed description). In the insets,
red and yellow sticks connect together silicon and oxygen atoms respectively; the big blue balls represent Cr(II) ions, while the little gray and white
(black) balls represent carbon and hydrogen atoms, respectively.
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main questions are still open: (i) the structure of the active
sites; (ii) the fraction of the active sites, and (iii) the initiation
mechanism of the polymerization reaction.64,113,1315 It is worth
noticing that the first two questions are objects of debate for
the large majority of olefin polymerization catalysts, both
homogeneous and heterogeneous, so that the discussion made
for the Phillips catalyst has a more general validity. These three
problems are strictly connected and mainly related to the high
heterogeneity of the Cr sites present on the surface of the
amorphous silica. In particular, it is clear that, in order to have
an insight into the initiation mechanism, it is necessary to
define the structure of the active sites. This represents a
challenge for characterization methods, also because the low
concentration of the active sites favors the observation of the
spectator species instead of the working centers.1330

6.2. XAFS Applied on the Phillips Catalyst

The examples reported in the previous sections demonstrate
that XAFS spectroscopies, owing to their atomic selectivity,
represent techniques of choice in the characterization of highly
diluted species.9,13,45 Moreover, the short mean free path of the
photoelectron (which is the probe of XAFS spectroscopy)
limits the sensibility of the technique to few Å around the
absorbing atom (see section 2.3.2). This implies that, unlike
XRD, no long-range order is required and structural
information can be obtained from amorphous systems also.
For these reasons, XAFS spectroscopies are, in principle,
powerful techniques to understand the local structure and the
oxidation state of Cr species on the Phillips catalyst.
Nevertheless, in contrast to the large amount of XANES
studies on various chromium compounds reported in the
past,1331−1336 only few XAFS works appeared on the Phillips
catalyst or on related systems,64,117,118,1316,1337−1339 and only
one is focused on in situ C2H4 polymerization.1316 Three main
reasons could be tentatively accounted for this lack. (i) The
high reactivity of the reduced Cr(II)/SiO2 catalyst toward O2
and H2O requires an extremely severe control of the
atmosphere, that is not easily transferred from the laboratory
to a synchrotron beamline. (ii) The copresence of different
local environments for the Cr species, because of the
heterogeneity of the support (see Figure 42), or of several Cr
phases makes the data analysis extremely complex. This last
point is particular true when dealing with sample characterized
by a Cr loading higher than 1 wt.% (which is a necessary
condition when the experiment is conducted in transmission
mode), since it is well-known that in these conditions a fraction
of Cr forms Cr2O3 aggregates inactive in ethylene polymer-
ization (vide infra inset in Figure 43a). (iii) Finally, the low
fraction of Cr sites involved in the C2H4 polymerization could
be a limiting factor in the detection of the coordinative
environment of Cr centers in working conditions (i.e., during
the polymerization reaction).
In the following it will be shown that, notwithstanding all

these problems, XAFS techniques have been applied with
success also on the Phillips catalyst.64,117,118,1316,1317,1337−1339

The use of a third generation synchrotron radiation source
allowed to collect XAFS spectra of always increasing quality,
both in terms of energy resolution and of signal-to-noise ratio.
The oxidized catalyst has been the most investigated
one,117,1316,1337,1339 and the corresponding XANES spectrum
has been often used to demonstrate the single-site nature of
grafted Cr species. A brief summary of the main results
achieved on this topic will be done in section 6.2.1.

On the contrary, to the best of our knowledge, only few
works report XAFS data on the reduced Cr(II)/SiO2
catalyst.117,118,1316,1339b Groppo et al.1316 investigated by
XAFS in transmission mode a 4 wt % Cr loaded sample. The
high Cr loading was the lowest possible for transmission
measurements to be performed, but caused the segregation of a
fraction of Cr species in the form of clustered Cr2O3 phase,
which complicated the successive data analysis. Nevertheless,
authors succeeded in evaluating the fraction of clustered Cr2O3,
by performing a two phases EXAFS data analysis. Moreover,
the same sample was investigated after in situ ethylene
polymerization. A careful analysis of the XANES data, and
comparison with IR spectroscopy of adsorbed CO molecule,
allowed to evaluate the fraction of Cr sites active in ethylene
polymerization. A brief summary of these results will be given
in sections 6.2.1.1 and 6.2.1.2. Much more recently, the same
authors118 succeeded in performing a XAFS experiment on a
0.5 wt % Cr(II)/SiO2 catalyst, thus obtaining the first XAFS
data of Cr(II)/SiO2 without the copresence of clustered Cr2O3.
These results will be discussed in section 6.2.2. Very recently,
the group of Scott reported EXAFS spectra of a Cr(II)/SiO2
catalyst obtained starting from CrO2Cl2 precursor collected at
10 K.1339b The spectra are characterized by an unprecedented
quality in terms of signal/noise ratio, and allowed authors to
extract very detailed structural information. When the oxidation
step is performed at 500 °C, the local environment of Cr(II)
was reproduced with two O atoms at 1.88 ± 0.01 Å and one O
atom at 1.98 ± 0.02 Å in the first coordination shell;
additionally, two O atoms at 2.49 ± 0.01 Å and 2.94 ± 0.01
Å, attributed to non-bonded adjacent siloxane groups, and a Si
atom at 3.19 ± 0.08 Å were used to simulate the contributions
at longer distances. Similar results were obtained for the sample
activated at higher temperature (800 °C). The agreement
between experimental and best-fit curves was excellent in both
cases. However, the values of the optimized Debye-Waller
factors are difficult to be understood. In particular, for the
sample activated at 500 °C, the σ2 factor of the non-bonded
siloxane group at 2.49 Å was found to be much lower that that
of bonded oxygen atoms at 1.88 Å (0.0017 vs. 0.0068 Å2 );

Figure 43. Part a: XANES spectra of the oxidized (red curve) and CO-
reduced (blue curve) Cr/SiO2 systems. The inset reports the DR UV−
vis spectra of the oxidized (red curve) and CO-reduced sample (blue
curve), together with the spectrum of α-Cr2O3 (gray line) for
comparison. Part b: Modulus of the k2-weighted, phase-uncorrected,
Fourier transform (|FT|, 2−11 Å−1 range) of the EXAFS signals
collected together with the XANES spectra reported in part (a). In the
bottom part are reported, with the same symbols, the corresponding
imaginary parts. Experimental data from ref 1316.
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whereas for the sample activated at 800 °C σ2 values of 0.0017,
0.0078 and 0.0014 Å2 where found for O atoms located at 1.92,
2.01 and 2.90 Å, respectively.
6.2.1. A 4 wt % Cr/SiO2 Sample: XAFS in Transmission

Mode. Figure 43 reports the Cr K-edge XANES spectra (part
a) and the k2-weighted, phase-uncorrected, Fourier transform of
the EXAFS signals (moduli and imaginary parts, top and
bottom in part b) for a 4 wt % Cr/SiO2 catalyst in the oxidized
and reduced forms (for experimental details concerning the
catalyst activation procedure see section 2.1.3 and refs 1316 and
1317). The spectra, collected in transmission mode, are affected
by the presence of an unavoidable fraction of clustered α-
Cr2O3. This is demonstrated by the DR UV−vis spectra
reported in the inset of Figure 43a. Isolated Cr(VI) species on a
0.5 wt.% oxidized sample should give rise to two main
components at about 30 000 and 21 500 cm−1, ascribed in the
literature to oxygen-to-chromium CT transitions,64,1319 whereas
the UV−vis spectrum obtained after CO-reduction should be
characterized by an intense CT at about 30 000 cm−1 and by
two d−d transitions at 12 000 and 7500 cm−1,64,1319 which are
the fingerprints of Cr(II) species in a distorted tetrahedral
environment. For the 4 wt % loaded sample (inset in Figure
43a), both in the oxidized (full gray curve) and in the CO-
reduced form (black curve), two additional bands are present
around 30 000 and 21 500 cm−1. These bands are typical of
clustered Cr(III) in octahedral symmetry, as observed for the α-
Cr2O3 particles (gray curve in the inset of Figure 43a).1340

Therefore, UV−vis spectroscopy provides an evidence that a
fraction of clustered α-Cr2O3 particles is present on both
oxidized and CO-reduced samples. For this reason any
quantitative EXAFS data analysis, when possible, should be
performed with caution, by considering the copresence of two
different phases: the isolated Cr species and the aggregated α-
Cr2O3 particles.
The XANES spectrum of the oxidized catalyst (red curve) is

characterized by an intense pre-edge peak at 5993.5 eV (see
Figure 43a), characteristic of Cr(VI) species in a Td-like
symmetry,117,1316,1317,1337−1339 in good agreement with the
literature data based on different spectroscopic laboratory
techniques (UV−vis, Raman and XPS).1319,1341−1344 The
corresponding |FT| of the EXAFS signal exhibits a dominant
contribution centered at 1.06 Å (phase-uncorrected), which is
due to the short CrO double bonds of the chromate
structure, and a minor shoulder clearly visible at higher
distances (1.55 Å, phase-uncorrected), due to longer Cr−O
single bonds. Similar data have been shown previously by
Weckhuysen et al.,117 who provided two different explanations,
both of them involving the presence of polychromate species.
On the contrary, Groppo et al.1316 interpreted the EXAFS data
as due to the presence of a fraction of clustered α-Cr2O3
particles, which prevented any structural EXAFS data analysis.
In fact, two kinds of species are present, which give three
contributions in the same R region: CrO and Cr−O of
isolated Cr(VI) species and Cr−O of clustered Cr(III). This
heterogeneity in distances implies, in k-space, the superposition
of sinusoidal signals with a substantial difference in periodicity.
Under such conditions the experimental χ(k) function is rapidly
extinguished by out-of-phase signals and shows only noise for k
values higher than 7 Å−1, in a similar way to what discussed for
Fe- and Ga-MFI systems (section 3.3.1 and Figure 23). This
interpretation was supported by Wang et al.,1337 who
performed an EXAFS experiment in fluorescence mode on a
Cr/MCM-41 having a low Cr loading (0.35−1.7 wt %).

Upon reduction in CO, the XANES spectrum of Cr/SiO2
(blue curve in Figure 43a) greatly changes. In particular, it is
characterized by a remarkable red-shift of the edge, both respect
to the oxidized sample (red curve, about 6.5 eV) and respect to
the α-Cr2O3 reference (not reported, about 2.0 eV), suggesting
that the treatment in CO reduced Cr(VI) to Cr species in an
oxidation state lower than +3. Many independent techniques
provided definite proofs that after reduction in CO isolated
Cr(II) sites are present on the silica surface. However, in the
present case the sample contained also clustered Cr2O3, and
therefore the XANES spectrum shown in Figure 43a must be
explained as the overlap of the signals of both Cr(II) and
Cr(III). The pre-edge peak at 5993.5 eV associated with
tetrahedral Cr(VI) species totally disappears and is substituted
by a distinct feature at 5995.9 eV, which is considered the
fingerprint of anchored Cr(II) species, as it will be discussed in
section 6.2.2.1. The presence of an unstructured absorption in
the 5990−5993 eV range (a region where pre-edge features of
α-Cr2O3 appears) and the shape of the white-line, which shows
a peak around 6010 eV (where the spectrum of α-Cr2O3 has a
strong signal), confirm that the CO-reduced Cr/SiO2 sample
contains a not negligible fraction of clustered Cr2O3. Opposite
to what observed for the oxidized sample, the EXAFS spectrum
of the CO-reduced catalyst shows a significant signal up to 11
Å−1.1316 The corresponding k2-weighted, phase-uncorrected, |
FT| (red curve in Figure 43b) shows an almost symmetric peak,
centered at 1.51 Å (phase-uncorrected), while the strong Cr
O signal characterizing the oxidized sample is totally destroyed.
After reduction the Cr−O distances of the isolated species have
undergone a significant elongation owing to the increased ionic
radius of Cr(II) with respect to that of Cr(VI), and are now
much closer to those of the clustered species.

6.2.1.1. Determination of the Fraction of Clustered Cr2O3:
A Two-Phase EXAFS Data Analysis. EXAFS is a suitable
technique for quantitative phase speciation, providing that the
data analysis is properly carried out.252,529,669,1068,1316,1345−1348

A conventional EXAFS analysis is usually performed on
samples containing a single chemical species, i.e. samples
where all the absorbing atoms have the same local coordination.
In this case, the value obtained by EXAFS analysis is an
evaluation of the real structural parameters around the absorber
atom, through the formula reported in eq 19. If more than a
single chemical species is present in the sample, the overall
EXAFS signal is the weighted sum of the signals belonging to
all phases. In such a case the fit must be performed by using a
number of theoretical contributions equal to the number of
chemical species present in the sample. In the simple case of a
system composed by only two phases, the fitting model will
include two different contributions, where the coordination
number (N), the distance (r), the Debye−Waller factor (σ),
and the energy shift (ΔE) should be, in principle, optimized,
resulting in 8 fitting parameters. The coordination numbers
obtained by the fit are proportional to the real ones according
to the following relationship:

= ·N N x(phase 1) (phase 1)fit (35)

= · −N N x(phase 2) (phase 2) (1 )fit (36)

where N and Nfit are the real coordination numbers and those
obtained by the best fit procedure (in both phase 1 and phase
2), respectively, while x is the atomic fraction of the absorber in
the first phase. Conversely, the distances and the Debye−
Waller factors obtained by the best fit are the correct evaluation
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of these parameters for both the two phases present in the
sample. This procedure was adopted successfully in several
cases, such as (i) copresence of surface copper-aluminate,
CuCl2, and paratacamite in catalysts for the ethylene oxy-
chlorination reaction1346 (vide infra section 8.2); (ii)
copresence of three different Cu sites in copper-exchanged Y
zeolite;1068 and (iii) copresence of three different Ag sites in
silver-exchanged Y zeolite.669 In the last two cases, the local
environment and the relative population of different cationic
sites were previously determined by a Rietveld refinement of
high resolution XRPD data collected at the ESRF synchrotron
radiation source. The EXAFS data were fit by optimizing only
Debye−Waller factors and ΔE parameters (being the
coordination numbers and the distances fixed by XRPD
analysis); the quality of the fits validated this multiphase
approach for the EXAFS data analysis.
The same approach was adopted to analyze the EXAFS

spectrum of the CO-reduced Cr/SiO2 catalysts discusses in the
previous section. The two phases present in the CO-reduced
sample are isolated Cr(II) species grafted to the silica support
and aggregated Cr(III) species. To reduce the number of fitting
parameters, it was assumed that the aggregated Cr(III) species
have an α-Cr2O3-like local structure. Under these assumptions,
the two relationships discussed above become:

α α− = − ·N N x( Cr O ) ( Cr O )fit 2 3 2 3 (37)

= · −N N x(Cr(II) ) (Cr(II) ) (1 )fit isolated isolated (38)

The EXAFS quantitative analysis has been conducted
according with the following steps:1316,1317 (i) The inverse
FT of the EXAFS signal of the α-Cr2O3 model compound was
performed in the 0.51−3.13 Å range, resulting in a filtered χ(k)
function, which represents the sum of the contribution of all
the scattering paths due to atoms in the first, second and part of
the third coordination shells around Cr(III) in α-Cr2O3. Note
that, using this approach, both single and multiple scattering
paths are included. (ii) The so obtained signal was used for the
extraction of “fictitious” phases and amplitudes that do not refer
to a single Cr-scatterer contribution, but reflects the local
environment of Cr atoms in the aggregated phase in an overall
way. (iii) The fraction of aggregated Cr(III) species in the CO-
reduced sample was fitted by using the so obtained phases and
amplitudes, leaving N, σ and ΔE as free parameters. In this case,
the Nfit(α-Cr2O3) directly resulted in the fraction x of
aggregated species present in the catalyst, according with the
relationship reported above. The σ factors were allowed to
change, in contrast to the study of Prestipino et al.1346 (where
the size of the crystals of the aggregated paratacamite phase on
Al2O3 was huge), in order to take into account that a significant
fraction of the Cr2O3 particles have a very small size, as
determined by comparing the UV−vis spectra (see inset in
Figure 43a) and XRD data (data not shown). This is a crude
way to account for the distributions of bond lengths because of
the particle heterogeneity by using a unique fitting parameter.
(iv) Finally, the isolated Cr(II) species were fitted using a single
Cr−O contribution, leaving N, r, σ, and ΔE as free parameters,
such values have thus to be considered on an average ground.
Because of the amorphous nature of the support, isolated
Cr(II) species are not supposed to contribute to the EXAFS
signal at higher r values, so that in the 2.15−3.13 Å range only
clustered species contribute to the experimental signal.
The fraction of α-Cr2O3-like particles present in the CO-

reduced system was estimated to be x = 0.38 ± 0.04 and the σ2

increased from 0.0050 of crystalline α-Cr2O3 to 0.0065 ±
0.0005 Å2, supporting the hypothesis of the presence of small
chromia clusters. For the isolated Cr(II) species, a Cr−O
contribution at 1.96 ± 0.01 Å, with a coordination number of
3.6 ± 0.3 and a Debye−Waller factor of 0.0075 ± 0.0006 Å2

have been obtained.1316,1317 More reliable data have been
obtained more recently by Gianolio et al.,118 analyzing the
EXAFS spectrum of a 0.5 wt % Cr(II)/SiO2 sample up to the
second coordination sphere (see section 6.2.2.1).

6.2.1.2. An estimation of the fraction of sites active in
ethylene polymerization. The problem of determination of the
concentration of active sites (and hence of the turnover
frequency) is not peculiar of the Phillips catalyst, but it is a
general problem in catalysis. It can be solved case by case by
using sensitive methods and strategies. Several efforts have been
devoted in the past to develop quantitative spectroscopic
methods able to quantify the fraction of active sites in the
Phillips catalyst. DR UV−vis, EPR and XPS techniques and
their combination have been revealed very useful to quantify
the Crn+ (n = 2−6) species as a function of the activation
procedure.1349−1353 However, these results give information on
all the Cr species present in the sample, and no precise
indication about the fraction of the active sites can be safely
obtained. Only a few attempts have been made to determine
the number of active sites on the Cr(II)/SiO2 sample when the
polymerization is performed at RT. By means of poisoning
experiments, values comprised between 10 and 50% of the total
Cr sites have been inferred to be active.64,113,1354,1355 This wide
range of values has been explained by considering that the
selectivity of the poison toward the active site changes with the
poison/site ratio. Conversely, by means of IR spectroscopy,
much lower values (less than 10%) have been deter-
mined.114,1356

Groppo et al.1357 have proposed a method, based on the
combination of XANES and IR spectroscopy of adsorbed CO,
to determine the fraction of active sites in the CO-reduced
Cr(II)/SiO2 Phillips catalyst. The XANES spectrum of the CO-
reduced catalyst after ethylene polymerization at RT (green
curve in Figure 44a) is very similar to the spectrum collected
prior polymerization (blue line in Figure 43a and in Figure
44a). Only a weak erosion of the shoulder at 5995.9 eV

Figure 44. Estimation of the fraction of Cr(II) sites active in the
ethylene polymerization. (a) Magnification of the pre-edge features of
the XANES spectra of CO-reduced catalyst before (blue) and after
ethylene polymerization at 300 K (light green) and 373 K (green),
compared to that of C2H4-reduced catalyst (orange). (b) Modulus of
the k2-weighted, phase-uncorrected, Fourier transform (|FT|, 2−11
Å−1 range) of the EXAFS signals collected together with the XANES
spectra reported in part a. Experimental data from refs 1316 and 1357.
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characteristic of Cr(II) species and a slight increase in the
intensity of the white line (first resonance after the edge) can
be observed, which reflects a modest increase of the average
coordination of Cr ions. A stronger modification of the XANES
features is obtained by performing the polymerization on the
CO-reduced system at 373 K (dark yellow curve in Figure 44a).
In this case, both the phenomena are more evident. These
results suggested that the number of Cr(II) sites involved in the
ethylene polymerization reaction at RT (and low C2H4
pressure) is low, hence the XANES spectrum of the catalyst
after polymerization reflects the majority of inactive chromium
sites. On the contrary, when ethylene polymerization is
performed at 373 K, a larger fraction of Cr(II) sites become
active in the polymerization, and the corresponding XANES
spectrum greatly changes.
The conclusions outlined before are further on demonstrated

by looking at the XANES spectrum of a Cr/SiO2 sample on
which the reduction and the polymerization steps are
performed simultaneously by dosing C2H4 at 523 K on the
oxidized sample (orange curve in Figure 44a). The pre-edge

peak characteristic of Cr(VI) in a Td-like geometry (see red
curve in Figure 43a) disappears, and the edge absorption shifts
toward values lower than the oxidized starting point, confirming
that C2H4 reduces Cr(VI) during the polymerization reaction.
Unfortunately, as discussed above, the situation is complicated
by the presence of a fraction of clustered Cr(III) ions, so that it
is difficult to estimate the average oxidation state of Cr on the
C2H4-reduced catalyst. However, by comparing the pre-edge
features of the spectrum of the C2H4-reduced catalyst (orange
curve in Figure 44a) with that of the CO-reduced catalyst after
polymerization (dark yellow curve in Figure 44a), the following
observations can be made: (i) The white line intensity grows up
remarkably, reflecting a much higher increase of the average
chromium coordination. (ii) The Cr(II) fingerprint feature at
5996 eV is totally absent, suggesting that almost all isolated
chromium species have been involved by the polymerization
reaction. Of course, this does not mean that all the Cr(II) sites
are active in the polymerization. A large heterogeneity is
expected among the isolated Cr species at this stage, including
active Cr sites carrying the polymer chains, Cr sites just

Table 18. Cr(II) Sites Active in the C2H4 Polymerization on the CO-Reduced Catalyst, As Determined by Means of in Situ
XANES Spectroscopy and in Situ IR of Adsorbed CO

polymerization conditions in situ XANES spectroscopy1316 in situ IR spectroscopy of adsorbed CO1357

temperature 300 K 373 K 300 K 300 K 373 K
PC2H4

100 Torr 100 Torr 10 Torr 250 Torr 20 Torr

fraction of active Cr(II) 0.25 0.55 0.37 0.36 0.52

Figure 45. Part a: Experimental setup at ESRF BM26A used for fluorescence XAFS measurements showing the two ionization chambers, the
fluorescence detector and the cryostream allowing to cool down the capillary hosting the activated catalyst in CO atmosphere. Part b: Evolution of
IR spectra of Cr(II)/SiO2 (in the νCO region) as a function of temperature (blue, PCO = 100 Torr at 300 K; cyan, PCO = 100 Torr at 100 K. The
vertical gray line represents the stretching frequency of the unperturbed CO molecule, ν̃0(CO) = 2143 cm−1, and discriminates classical from non
classical carbonyls. Parts c−e: Evolution of the k3-weighted χ(k) (part c), XANES (part d), and FT of the EXAFS signals in both modulus and
imaginary parts (part e) of the Cr(II)/SiO2 system upon increasing CO coverage: black, blue, and cyan spectra refer to the system in vacuo and after
interaction with PCO = 150 Torr at 300 and 100 K, respectively. Scattered and full line curves refer to experimental and best fit data, respectively. Top
and bottom insets in part d report a magnification of the pre-edge region and the simulated XANES spectra, respectively. Part f: Cartoon showing
the solvation effect of CO on Cr(II) hosted on the silica surface. Data from ref 118.
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perturbed by a polymer generated elsewhere, Cr sites still in
interaction with reduction products or, eventually, Cr sites
carrying some “deactivating precursors” (such as “Cr-cyclo-
pentane” structures, which have been found to be inactive with
respect to polymerization1358).
The decrease in intensity of the Cr(II) fingerprint at 5995.9

eV as a function of the polymerization conditions has been used
to estimate an upper limit of the number of Cr(II) sites active
in ethylene polymerization. By comparing the integrated area of
the 5996 eV band for the CO-reduced catalyst after
polymerization at RT with that measured before polymerization
(Table 18), Groppo et al.1357 estimated that a fraction of about
25% of the original Cr(II) sites was involved in the
polymerization. Analogously, when the polymerization is
performed on the CO-reduced catalyst at 373 K, about 55%
of the initial Cr(II) sites are estimated to be involved in the
polymerization Table 18. These values are in quantitative
agreement with those obtained by means of IR spectroscopy of
adsorbed CO (see Table 18).1357

The picture emerging from XANES is qualitatively confirmed
by the EXAFS data. Figure 44b reports the k2-weighted, phase-
uncorrected, |FT| of the EXAFS signals (2−11 Å−1 range)
collected on the Cr/SiO2 catalyst after polymerization. The
intensity of the peak in the 0.7−2.0 Å interval increases in the
order: CO-reduced catalyst (blue line) < CO-reduced catalyst
after polymerization at RT (light green line) < CO-reduced
catalyst after polymerization at 373 K (green line) < C2H4-
reduced catalyst (orange line). EXAFS is unable to discriminate
between Cr−O and Cr−C first shell contributions. However, as
authors did not expect a change of the Cr-to-support
interactions, the increase of the peak at 0.7−2.0 Å was
attributed to an increase of the average number of C atoms
entering in the first coordination shell of isolated Cr species
after polymerization. The heterogeneity of Cr species under
polymerization conditions prevented any attempt to obtain
quantitative data from the corresponding EXAFS spectra and
the discussion has to be concluded on a qualitative ground.
6.2.2. A 0.5 wt % Cr/SiO2 Sample: XAFS in

Fluorescence Mode. Very recently, Gianolio et al.118

succeeded in directly determine the structural properties of
Cr(II)/SiO2 by means of in situ XAFS measurement. The
success of the experiment was mainly related with the adopted
experimental setup (Figure 45a). In that case, the Cr(II)/SiO2
system was prepared inside capillaries sealed in controlled
atmosphere, allowing the authors to solve contamination
problems also in case of long time acquisitions, necessary for
highly diluted systems (0.5 Cr wt%) measured in fluorescence
mode. The low Cr loading also assured the absence of the
undesired Cr2O3 phase that complicated the EXAFS data
analysis described in section 6.2.1. The use of capillaries is
standard for powder XRD measurements,1068 but it is much
more demanding for XAFS experiment because the X-ray beam
must be vertically focused in the same point along the whole
energy scan.90,323 This request can be fulfilled in a third
generation synchrotron radiation beamline, as discussed in
section 2.2.7. The results obtained on Cr(II)/SiO2 and the
strategy followed to analyze the data will be discussed in section
6.2.2.1.
Following the same experimental procedure, the authors

investigated also the structural modification of Cr(II)/SiO2
upon adsorption of CO, used as probe molecule. Interaction of
Cr(II)/SiO2 with CO was studied since decades by in situ
IR,64,115,1318 probing the formation at room temperature of

nonclassical1058,1086,1092,1359,1360 (prevailing σ-donation) car-
bonyls on a heterogeneity of Cr(II) sites. The nature of
carbonyls turns to classical one1058,1086,1092,1359,1360 (prevailing
π-back-donation) upon lowering the temperature (increasing
the coverage), followed by a spectacular change in the IR
spectra (from blue to cyan curves in Figure 45b). This behavior
has been interpreted as the direct evidence of the unique role of
the surface in the optimization of the Cr-CO interaction. In situ
Raman experiments highlighted that the vibrational modes
emerging from the silica background because of the resonant
intensification due to the presence of the Cr(II) cations, are
significantly perturbed upon CO adsorption.1361 This was a
clear, although indirect, proof that an important rearrangement
of the local environment of the Cr(II) site at the silica surface
occurs upon CO adsorption. Direct structural evidence were
finally obtained by XAFS, as summarized in section 6.2.2.2.

6.2.2.1. Local Structure of Cr(II)/SiO2. The XANES
spectrum of the 0.5 wt % Cr(II)/SiO2 in vacuo (black curve
in Figure 45d) is much more defined than that of 4.0 wt %
Cr(II)/SiO2 sample discussed above (Figure 43a). In particular,
it presents two weak pre-edge features at 5987.7 and 5990 eV
(due to Cr1s → (Cr3d + O2p) dipole-forbidden transitions), and
a strong one at 5994.4 eV (already assigned to Cr1s → Cr4p
transition). This latter feature is more intense and sharper than
that observed for the 4.0 wt % sample. Moreover, the white line
is almost featureless, testifying the complete absence of
clustered Cr2O3.
The corresponding EXAFS spectrum is shown in Figure 45c,

whereas the FT of the EXAFS spectrum is displayed in Figure
45e (in both modulus and imaginary parts). The absence of
contamination from Cr2O3 allowed Gianolio et al.118 to better
define the environment of Cr(II), with respect to the previous
work of Groppo et al.1316 (section 6.2.1). For Cr(II)/SiO2 in
vacuo (black squares in Figure 45e), the |FT| is dominated by a
peak centered at 1.35 Å due to two Cr−O1 contributions,
where O1 are the oxygen atoms at SiO2 surface to which Cr is
directly grafted. A first fit performed only on this first shell (first
column in Table 19) confirms the coordination number of two
(S0

2 = 0.9 ± 0.3) and results into Cr−O1 distance of 1.86 ±
0.03 Å. The σ2 value of 0.015 ± 0.005 Å2 is in agreement with
the expected heterogeneity of the grafted Cr(II) sites. Beside
this main peak, a less intense component at higher distance
(2.34 Å) is also evident. Among the species that could
potentially contribute to this peak, there are the silicon atoms
bearing the O1 atoms and the oxygens belonging to weaker
siloxane ligands (O2). Neither of them, individually, is able to fit
the experimental datum. However, when a combination of the
two contributions is considered, the number of involved
variables (Nvar = 11) becomes higher than the number of
independent parameters: nind = 2ΔkΔR/π ≈ 10, see eq 21.
Therefore, the fit in the larger ΔR = 1.0−3.0 Å range was
performed by (i) fixing the first shell variables to the values
obtained from the previous fit and (ii) fixing σ2Cr−O2 equal to
σ2Cr−O1 and NCr−Si equal to NCr−O1 to avoid correlation
problems. In this way, Nvar. was reduced to 4. The quality of the
fit (Rfactor = 0.024) is appreciable in Figure 45e (black curve),
and the obtained results are reported in Table 19 (second
column).

6.2.2.2. Direct Evidence of Adsorption Induced Cr(II)
Mobility on the Silica Surface upon Complexation by CO.
In a successive step, the interaction of Cr(II)/SiO2 with CO
was investigated by XAFS. Both, XANES and EXAFS spectra
are strongly affected by CO interaction. In particular, upon CO
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adsorption at 300 K (blue curve) the weak pre-edge bands in
the XANES spectrum blue shift of ∼2 eV and almost triplicate
their intensity (top inset in Figure 45d), while the strong pre-
edge band approaches the edge, becoming less visible. The
featureless edge of the Cr(II)/SiO2 becomes structured,
exhibiting two well-defined components at 6005 and 6020
eV, typical of metal carbonyl complexes417,418,1362 and due to
Cr1s → πCO transitions (see the corresponding A and B
components in the XANES spectra of Cu2+ carbonyls reported
in Figure 32). When the CO coverage is increased (100 K
spectrum, cyan curve), the pre-edge components further blue
shift, making the Cr1s → Cr4p transition almost indistinguish-
able from the edge, and the Cr1s → πCO transitions on the edge
are spectacularly intensified. The main modifications of the
XANES spectrum upon carbonyl formation are well predicted
by simulation (bottom inset in Figure 45d) performed with
FDMNES code482 on clusters able to correctly predict the
Cr(II) carbonyl vibrational features.1363

In EXAFS, the overall k3χ(k) signal (Figure 45c) increases
upon carbonyl formation because of the important multiple
scattering (MS) contribution of the linear Cr−CO paths. In the
R space (Figure 45e), this behavior corresponds to a 2-fold
increase of the first shell contribution and to the growth of a
broad and intense band at higher R-values. From independent
techniques, it is well-known that upon CO addition at 300 K
both mono- and dicarbonyls are formed on slightly different
Cr(II) sites.64 Formation of carbonyls implies an additional
contribution to the EXAFS signal (Cr−CO paths) that should
be simulated with three more variables (NCr−CO, σ

2
Cr−CO, and

RCr−CO), in addition to those needed to describe Cr(II)/SiO2 in
vacuo. Such a great number of variables prevented Gianolio e
al.118 to fit the data collected at 300 K (blue squares in Figure
45e). On the contrary, the system measured at 100 K (cyan
squares in Figure 45e) is less complex. It is well-known that in
these conditions multicarbonyls are formed to the detriment of

weaker siloxane ligands, which are displaced;64 this limits the
number of variables. Moreover, in this last case the signal is
strongly intensified by the MS contributions of linear CO
ligands. For these reasons, the fit could be performed without
fixing the first shell parameters (only S0

2 is kept to the value
obtained for Cr(II)/SiO2), allowing to appreciate the change in
the Cr(II) coordination sphere induced by CO adsorption.
The results of the fit (performed in the Δk = 2.0÷10.0 Å−1

range for consistency with the Cr(II)/SiO2 system) are
reported in the last column of Table 19 and shown in Figure
45e. An average number of carbonyls for chromium sites
(NCr−CO) of 2.3 ± 0.3 is obtained, at a distance of 1.995 ±
0.008 Å. The intrinsic low accuracy of EXAFS in the
determination of coordination numbers allows Gianolio e
al.118 to confirm the coexistence of mono-, di-, and tricarbonyls,
but no exact stoichiometry has been formulated.64 Conversely,
the results of the fit clearly show that the carbonyl formation
causes a consistent elongation of the Cr−O1 distance of 0.08 Å,
demonstrating that CO ligands “extract” Cr(II) sites from the
surface. Note that this behavior is directly appreciable in the FT
(both modulus and imaginary parts) of the spectra, where a
shift of the first shell peak toward higher R-values is observed.
As a direct consequence, an important decrease of the σ2Cr−O1
(0.007 vs 0.015 Å2) is observed, suggesting a higher
homogeneity of the sites. The same effect has been recently
predicted by ab initio calculation.1363

As a summary of this section, XANES data reported in Figure
45d show that remarkable modification in the electronic
configuration of Cr(II) sites occurs during carbonyls formation,
both at 300 and 100 K. The great variation observed upon
lowering the temperature is the electronic image of the changes
in the vibrational properties observed by IR spectroscopy
(Figure 45b), and explained in terms of conversion of
nonclassical into classical carbonyls. This is possible because
the extraction of the Cr from the surface (RCr−O1 increased by
0.08 Å) allows the optimization of the Cr2+···CO bonds by
populating Cr3d−πCO molecular orbital that is Cr−CO bonding
and C−O antibonding. The EXAFS results were the first direct
experimental evidence of adsorption induced mobility of Cr(II)
sites on the SiO2 surface. This structural flexibility has been
interpreted as the key for understanding the catalytic activity of
Cr(II) sites in presence of adsorbates. Reversible modification
of the active sites upon adsorption/desorption of adsorbates
have been already revealed by in situ EXAFS for isomorphously
substituted TiIV species in TS-1886 (section 3.2.4) and for
counterions in Cu-exchanged zeolites417,418,1068 (section 4.2.2).
In both cases, EXAFS structural data, coupled with other
spectroscopic results and ab initio calculations, have been of
high relevance in achieving an overall comprehension of the site
reactivity.

6.3. SEXAFS Applied on the Phillips Catalyst: Bridging the
Gap between Heterogeneous Catalysis and Surface
Science

6.3.1. Brief Overview on SEXAFS Applied to Catalysis.
The high-photon flux available on the third generation
synchrotron radiation sources along with the development of
beamlines ad hoc conceived to measure samples at grazing
angle geometry have allowed scientists to investigate the surface
of single crystals and thin films, pushing the detection limit
down to the monolayer and submonolayer regime. In fact, the
grazing incidence geometry of the X-ray beam on a sample (few
mrad), implies that the beam does not penetrate inside the bulk

Table 19. Summary of the Optimized Parameters in the
Analysis of EXAFS Data for the Cr(II)/SiO2 Catalyst in
Vacuo and after CO Adsorption at 100 K.a Reproduced with
Permission from Ref 118. Copyright 2007 Royal Society of
Chemistry

Cr(II)/SiO2 Cr(II)/SiO2 + CO

R-range (Å) 1.00−2.20 1.00−3.00 1.00−4.20
Nvar/Nind 4/6 4/10 8/16
S0

2 0.9 ± 0.3 0.9 0.9
ΔE0 (eV) −1 ± 4 −1 0 ± 1
NCr−O1 2 2 2
RCr−O1 (Å) 1.86 ± 0.03 1.86 1.935 ± 0.007
σ2Cr−O1 (Å

2) 0.015 ± 0.005 0.015 0.007 ± 0.001
NCr−O2 2.8 ± 0.4
dCr−O2 (Å) 2.64 ± 0.03
σ2Cr−O2 (Å

2) 0.015
NCr−Si 2 2
RCr−Si (Å) 2.70 ± 0.02 2.76 ± 0.02
σ2Cr−Si (Å

2) 0.012 ± 0.001 0.014 ± 0.002
NCr−CO 2.3 ± 0.3
RCr−CO (Å) 1.995 ± 0.008
σ2Cr‑CO (Å2) 0.009 ± 0.001
Rfactor 0.031 0.024 0.007

aNon-optimized parameters can be distinguished by the absence of the
corresponding error bar. The fits were performed in the R space over a
2.0−10.0 Å−1 k-range.
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and thus that the only atoms excited are those lying a few nm
below the surface,17,140,1364−1373 see also the discussion on the
critical angle θc done in section 2.2.2, eq 9, when the use of
mirrors in the optic hutch was discussed. This fact allows to
reduce of many orders of magnitude the background photons,
both those due to the bulk fluorescence and those due to the
elastic scattering of the primary beam (positioning the
fluorescence detector on top of the surface). Moreover, also
the photons coming from the fluorescence of the absorber
atoms, representing the EXAFS signal, can be maximized by the
adopted grazing incidence geometry that makes it possible to
illuminate a very long sample, thus increasing the total number
of surface atoms effectively probed. This technique, called
ReflEXAFS or surface EXAFS (SEXAFS), makes use of ad hoc
conceived reaction chamber to control the temperature and the
reaction atmosphere of the sample, and therefore allows to
investigate chemical reaction.19,29,140,1374−1377

Several authors investigated the local environments and
reactivity of adsorbed atoms or more complex molecules in
controlled conditions (atmosphere and temperature) on well-
defined (hkl) metallic94,96,1378−1383 or oxidic1384−1393 surfaces.
SEXAFS has also been used to follow catalytic reactions
occurring at well-defined surfaces.1394 As an example, the group
of Schlogl et al.293 followed with SEXAFS the oxidation of
methanol on Cu(110). Authors were able to correlate the
surface electronic structure of the catalyst with its performance.
6.3.2. SEXAFS Applied to a Planar Model of the

Phillips Catalyst. An attempt to reduce the complexity of the
Phillips catalyst surface in order to study the structure of the
active sites at a molecular level was done by Thune et
al.,1343,1395 who developed a method to prepare a planar model
of the catalyst. The synthesis method consists in replacing the
amorphous porous silica substrate by a flat silicon wafer
covered by a thermal oxide layers, hereafter SiO2/Si(100). The
SiO2/Si(100) support was then impregnated by spin-coating
with an aqueous solution of chromic acid. Agostini et al.1396

demonstrated that operating in the ReflEXAFS mode, near the
critical angle θc, see eq 9, it is possible to collect a fluorescence
XAFS signal from 2 Cr/nm2 distributed on a flat SiO2/Si(100)
surface, that is, far below the threshold of 1000−500 ppm
concentration commonly accepted to obtain EXAFS spectra
having a reasonable quality. The sample was subjected to
successive oxidation/reduction cycles, according to Scheme 8,
to investigate by XAFS the red-ox properties of grafted Cr sites.

The sample was oxidized in situ in the ReflEXAFS chamber by
O2 at 450 °C, simulating the well-known procedure usually
adopted for the standard powdered Cr/SiO2 samples.64 The
XANES spectrum (red line in Figure 46a) is characterized by

(i) a pre-edge peak at 5993.5 eV (that is the fingerprint of
Cr(VI) in Td-like local geometry),

64 (ii) a white line at 6011.4
eV (having a shoulder a few eV below), and (iii) the maximum
of the first EXAFS oscillation at 6025 eV. Although similar to
the XANES spectrum of oxidized Cr/SiO2 sample (Figure 43a),
the spectrum of oxidized Cr/SiO2/Si(100) does not corre-
spond to that of diluted monochromate species. In particular,
(i) the pre-edge peak is lower in intensity and broader, and (ii)
the postedge is not featureless as for Cr(VI)/SiO2 sample. The
postedge features described for the oxidized sample were very
similar to those observed for α-Cr2O3,

1316 exhibiting a double
white line at 6007.3 and 6011.3 eV and the maximum of the
first EXAFS oscillation at 6025 eV. Agostini et al.1396 concluded
that on the oxidized sample aggregated Cr atoms forming an
oxidic phase very close to that of α-Cr2O3 were present, along
with a small fraction of isolated Cr(VI) ions in Td-like local
geometry.
After reduction in CO at 350 °C, the XANES spectrum of

Cr/SiO2/Si(100) (blue line in Figure 46a) greatly changes. In
particular, (i) the absorption edge red shifts of 2.5 eV (which is
much less than what observed for reduction of well dispersed
monochromate species, 6.5 eV, see Figure 43a), (ii) the pre-
edge peak due to Cr(VI) species in Td-like local geometry
disappears, (iii) the white line increases in intensity and red
shifts of 1.0 eV, and (iv) the first EXAFS oscillation undergoes a
relevant modification. The XANES spectrum of the sample
reduced in CO provides an evidence that the fraction of
isolated Cr(VI) species is reduced by CO to isolated Cr(II)
sites (see Scheme 8), whereas the fraction of clustered Cr(III)
is almost unaffected. Successive reoxidation (orange line in
Figure 46a) and rereduction steps (cyan line in Figure 46a)
prove the reversibility of the red−ox process on the fraction of
isolated Cr species, according to the reaction cycle shown in
Scheme 8. The presence of a fraction of α-Cr2O3 suggested that
the adopted experimental conditions were not good enough to
guarantee a perfect waterless activation of the sample: under
the adopted reaction conditions the impurities (e.g., water)
desorbing from the walls of the ReflEXAFS chamber might be
accumulated in the sample atmosphere.
The conclusions reached by XANES spectroscopy were

further supported by the EXAFS data. Figure 46b shows the k2-

Scheme 8. Schematic Representation of the Red−Ox Cycle
Investigated by Agostini et al.1396 on Cr-SiO2/Si(100)
Sample.a Reproduced with Permission from Ref 1396.
Copyright 2007 American Chemical Society

aThe starting sample contains grafted Cr(VI) species (top) that are
reduced to Cr(II) by exposure to CO at 350 °C. These latter can be
reoxidized to the former by interaction with O2 at 450−550 °C.

Figure 46. Normalized XANES spectra (a) and k2-weighted, phase
uncorrected, FT of the EXAFS spectra (b) of the planar Cr/SiO2/
Si(100) sample after successive red−ox cycles according to Scheme 8.
Spectra collected in the ReflEXAFS chamber of the GILDA BM8
beamline at the ESERF.140,1377 Data from ref 1396.
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weighted, phase uncorrected, FT of the EXAFS spectra of Cr/
SiO2/Si(100) samples after oxidation/reduction treatments.
The EXAFS data of the oxidized samples (red and orange
curves in Figure 46a) are completely different from those of the
reduced ones (blue and cyan curves in Figure 46a) in the 0−2
Å region, whereas for R > 2 Å, the spectra are very similar
independently from the sample treatment. This observation
supported the conclusions reached from the XANES study, that
is, the presence of an unreactive aggregated phase of Cr2O3

(dominating the FT spectra for R > 2 Å) not involved in the
red−ox mechanism, along with a reactive phase (dominating
the FT spectra for R < 2 Å), able to undergo the red−ox cycle
as described in Scheme 8.
In a following step, the reactivity of the Cr(VI) species on

the flat Cr/SiO2/Si(100) sample toward ethylene was
investigated. The oxidized sample was contacted with ethylene
(500 mbar) at 160 °C directly in the ReflEXAFS chamber. The
resulting XANES and EXAFS spectra were very similar to those
of the same sample reduced in CO but were also different from
the spectra expected for a sample having performed a successful
polymerization (see blue and orange spectra in Figure 44,
respectively). Agostini et al.1396 concluded that the treatment in

ethylene was sufficient to reduce the isolated Cr(VI)
species64,1316 to Cr(II) but not to polymerize it to a large
extent. Therefore, the ability of surface Cr species to undergo a
red−ox cycle is not sufficient to guarantee the presence of sites
active in ethylene polymerization.

7. SPACE-RESOLVED X-RAYS EXPERIMENTS

The miniaturization of in situ spectroscopic tools represented
in the last years as a forefront instrumental development for the
characterization of heterogeneous catalysts. With the multitude
of microspectroscopic methods available fundamental insight
into the structure−function relationships of catalytic processes
can be obtained.1397−1399 In the past decade, several groups
have focused their efforts on miniaturization of in situ
spectroscopic tools: UV−vis−NIR microscopy,1115,1400 fluo-
rescence microscopy,1401−1406 NMR imaging1407−1410 Raman
microscopy,1399,1411−1416 and IR microscopy, mainly with
synchrotron radiation sources.66,1399,1417

On the structural ground, electron micromicroscopies play of
course a relevant role, among them we mention in situ scanning
transmission X-ray microscopy,75 aberration corrected
TEM,1418 aberration-corrected scanning transmission electron

Figure 47. Scanning microtomography combined with X-ray absorption spectroscopy at the Cu K-edge collected with the experimental setup
described in Figure 9a of a Cu/ZnO catalyst treated in cycles of 4% H2/He and 2% O2/He at 300 °C. Part a: Schematic sketch of the sample
(catalyst bed containing Cu/ZnO particles in BN) showing a tomographic virtual section (x,y0,z). With this setup, the X-ray absorption of the
sample, μ(E,x,y,φ) was measured as function of energy by scanning the sample in translation (90 steps of 10 μm each) and rotation (101 steps over
360°), acquiring at each position a full absorption spectrum spectra (in the 8960−9040 eV range). The absorption coefficient μ(E,x,y,z) can be
reconstructed for each energy at each location on the virtual slice according to eq 16. In particular, two tomographic reconstructions are shown,
before and after the Cu K-edge: μ(E1,x,y0,z) and μ(E2,x,y0,z), respectively. In each location on the reconstructed slice a full XANES spectrum is
obtained, as shown in Part b for the spectra corresponding to two different points: (x1,y0,z1) and (x2,y0,z2). From these data, the concentration of the
different Cu-species, ρCu(0)(x,y0,z), ρCu(I)(x,y0,z), and ρCu(II)(x,y0,z), can be extracted by fitting a linear combination of reference spectra to the
spectrum at each location on the virtual slice, as shown in Part c. Fitting the pre-edge intensity also the concentration of the other elements,
ρothers(x,y0,z), can be obtained. For obvious graphical reasons only data concerning a y = y0 plane have been reported (2D images); however, all
discussed information is available on the whole (x,y,x) sampled volume (3D reconstruction). Adapted with permission from ref 71. Copyright
Elsevier, 2009.
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microscopy (STEM),1419 and electron backscattering diffrac-
tion (EBSD)/scanning electron microscopy (SEM).1420 More-
over, as already anticipated in section 2.5, modern transmission
electron microscopes (TEM) equipped with an electron
energy-loss spectrometer allows the detection XAFS-like
spectra,641−646 which, particularly for low-Z edges and in the
near edge region, can be competitive with those collected at
synchrotron sources. The technique has the further advantage
of reaching the nm-spatial resolution typical of TEM
instruments, that is, 100−1000 times better that what can be
obtained with X-ray microscopies, see sections 2.2.7 and 7.1.
On the other hand, EXELFS is intrinsically an ultrahigh vacuum
technique and the penetration depth is limited to the few
nanometer-thick catalysts.

7.1. Brief Introduction to X-ray Space-Resolved Studies in
Catalysis

XAFS studies on heterogeneous catalysts mainly exploited mm-
sized X-ray beams on standard beamlines (Figure 4a): this
means that measured absorption coefficients were integrated
over a relatively large volume, according to eq 15. The validity
of this approach holds when the sample has a homogeneous
thickness on the whole (x,y) surface illuminated by the beam
and when the absorption coefficient μ(E,x,y) is constant in the
whole sampled volume. However, in many cases spatial
variations in catalyst structure can occur, for example, during
impregnation of preshaped particles, during reaction in a
catalytic reactor or in microstructured catalysts.66,67,71,336,338

Therefore, spatially resolved molecular information on a
microscale is required for a comprehensive understanding of
these systems and experimental set-ups like those described in
section 2.2.7. and in Figures 4b and 9a and b must be used.
This allows to perform ex situ studies, studies under stationary
reaction conditions and in some specific cases even under
dynamic reaction conditions.71

7.2. Cu/ZnO Case Study

The relevance of the Cu/ZnO system in catalysis was related
for many years to the methanol synthesis from CO/CO2 and
H2.

1421−1425 The Cu/ZnO system was mainly supported on
alumina but also other supports have been tried. Successively,
the increased interest on the hydrogen economy made the Cu/
ZnO system relevant for the methanol steam-reforming
chemistry.1426−1430 Surface mechanisms on the Cu/ZnO/
Al2O3 catalysts account for the following three reactions: (i)
methanol and steam reacting directly to form H2 and CO2, (ii)
methanol decomposition to H2 and CO, and (iii) the water−
gas shift reaction (CO +H2O → CO2 + H2).
The red-ox chemistry described above is driven by the

changes in the oxidation state of the copper phase present on
the catalysts. Nanoparticles of Cu metal, CuO2 and CuO were
supposed to be present on the catalyst, in different relative
amounts, depending on the reaction conditions. To understand
the reactivity of the Cu/ZnO system, Grunwald et al.336

performed a Cu K-edge XANES-tomographic study on the
catalyst hosted inside a glass capillary of about 0.5 mm
diameter. The catalyst was treated in cycles of 4% H2/He and
2% O2/He at 300 °C. The authors used a scanning microscopy
setup (see Figure 9a) acquiring about 90 000 Cu K-edge
XANES spectra (covering the 8960−9040 eV interval) in all
different (x,y) points and orientation (φ) to be able to
reconstruct, a posteriori, the 3D Cu XANES map of the whole
sample according to the μ(E,x,y,φ) → μ(E,x,y,z) conversion
schematized in eq 16. Figure 47a shows a schematic sketch of

the sample together with two reconstructed attenuations maps
μ(E1,2,x,y0,z) through the sample at the same y = y0 plane cut
for two energies of E1 = 8970 eV and E2 = 8995 eV, that is, just
before and after the Cu K-edge. The (x,y0,z) points where an
increase of the absorption coefficient μ is observed, moving
from E1 to E2, correspond to points where copper is hosted. For
each (x,y0,z) point, the full XANES spectrum can be extracted,
as shown in Figure 47b for two different (x1,y0,z1) and (x2,y0,z2)
points.
Finally, according to the methods similar to those that will be

described in section 8.2.3 about the operando experiments,
applying eqs 45−48, in each (x,y0,z) point the relative
concentration of Cu metal, CuO2 and CuO can be determined.
Figure 47c reports the relative concentration of the three
different Cu phases, ρCu(0)(x,y0,z), ρCu(I)(x,y0,z) and
ρCu(II)(x,y0,z), that have been extracted from the spatially
resolved μ(E,x,y0,z) XANES spectra after a fit with a linear
combination of the reference spectra of the three pure phases.
The comparison among ρCu(0)(x,y0,z), ρCu(I)(x,y0,z), and
ρCu(II)(x,y0,z) of a Cu/ZnO catalyst subjected to cycles of 4%
H2/He and 2% O2/He at 300 °C, reveals that the active phase
was in a reduced state either of Cu(0) or Cu(I) and that hardly
any Cu(II) was observed. From the fitting of the pre-edge
intensity in all (x,y0,z) points also the concentration of the
other elements, ρothers(x,y0,z), can be obtained, see right map in
Figure 47c. This map mainly reveals the presence of Si in the
capillary container and the presence of Zn in the same regions
where Cu is observed. The black internal parts observed in all
four maps reported in Figure 47c refer to a void volume
because of sample packing inhomogeneity.

8. TIME-RESOLVED XAFS ON CATALYST AT WORK:
OPERANDO EXPERIMENTS

8.1. Brief Introduction to Time-Resolved Studies in
Catalysis

In the past decade, a great boost has been given within the
scientific community to develop experimental set-ups able to
perform spectroscopic and structural investigation on a living
catalyst, that is, during catalytic activity, that should be
simultaneously monitored. This interest gave born to a series
of thematic conferences: OPERANDO I, II, and III, see Table
2. In this regard, XAFS-based techniques have played an
important role because the high penetration depth of hard X-
rays is a great advantage in monitoring a catalyst in presence of
liquid or gaseous reactants. It is therefore not by chance that
the fourth series of this important conference will take place in
2012 at the Brookhaven National Laboratory (Upton, NY,
U.S.A.), hosting the NSLS and constructing the NSLS-II
synchrotron radiation sources.
Following catalytic reactions under OPERANDO conditions

requires that the reaction products are measured simulta-
neously with spectroscopic and/or structural data collection.
Consequently performing OPERANDO XAFS requires the
ability to perform time-dependent XAFS, where the evolution
of XAFS spectra is monitored as a function of external
perturbation of the catalytic system, such as (i) temperature,
(ii) pressure, (iii) absolute reactants flow, and (iv) relative
reactant flow and others, while measuring the catalytic activity.
The goal of such experiments is the correlation between the
catalyst activation/deactivation and the appearance (or
disappareance) of a peculiar phase, of a peculiar chemical
bond, or of a peculiar oxidation state. The ideal experimental
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set-ups for this kind of experiments are either the quick-EXAFS
or the energy dispersive EXAFS (see Figure 4 and Table 4).
After the first pioneering experiments of Sayers,1431 great
improvements in the understanding, at the atomic level, of the
basic reactions and equilibria governing the activity of several
working catalysts have been achieved in the last two decades by
t i m e d e p e n d e n t X A F S e x p e r i -
ments.62,70,76,78,79,244,247,251,259,285,577,1432−1476 To show the
potential of the technique, we will report, as a case study, the
investigations performed by Lamberti et al.77,143,252,1348 on the
industrial CuCl2/Al2O3 catalyst for ethylene oxychlorination.
8.2. CuCl2/Al2O3 Case Study

8.2.1. Industrial Relevance of the CuCl2/Al2O3 System.
Oxychlorination of ethylene is one of the most important route
to produce 1,2-dichloroethane (EDC), which is the main
intermediate to produce poly vinyl chloride (PVC). Nowadays,
almost all the world production of PVC chloride (PVC) is
based by the polymerization of vinyl chloride, which is
produced by cracking of 1,2-dichloroethane (EDC), according
to the following reaction:

→ +C H Cl C H Cl HCl2 4 2 2 3 (39)

C2H4Cl2 is in turn obtained by two parallel processes, direct
chlorination (eq 40) and oxychlorination (eq 41)

+ →C H Cl C H Cl2 4 2 2 4 2 (40)

+ + → +C H 2HCl
1
2

O C H Cl H O2 4 2 2 4 2 2 (41)

The latter reaction, recycling HCl produced by the cracking
of EDC, is particularly important in industrial applications
because it was specifically developed to reduce the
consumption of Cl2 and the exit of useless product (HCl)
outside the cycle, in agreement with the modern requests of
chemical industry1477−1479 that need more environmental
friendly reactions. Oxychlorination of ethylene offers a
significant economic benefit in two ways: first, it uses cheap
and abundant feedstock and, second, it incorporates the
recycling of waste HCl produced in the cracking EDC (eq
39). It is evident that oxychlorination is a key-process in the
modern chemical industry, playing a relevant role for chlorine
atom incorporation in hydrocarbons, both saturated and
unsaturated, for example, in methane, ethylene, and ben-
zene.1480,1481 As an example, CO oxychlorination has recently
been taken into consideration for the synthesis of phosgene, as
an alternative to the traditional process of CO direct
chlorination.1482,1483

Oxychlorination reaction 41 is performed at 490−530 K and
5−6 atm using both air and oxygen in fluid or fixed bed
reactors. Commercial catalysts are produced by impregnation of
γ-alumina with CuCl2 (4−8 wt % Cu). Other metal-chlorides
(mainly alkaline or alkaline earth chlorides) in a variable
concentration are also added to improve the catalytic
performances, making the catalyst more suitable for use in
industrial reactors.1477−1479,1484,1485 In particular, KCl is always
present in the catalysts used in fixed bed technologies,
sometimes together with other alkali-metal chlorides, such as
CsCl, NaCl, or LiCl.1486−1488 Rare-earth-metal chlorides, such
as LaCl3, added to CuCl2 and KCl, are also claimed in the
patent literature.1488 MgCl2 is the base additive in the catalysts
used in fluid bed processes, where alkali-metal (such as LiCl) or
rare-earth-metal chlorides (such as LaCl3) can also be
added.1489−1491

8.2.2. Preliminary in Situ XAFS Experiments. Despite
the abundant literature on the subject,1477−1479,1484−1497 a
significant improvement of the knowledge of the system has
been achieved only in the 2000−2003 period,119,1346,1498−1500

although limited to the base catalyst (containing only CuCl2
without additives). It has been proved119,1346,1498 that two
different copper species are present on the activated catalyst
(dried at 500 K in N2 flux): a surface copper aluminate, where
the copper ions are hosted in the octahedral vacancies of γ-
Al2O3, and a highly dispersed copper chloride phase. The
former phase is the only one present at low Cu loadings (up to
0.95 wt % Cu per 100 m2 support); the latter precipitates
directly from the solution once that the adsorptive capacity of
alumina is exhausted. Successively it has been shown that the
active phase in ethylene oxychlorination reaction 41 is the
highly dispersed CuCl2. following the three steps redox
mechanism reported below:1499,1500

+ → +2CuCl C H C H Cl 2CuCl2 2 4 2 4 2 (42)

+ →2CuCl
1
2

O Cu OCl2 2 2 (43)

+ → +Cu OCl 2HCl 2CuCl H O2 2 2 2 (44)

This redox cycle, has been determined by means of an in situ
Cu K-edge XANES and EXAFS study, where the three reagents
(C2H4, O2, and HCl) have been separately dosed on the
activated CuCl2/γ-Al2O3 at 500 K in the given order (see
Figure 48). In particular, the chlorination of ethylene, eq 42,
occurs by reduction of CuCl2 to CuCl, as testified by the red-
shift of the Cu K-edge, see Figure 48a top curves. The oxidation
of CuCl to an oxychloride, eq 43, is proved by both the

Figure 48. Three steps redox mechanism of the ethylene oxy-
chlorination reaction, eq 42−44 followed by in situ XANES and
EXAFS, parts a and b, respectively. From top to bottom the effect of
the separate and successive dosage of the three reagents is reported:
activated catalyst before (red line) and after (blue line) ethylene
interaction; reduced catalyst before (blue line) and after (green line)
interaction with O2; oxidized catalyst before (green line) and after (red
line) interaction with HCl. In all cases, the interaction temperature was
500 K. Insets in part a report the derivative of the spectra reported in
the main part. The data were collected at LURE DCI (EXAFS13
beamline) and are from refs 1499 and 1500.
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opposite blue-shift of the Cu K-edge and the appearance of a
low-R contribution in the |FT| of the EXAFS spectra, due to the
insertion of oxygen in the first coordination sphere of Cu, see
middle curves in Figure 48a and b, respectively. Finally, the
catalytic cycle is closed by the rechlorination of the oxychloride
phase with HCl, eq 44, as demonstrated by the disappearance
of the above-mentioned oxygen contribution in the FT of the
EXAFS spectrum, see red curve in the bottom of Figure 48b.
The spectra shown in Figure 48a demonstrate that the

oxidized and the reduced form of the catalyst are easily
recognizable by XANES spectroscopy. In particular, XANES
spectrum of the oxidized catalyst is characterized by an intense
white line at 8995 eV, while that of the reduced catalyst shows a
less intense white line at 8993 eV and exhibits a red shift of the
edge of 5 eV. Even more informative are the derivative spectra
(see insets), where the oxidized catalyst exhibits a strong
maximum at 8988 eV and a negative peak at 8998 eV, while the
reduced catalyst shows a maximum at 8981 eV.
More recently Muddada et al.252,1348,1501,1502 extended the

works of Leofanti et al.119,1346,1498−1500 from the bare to the
LiCl-, KCl-, CsCl-, MgCl2-, and LaCl3-doped CuCl2/Al2O3
catalysts. Combining in situ XANES/EXAFS, IR spectroscopy
of adsorbed CO, CO chemisorption, and catalytic tests
performed using a pulse reactor in depletive mode authors
succeeded in understanding the role of dopants (LiCl, KCl,
CsCl, MgCl2, and LaCl3) in determining the nature, relative
fraction, reducibility and dispersion of Cu-phases on CuCl2/γ-
Al2O3 catalysts for oxychlorination reaction (vide infra the main
parts of Figure 50 for the reduction by ethylene at 500 K (eq
42). As already discussed above from the previous works, it was
known that in the undoped catalyst two Cu phases coexist: Cu-
aluminate and supported CuCl2, being the latter the only active
one.119 In particular, the EXAFS and XANES data demon-
strated the following trend in the ability of the dopant cation to
compete with Cu2+ in the aluminate phase formation has been
found: K+ ≤ Cs+ ≤ Li+ ≪ Mg2+ < La3+.1348 In particular, a
fraction close to 100% of copper in the active phase is obtained
by adding MgCl2 or LaCl3 dopants. Moreover, EXAFS directly,
and IR indirectly, proved that the addition of KCl or CsCl (and
less efficiently of LiCl) promotes the formation of mixed
CuKxCl2+x or CuCsxCl2+x phases, so altering the chemical
nature of the active phase. XANES spectroscopy indicates that
addition of MgCl2 or LaCl3 does not affect the reducibility by
ethylene of the active CuCl2 phase and that the reducibilility of
the new copper-dopant mixed chloride are in the order CuCl2 >
CuLixCl2+x > CuKxCl2+x > CuCsxCl2+x,

1348 (vide infra the main
parts of Figure 50).
8.2.3. Operando Experiments. The determination of the

rate determining step, among reactions 42−44 has been
successively achieved by a time-resolved XANES operando
study by Lamberti et al.77,143 The experiment was performed by
feeding a cell containing a self-supported thin pellet of the
catalyst with a diluted mixture of the three reagents
(C2H4:HCl:O2:N2 = 100:36.1:7.6:180), representative of the
fixed-bed process. In the course of the experiment the
temperature was increased from 373 to 623 K and then
decreased again to 373 K. Time resolved XANES spectra were
collected in dispersive geometry, see Figure 4b, and the catalyst
activity was simultaneously analyzed with a quadrupole mass
spectrometer. The results of the experiment are summarized in
Figure 49, part a for the heating step and part b for the cooling
step of the experiment. The top curves in parts a and b report
the evolution of the XANES spectra, while the bottom curves

correspond to their first derivatives Figure 49c summarizes the
evolution of the Cu(II) fraction (red, orange, and magenta
curves, left ordinate axis) estimated from the XANES spectra
and compared with the catalyst activity reported in terms of
oxygen consumption (scattered blue dots, right ordinate axis).
The XANES spectra reported in Figure 49a indicate a

progressive reduction of Cu(II) into Cu(I) during the heating
step whereas almost no changes are observed in the XANES
spectra collected in the cooling step (Figure 49b). To evaluate
the Cu(II) fraction, for each spectrum along the heating or
cooling step, two model spectra are needed, one for the fully
oxidized catalyst and one for the fully reduced. The catalyst
itself, after activation in N2 flux up to 500 K before and after
reduction in C2H4 atmosphere at 500 K has been used for this
purpose. Three independent methods have been used to
quantify the fraction of Cu(II) belonging to the active phase on
the catalyst in the i-th spectrum, xi. The first method concerns
in determining the energy (Ei) position of the edge, arbitrarily
defined as the energy corresponding to normalized μx = 0.5

= − −x E E E E( )/( )i i Red Ox Red (45)

Figure 49. Part a: XANES spectra (top) and corresponding derivatives
(bottom) of CuCl2/Al2O3 system in ethylene oxychlorination
environment, during the heating step of the experiment (from 373
K, blue curve, to 623 K, red curve, by 12 K min−1). Part b as in part a
for the cooling step of the experiment (from 623, red curve, to 373 K,
blue curve, by 12 K min−1). XANES spectra have been collected each
30 s, corresponding to a ΔT of 6 K. Part c summarizes the results of
the operando experiment (both heating and cooling steps, left and
right parts, respectively), by correlating the catalyst activity, monitored
as O2 consumption (dotted scattered blue points, right ordinate axis)
with the fraction of Cu(II) (left ordinate axis) red, orange, and
magenta lines, evaluated according to methods reported in eqs 45−48,
respectively. The data were collected at ESRF ID24 beamline and
published in refs 77 and 143.
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where EOx and ERed are the energy of the edge in the fully
oxidized and fully reduced reference spectra respectively; and Ei
the position of the edge in the i-th spectrum. Cu(II) fractions
evaluated from this method are reported as red lines in Figure
49c. The value μx = 0.5 corresponds to the maximum
difference in the abscissa of the two references and is obviously
peculiar of the present case: for the Fe(II)/Fe(III) speciation,
the μx = 0.9 value is preferred.330

The second method uses the intensity (I) of the first
maximum due to the Cu(I) component in the derivative spectra
at 8982 eV

= −x I I1 /i i Red, (46)

where IRed refers to the spectrum of the reduced reference.
Cu(II) fractions evaluated from this method are reported as
orange lines in Figure 49c. The peak at 8981 eV has been
chosen because it is the most intense feature of the derivative
XANES spectra of Cu(I) species and it falls in a region where
the Cu(II) species have a null derivative. This method can not
be translated to directly measure the fraction of Cu(II) using
the most intense Cu(II) features at 8985 and 8992 eV, because
in this region the derivative of Cu(I) species is still strong.
The last method consists in the simulation of the ith

spectrum as the lineal combination of the two reference spectra
according to eq 47:143,529,1346,1347

= + −

E x

x E x E

XANES ( , )

XANES ( ) (1 )XANES ( )

j ii

j i j

Theo

1
Ox Red

(47)

The fraction of oxidized copper species, xi, is optimized by a
least-squares method, minimizing F(xi) defined as:

∑= −
=

x E E xF( ) [XANES ( ) XANES ( , )]i
j

N

i j j i
1

exp Theo 2

(48)

where Ej (j = 1, 2, ..., N) are the energies where the
experimental spectra have been sampled. Cu(II) fractions
evaluated from this method are reported as magenta lines in
Figure 49c. Although this last method is more time-demanding
that the previous ones, it is also more accurate, as it accounts
for all the points of the spectrum.
Comparing, in Figure 49c (left axis), the fraction of Cu(II)

species (xi) evaluated according to eqs 45−48 for the series of
spectra reported in Figure 49a and b, we can conclude that in
all cases the agreement among the three methods is rather
good, as they provide values in relative agreement within ±5%.
It is interesting to note that the xi fraction evaluated according
to eq 45 (red curve in Figure 49c) has a step-like trend, because
of the discreteness of the energy scale measurable with a
position-sensitive detector, see Figure 4b.
From the whole set of data summarized in Figure 49c, the

following can be stated: At the starting point (373 K), only
Cu(II) is present and the catalyst is inactive. Both O2
conversion and Cu(II) reduction start in the same temperature
range (470−490 K) and progressively increase upon increasing
the temperature. Cu(II) reduction is completed at 600 K, see
Figure 49c. During the cooling step, O2 conversion
progressively declines becoming negligible in the 490−470 K
range, while the oxidation state of Cu does not change
anymore. These results provide evidence that at the typical
oxychlorination temperature, Cu(I) is the dominant phase and
the rate determining step is the oxidation of CuCl, according to
eq 43. To understand the low efficiency of the oxidation
process, the catalyst at the end of the cooling step has been

Figure 50. Main parts: XANES spectra collected in static conditions (LURE DCI, EXAFS13 beamline) of doped samples before (gray scattered
curves) and after (colored solid lines) reduction by ethylene at 500 K compared with a spectrum of pure CuI chloride (dashed gray line; same curve
in all frames). The insets show the results of operando experiments (ESRF ID24 beamline) reporting the evolution of the CuII fraction along the
heating and cooling runs estimated from the edge shift (eq 45 bold colored line) and from the intensity of the maximum of the first derivative (eq 46
full colored line) together with the catalyst activity (scattered blue dots). Data from refs 252, 1348, and 1502.
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subjected to two different oxidizing treatments at increasing
temperatures (373−623 K): the former with diluted O2, the
latter with a diluted O2−HCl mixture. The first treatment
causes the complete Cu oxidation already at 373 K, while the
second leaves the Cu(I) unchanged up to 550 K, and, even at
623 K, a measurable fraction of Cu(I) is still present.77 The
authors concluded that HCl acts as poison for Cu(I) oxidation
and is responsible for the prevailing reduced state of copper
during reaction.77

The key role of potassium chloride dopant, present in the
industrial catalysts used in fixed bed technologies, has been
highlighted in a similar experiment.77 It has been shown that
the KCl/CuCl2/γ-Al2O3 catalyst behaves differently from the
base one, working in a prevailing oxidized state (Figure 50b).
Combining operando XANES experiments with catalytic tests
of ethylene conversion in pulse reactors and with IR
experiments of adsorbed CO, it was concluded that the active
phase of the KCl/CuCl2/γ-Al2O3 is a mixed chloride
(KxCuCl2+x) phase,77 which reduces the ability of the active
surface to adsorb ethylene and/or transfer two Cl atoms to
each ethylene molecule. Although not detectable by XRD
owing to too small crystal size,1498 the formation of the mixed-
chloride double compound, was suggested by IR spectroscopy
of adsorbed CO.77

More recently, Muddada et al.252,1348,1502 extended the works
of Lamberti et al.77,143 to the LiCl-, CsCl-, MgCl2-, CeCl4-, and
LaCl3-doped CuCl2/Al2O3 catalysts. Some of these results are
summarized in Figure 50. Authors coupled the catalyst activity
(monitored with a pulse reactor working in both non-depletive
and depletive modes) with time-resolved XANES spectroscopy
performed under operando conditions (as done for the
undoped catalyst, Figure 48 and Figure 49); they succeeded
in understanding, at the atomic level, the role played by
additives in the chemistry of the industrial catalyst used in the
ethylene oxychlorination. Both KCl (Figure 50b), and CsCl
(Figure 50c), form in reaction conditions a mixed phase with
CuCl2, which strongly modify the catalyst behavior.252 In
particular, these additives were able to reverse the rate
determining step, from the CuCl oxidation (typical of the
undoped catalyst) to the CuCl2 reduction, that is, from eq 43 to
eq 42. The change in the rate determining step is a
consequence of the decrease of the rate of the latter reaction,
thus of the overall activity of the system. For all remaining
additives (Figure 50d−f), the rate determining step remains the
CuCl oxidation, as for the undoped catalyst,252 because the
additive chlorides does not mix with CuCl2, that remains the
active phase.
We conclude this section by mentioning an other use CuCl2

as active phase in catalysis and the role played by XAFS in
understanding its structure and reactivity. PVP has been used as
a good support for immobilization of CuCl2 in the oxidative
carboxylation of methanol to dimethylcarbonate (DMC),1503

the oxidative coupling of 2,6-dimethylphenol,1504 and the
oxidation of tetralin.1505 In these processes, all conducted in the
liquid phase, Cu2+ is reduced to Cu+ and HCl is released. Even
if it was usually accepted that the basic N atoms of the pyridine
(Py) rings acted as preferential sites for the Cu2+ grafting and
several models have been proposed in literature,1505−1508 until
2008, there were not direct proofs of the structure of the active
species during the red-ox process. In that year, Groppo et al.1509

proved that CuCl2 was molecularly immobilized inside a high
cross-linked P4VP. The grafting procedure and the red-ox
processes involving the Cu sites were investigated by means of

several complementary in situ techniques (FTIR, UV−vis,
XANES, and EXAFS), allowing the determination of the
structure of the system in all the steps.1509 Note that the
capability to disclose the structure surrounding Cu sites done
by Groppo et al.1509 has to be considered a non trivial result,
due to the amorphous nature of the host matrix.

9. XAS AND XES STUDIES ON SUPPORTED METAL
NANOPARTICLES

9.1. XAFS Applied to Supported Metal Nanoparticles: A
Brief Overview

Supported metal nanoparticle systems have been among the
very first catalysts investigated by XAS techniques, in this
regard worth noticing are the first works performed by Lytle in
collaboration with Via and Sinfelt from Exxon labora-
tory.232,533,1510−1516

Particle shape and size are the most relevant parameters in
determining the adsorption and reaction properties of metal
nanoparticles; therefore, a huge effort has been devoted in
developing experimental tools able to give statistically
significant information on these two features. Of relevance for
this Review is, obviously, EXAFS spectroscopy, which exploits
the fact that atoms at the surface of nanoparticles exhibit a
lower coordination number than atoms in the bulk. As a
consequence, by experimentally determining the coordination
numbers of the different shells, Ni in eq 19, it is possible to
estimate of the average particle size provided that a certain
particle shape has been assumed.36,54,79,1467,1511,1517−1529 More-
over the determination of the Debye−Waller factor [σ2 = σ2T +
σ2D, see eq 20] of the metal−metal bond, and its comparison
with the value obtained from the corresponding metal foil
reference (where σ2 ≈ σ2T) allows to obtain information on the
disorder parameter σ2D and thus on the bond length
heterogeneity.533

Among the main strengths of EXAFS are (i) the ability to
probe all metal atoms crossed by the beam (overcoming
limitation of XRPD, which detects only particles sufficiently
large to give Bragg diffraction) and (ii) the high number of
particles probed (overcoming the intrinsic statistical weakness
of the TEM studies). However, only average values can be
obtained by EXAFS and therefore data analysis should be
performed carefully and the EXAFS results should be compared
with those obtained from other independent techniques such as
XRPD, TEM, STEM, chemisorption, total X-ray, or neutron
scattering (also known as pair distribution function PDF, see
section 2.5.4), and others.16,1518,1519,1523,1528,1530−1546 In this
r e g a r d , t h e w o r k s o f F r e n k e l e t
al.,253,254,1523,1527,1529,1532,1545,1547−1553 Di Cicco et al.,1528,1533

and Longo et al.1534−1536,1543 are of particular interest because
of the highly rigorous approaches adopted.
EXAFS spectroscopy is a powerful technique also to

investigate bimetallic nanoparticles, in such cases the possibility
to perform a double edge data collection and analysis add more
details on such complex systems and models of segregation,
a l l o y i n g a n d c o r e / s h e l l s t r u c t u r e s c a n b e
tested.52,55,1473,1554−1572 In this regard, the recent review of
Frenkel69 is recommended to all scientists working in this field.
Beside the much larger surface area which is responsible of

the higher chemical reactivity metal nanoparticles show many
properties different form the corresponding metals in the bulk
form. In this regard, temperature dependent EXAFS measure-
ments have been particularly useful.412,536,1550,1573 In addition
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to the well-known contraction in the interatomic distances
metal nanoparticles are characterized by a reduction in the
dynamic (temperature-dependent) bond-length disorder and
consequently an increase in the Debye temperature, as well as
an overall decrease in the bond-length expansion coefficient
coupled with nanoparticles stiffening. The increase in the
Debye temperature was explained by Frenkel et al.1550 in terms
of the nanoparticles size, shape, support interactions, and
adsorbate effects.
The structural investigation briefly reviewed here above

played a key role in understanding the structure of supported
metal nanoparticles. Some specific arguments will be treated in
detail in the following. In section 9.2, we give insights into the
first stages of the preparation of Pd supported catalysts during
precipitation of the precursor and progressive loading on the
support surface. Successively, we will focus on the nanoparticle
reactivity followed by in situ XAS/XES techniques. In section
9.3, the ΔXANES technique will be used to understand the
adsorption of hydrogen on Pt supported nanoparticles, while
the combination of high resolution XAS and high energy RIXS
techniques will shed light on the coordination of CO in section
9.4. Finally, in section 9.5, we give insights on the on a
combined AXAFS and IR study of adsorbed CO on a
statistically significant set of Pt supported catalysts.

9.2. Preparation of Pd-Supported Catalysts Followed by
EXAFS, from the Impregnation to the Reduction Steps

The final catalytic properties of the supported metal nano-
particles (activity and selectivity toward different molecules)
depend not only on the metal nature1574−1578 but also on the
metal−support interaction.603,1577−1583 In particular, the
morphology and dispersion of metal clusters can be affected
by the preparation method acting on different factors: Pd-
precursor, temperature and pH of the impregnating solution,
kinetic factors, etc. The support can exhibit not only a direct
influence on the catalytic reaction as its surface is often active
toward reactants and reaction products, but also an indirect
one, since the physical-chemical properties of the support can
influence the metal dispersion, its resistance to sintering and
the accessibility of active sites to reactants.122,142,1539,1540,1584

We will shortly review here the contribution of Agostini et
al.142 on Pd supported catalysts prepared via the deposition-
precipitation method121,122,1585 using Na2PdCl4 as precursor.
The authors investigated the influence to the final catalyst of
both the support nature (γ-Al2O3 and active carbons from both
wood and peat) and of the loading of the metal−supported
phase in the 0.5−5.0 in Pd wt % interval.
The investigation starts from the unsupported precipitated

phase because it represents the model material for the active
supported phase. Because of its amorphous nature, EXAFS
spectroscopy was the only structural technique able to
determine the local structure around the Pd absorbing atoms.
The EXAFS spectrum of unsupported phase is shown in Figure
51b and c (orange line). Its |FT| is dominated by a first shell
contribution centered around 1.6 Å and by a weaker and
complex contribution at longer distance (two peaks at 2.7 and
3.2 Å, respectively), typical of the Pd(OH)2 phase.

1586,1587

The structural model used to fit the datum was based to the
Pd2+-polynuclearhydroxo-complexes proposed by Troitskii et
al.1586 The local environment of Pd2+ consists of planar
coordination squares of PdO4 units linked via two (O1a) or one
(O1b) oxygen bridges of different geometry, the remaining Pd−
O bond connects an OH group. To limit the number of the free

parameters of the EXAFS fit, some constrains are needed: the
three Pd atoms (Pd0, Pd1, and Pd2 in Figure 51a) and six O
atoms (O1a, O1b, O1c, and equivalents) are forced to be lie in
the same plane. Since no multiple scattering (MS) path
involving Pd0 and Pd1 or Pd0 and Pd2 has a significant weight,
such geometrical approximation does not affect the fit results as
testify by the low value of Rfactor = 0.027. The quantitative
results of the fit reported in Table 20 validates the structural
model proposed by Troitskii et al.1586and implies that the
nature of the precipitated phase is a [Pd(OH)2]n colloid
characterized by a high local order (strong EXAFS signal up to
4.1 Å) and by a poor long-range order (XRD silent).
To study the Pd supported samples more ordered Pd2+

model compounds are needed, so the precipitated phase has
been subjected to progressive thermal treatments at increasing
temperatures (393, 493, and 773K). The thermal treatment
results in a progressive crystallization and sintering process of
the Pd(OH)2 into more ordered Pd-oxide phases as clearly
demonstrated by the XRPD patterns showing the increase of
the integrated area and the decrease of the fwhm of the PdO
reflections.142

The modulus and imaginary part of k3-weighted phase
uncorrected FT of the EXAFS spectra of precipitated palladium
phase and subsequent heating at 393, 493, and 773 K are
reported in Figure 51b and c and confirm what observed in the
parallel XRPD investigation. The first shell signal around 1.6 Å
is basically unaffected by the heating process as all Pd atoms lie
in a square planar geometry, independently on the degree of
hydroxylation, while the two peaks around 2.7 and 3.2 Å

Figure 51. Part a: Pd(OH)2 cluster used to model the EXAFS signal
up to 4.1 Å around the absorbing Pd atom (labeled as Pd0). Gray and
red spheres represent Pd and O atoms, respectively. H atoms, unable
to contribute significantly to the EXAFS signal, have been omitted.
The model has been constructed from the studies of Troitskii, et al.1586

The structural parameters optimized in the EXAFS fit are the Pd−O
first shell distance (considered equivalent for O1a, O1b, and O1c atoms),
the Pd0−Pd1, Pd0−Pd2, and Pd0−O2 distances and the corresponding
Debye−Waller factors. The angles α and δ differs from the ideal 90° of
the square planar geometry in order to account for the optimized Pd0−
Pd1, Pd0−Pd2, and Pd−O1 distances. As the two PdO4 units centered
in Pd0 and Pd2 are linked via an unique oxygen bridge (O1b) the PdO4
unit centered in Pd2 is, in principle, free to rotate. The optimized Pd0-
O2 distance allows to evaluate the angle θ between the Pd0-Pd2 and the
Pd2−O2 vectors. Part b: k

3-weighted, phase uncorrected modulus of
the FT of the EXAFS signal of precipitated Pd(OH)2 phase and
subsequent heated at 393, 393, and 773 K. Part c: As in part b for the
imaginary part. Data from ref 142.
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increase in intensity according to the formation of new, and
more ordered, Pd−O−Pd bridges upon dehydroxylation (see
Figure 51a, O1a oxygen atoms). In particular, the inversion
among the intensities of these two peaks can be considered as
the EXAFS fingerprint of an effective dehydroxylation. Authors
observed that the two phases, Pd(OH)2 and PdO, have very
similar EXAFS signal, both in modulus and in imaginary parts
(see Figure 51b and c), and concluded that it is virtually
impossible to discriminate between hydroxide and oxide phases
by EXAFS.
Coming to the supported palladium catalyst, the local

environment of the as precipitated Pd2+ phase on alumina and
active carbons from wood and from peat have been investigated
as a function of Pd loading, from 0.5 to 5.0 wt %. In Figure 52a,

the modulus of k3-weighted phase s for Pd-supported on active
carbon from wood are reported. At any investigated loading,
the spectra are almost intermediate between that of the
Pd(OH)2 and that of the PdO model compounds. The third
shell contribution (centered around 3.2 Å) shows a small
intensity increase upon increasing Pd loading, and saturates
(already at 2.0 wt % Pd) at a value much lower than that
observed for PdO heated at 773 K, indicating the dispersed
nature of the oxidic Pd precursors on the support.
The effect of the support has been investigated and the

spectra at the lowest and highest loadings are reported in the
Figure 52b and c, respectively. At the lowest loading the effect
of the support is appreciable from the intensity of the higher

shells signal at 2.3−3.5 Å that increases upon moving from peat
carbon through wood carbon to alumina reflecting the
progressive increasing order of the supported phase. For the
5.0% Pd-loaded samples, this trend holds but becomes
borderline within the sensitivity of the technique. In all as-
precipitated samples, no evidence of reduced Pd metal phase is
appreciable, meaning that the upper limit of the reduced metal
phase is 1 to 2%.
Authors investigated the role of the support in terms of the

supported phase/support interaction strength reducing the as-
precipitated samples with H2 at 393 K. The EXAFS data are
reported in Figure 52d, together with the spectra of Pd foil
(black curve) and of the as-precipitated Pd phase (gray curve)
reference compounds. In all cases, the reducing treatment
completely modifies the |FT| curves of the as-precipitated
samples, showing the disappearance of the first-shell Pd−O
signal around 1.6 Å and of complex one at higher distance due
to the oxidic phase, accompanied by the rise in the Pd−Pd first-
shell signal at 2.5 Å together with the typical higher shell peaks
of the fcc structure at around 3.7, 4.5, 5.1, 5.8, and 7.0 Å. All of
these features are significantly less intense than the
corresponding features of the Pd metal foil (black curve),
reflecting a decrease in the average coordination number, as
expected in the case of nanometer-sized Pd par-
ticles.1447,1523,1532,1539,1541,1565,1588−1590 Among reduced sup-
ported samples, a trend is observed indicating that the average
Pd particle size on the three different supports is slightly
different following this order: Pd on alumina < Pd on carbon
from peat < Pd on carbon from wood. The observed trends
reflect the higher efficiency of the alumina respect to carbons in
anchoring the particles on the surface, preventing effective
sintering from occurring,1591 and was fully confirmed by the
metal surface are measured by CO chemisorption reported in
Figure 53.

9.3. Catalytic Reactions over Supported Metal
Nanoparticles Involving Hydrogen: Application of ΔXANES

9.3.1. Relationship between Reaction Rates and
Types of Surface Metal-Hydrides. Many industrially
catalytic reactions involve hydrogen, the most important ones
are hydrogenation, reforming, isomerization, and the water−gas
shift reaction. Generally, reactions involving hydrogen are
heterogeneously catalyzed by metals, such as palladium,
platinum, (Raney) nickel ,1592 and more recently
gold.1593−1595 To increase the catalytically active surface
areas, the catalytically active metals are supported as nanosized
particles on oxidic and carbon supports (see section 9.2). In any
reaction that involves hydrogen as reactant, hydrogen activation
must occur. This involves splitting of dihydrogen and
chemisorption of the hydrogen atoms onto the metal particles.
This process readily occurs over metals, such as palladium and
platinum. On the surface of these metals, hydrogen can occupy
different sites, such as atop, bridged, and 3-fold sites forming
surface hydrides and, in some cases (such as for palladium)

Table 20. Summary of the EXAFS Fit of the Pd(OH)2 Precipitated Phase.a Reproduced with permission from Ref.142 Copyright
2010 American Chemical Society

Pd0−O1 Pd0−Pd1 Pd0−Pd2 Pd0−O2

R(Å) σ2 (Å2) R Å) σ2 (Å2) R (Å) σ2 (Å2) R (Å) σ2 (Å2) ΔE (eV) S0
2

2.023 ± 0.005 0.0041 ± 0.0005 3.03 ± 0.01 0.0040 ± 0.0005 3.42 ± 0.03 0.007 ± 0.002 3.66 ± 0.04 0.008 ± 0.005 2.5 ± 0.9 0.96 ± 0.07
aThe fit validity can be appreciated from the quality factor R = 0.027 and from the low values of main correlations among optimized variables: S0

2/
σ2O1 = 0.79, ΔE/RO1 = 0.75 (remaining correlations below 0.7 in absolute value).

Figure 52. k3-weighted, phase uncorrected modulus of the FT of the
EXAFS signal. Part a: Pd-supported on carbon from wood with
increasing Pd loading: 0.5, 1.0, 2.0, and 5.0 wt %. Part b: 0.5% Pd-
supported on alumina and carbon from wood and peat. Part c: 5.0%
Pd-supported on alumina and carbon from wood and peat. Part d:
5.0% Pd-supported on alumina and carbon from wood and peat
reduced in H2 atmosphere at 393K. For comparison, the spectra of as-
precipitated Pd phase on carbon from wood and of Pd foil are also
reported for comparison. Data from ref 142.
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hydrogen penetrate into the metal lattice forming bulk
hydrides.579,580,1596

Generally speaking, the reaction rate depends on both on the
type of surface hydrides formed on the metal. For this reason, a
large progress has been made in the understanding of where
hydrogen is adsorbed on nanosized particles, as it will be
described in this section for platinum. In some cases, relations
between hydrogen coverage, the type of adsorption site and
catalytic performance of the (platinum-based) catalyst has been
achieved.573,1597

Very few experimental methods enable the determination of
the adsorption site and coverage of reactants, notably hydrogen
under reaction conditions. Because of its ability to probe the
electronic and geometric structures under operando conditions,
XAFS is one of the few methods that can do this. In this
paragraph, we aim to introduce the method of ΔXANES, which
is a very sensitive tool to distinguish changes in electronic
structure that occur after the adsorption of reactants, such as
hydrogen (see section 2.3.9 for a general introduction to the
differential XAFS approach). We provide here an example how
its application leads to understanding of the role of adsorbed
hydrogen in catalysis.
9.3.2. ΔXANES, How It Works. As discussed in section

2.3.9, the differential XAFS approach allows the determination
of small differences occurring in the XAFS (XANES or EXAFS)
spectra upon some perturbation induced on the sample. In this
regard, the ΔXANES method has been developed to enable the
determination of the adsorption of a weak scatterer such as
hydrogen;72,1598 and later found other applications. Currently,
it is most-successfully employed at the L3 edge, because this
edge probes the d density of states (DOS). As a matter of fact
adsorption of a reactant occurs because of the overlap of atomic
orbitals of the adsorbate and those of the metal, which form
bonding and antibonding molecular orbitals. For the transition
metals most important in catalysis, the bonding orbital is largely
determined by the d orbitals of the metal. The antibonding
orbital is located above the Fermi level and the d-DOS
component can thus be detected in L3 edge XANES. On the
contrary, K-edge XANES, probing the p-DOS, is unable to
provide information on the adsorption process. As it will be
shown below, the shape of the XANES is reminiscent of the

bonding site of the adsorbate. Because XAFS is a quantitative
method, the adsorption sites can even be quantitatively
determined.
In the past decade, the so-called ΔXANES method has been

established as a versatile tool to determine the adsorption sites
of adsorbed species on metal particles.72,1597,1599,1600 The
ΔXANES method is based on the assumption that all
contributions that are identical in each of two XANES spectra
can be removed through subtraction. The resulting difference
spectrum highlights the changes between the two spectra, see
eq 26:

μ μ μΔ = −(1) (2) (49)

For example, for supported nanosized platinum particles, the
change in the XANES spectrum due to the adsorption of an
adsorbate on the metal can be determined as Δμ in eq 49,
being μ(1) and μ(2) XANES spectra before and after
adsorption, respectively. This subtractive method has the
benefit that the unchanged part of a spectrum (for example
due to the atoms in the core of the particle that are not
involved in the adsorption process) is removed. The result is a
spectrum that is highly sensitive to what has changed; it has
been suggested to be sensitive to fractions of a percent. In
addition, when looking at L3 edges, not only strongly bound
(chemisorbed) species, but also weakly adsorbed species can be
detected and differently adsorbed species can be simultaneously
and quantitatively575,1597,1601 determined.1602 During the past
decades, it has been established that adsorption of species on
(or into) metals cause the appearance of characteristic spectral
features, especially in the L3 edge. As an example, well-known is
the occurrence of a peak at about 8 eV above the absorption L3
edge of palladium after formation of palladium hydride. This
species has been assigned to the antibonding state formed
between the Pd(d) and H(s) orbitals.579 For platinum no bulk
hydride is formed and hydrogen remains on the surface.
Different Pt surface hydrides can be formed: atop, on bridged
and 3-fold sites. When hydrogen adsorbs on an atop site, it
bonds to a single platinum atom; adsorbed on bridged or 3-fold
( fcc) site, it bonds to two respectively three platinum atoms. It
has been well-established that hydrogen adsorption changes the
structure of the underlying particle. Depending on how
hydrogen is adsorbed, charge transfer and bond lengthening
of the Pt−Pt bond occur.1603 These changes cause the
adsorption of hydrogen to have various effects on the X-ray
absorption coefficient of the platinum atoms. Following the
terminology introduced by Ramaker and Koningsberger,72 eq
49 can be expressed as

μ μ μ

μ μ χ μ χ

Δ = −

= Δ + Δ · + ·− −

(Ad /M) (M)

( )o o M M o,Ad /M M Ad (50)

where μ(Ad/M) is the spectrum of metal particles with
adsorbate and μ(M) that of bare particles; Δμo equals the
change in atomic XAFS because of the adsorbate (see section
2.4; however note that this term is the smallest of all and
generally neglected); Δ(μo × χM−M) is the change in metal−
metal scattering caused by chemisorption of the adsorbate; and
μo,Ad/M × χM−Ad is the scattering caused by the adsorbate.
Theoretical calculations72,1604,1605 have been successful in
reproducing the experimental features. The FEFF-code
developed by Rehr and co-workers is the most-used one for
such analysis.442 Figure 54 shows the theoretical Δμ or
ΔXANES signals of hydrogen adsorbed on Pt on atop and 3-

Figure 53. Pd dispersion of catalysts measured by CO chemisorption
as a function of the palladium content: from 0.5% to 5%. Samples were
reduced in situ with H2 at 393 K. Blue, red, and black symbols refer to
wood carbon, peat carbon, and Al2O3 supports, respectively. Lines with
the same color report the corresponding best linear fits. Reproduced
with permission from ref 142. Copyright 2010 American Chemical
Society.
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fold adsorption sites according to eq 49.120 The signature of
hydrogen on a bridge site resembles that of the 3-fold site and
thus is not shown. When hydrogen adsorbs on the atop site, the
ΔXANES consists of an almost fully positive contribution (blue
curve in Figure 54a), which is indicative of the absence of a shift
in the absorption edge. In contrast when hydrogen adsorbs on
bridge and 3-fold sites a large negative contribution is observed,
followed by a positive one (red curve in Figure 54b). The edge
shift is reminiscent of charge transfer, which differs for the
adsorption sites. Experimental difference spectra can be
quantitatively interpreted using these established signatures
(vide infra).
Using the so-called “limited absorber” assumption1607 the

agreement between theory and experiment has been very good

and allowed to (partially) distinguish bonding sites, even
though quantitative agreement has not been achieved yet.
According to this assumption, only the metal atoms that
directly contribute to the bonding with the adsorbate
contribute to the difference spectrum. Obviously, a better
agreement between theory and experiment can be achieved
when including the changes and signatures of all platinum
atoms within a particle.1608 However this procedure requires a
good understanding of the exact structure of the particle, which
is in general difficult to obtain and subjected to heterogeneity
problems. Further improvements in the simulation of the
ΔXANES features can be achieved by configurational averaging
procedure that takes into account the contribution of the
adsorbate-free metal atoms.1607

One requirement to obtain reliable difference spectra is the
use of normalized spectra, that is, pre- and post-edge subtracted
and intensity normalized spectra. Moreover, a correct energy
calibration is essential, see eq 3, as this will strongly influence
how difference spectra look like. The latter requirement is more
important than the former, because it leads to changes in the
difference spectrum that directly interfere with those resulting
from the adsorption or variation in the particle structure.
Incorrect energy calibration leads to artifacts in the difference
spectra that are difficult to be distinguished from the “real”
difference spectrum and cannot be corrected for. An
experimental setup allowing an exact energy calibration for
each collected XANES spectrum through the simultaneous
measurements of I0, I1, and I2, see Figure 4a, is recommended
for these studies. Also, differences that arise from a wrong
background extraction can be recognized in the difference
spectra by the occurrence of a residual background over a larger
energy range (tens of electronvolts), and calculations can be
corrected for this.
Hydrogen adsorption on supported platinum particles has

been widely studied us ing the ΔXANES meth-
od,72,1597,1598,1606,1609,1610 and it has now been well-established
that adsorption sites can be determined as described above. We
stress that application of the ΔXANES method is not restricted
to hydrogen; other adsorbed species that have been studied

Figure 54. Theoretical signatures of ΔXANES of hydrogen adsorbed
on 3-fold site (a, solid blue line) and on an atop site (b, solid red line)
on platinum. The XANES signals of the platinum atoms that are
closest to the hydrogen are given. The Pt−H scattering contribution
(μo,H/Pt χPt−H) (gray dashed light) and change in Pt−Pt contribution
(Δ[μo χPt−Pt]) (gray dotted lines) are also indicated. Parts c and d:
Structure of tetrahedral Pt4 clusters utilized, first optimized using the
Amsterdam density functional package (ADF),499 and the used for the
FEFF8442 calculations of the XANES spectra. Adapted with permission
from ref 120. Copyright 2003 Elsevier.

Figure 55. Hydrogen coverage on platinum as function of temperature on flat Pt(111) surface, stepped Pt(111) surface, and Pt nanoparticles. Edge
and corner atoms form the strongest bonds with hydrogen. Reproduced with permission from the PhD thesis of Oudenhuijzen.1616 Copyright 2002
Utrecht University.
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involve carbon monoxide,577,578,1609 oxygen,1597 ethylene,1600

water,1597,1611 and hydroxide and applications are reported in
actual catalytic reactions1597 and in electrochemistry.575,1612

Also metals different to Pt have been investigated with the
ΔXANES method, such as Rh,1613 and Ru.577

9.3.3. Temperature-Dependent Hydrogen Coverage
on Pt Surfaces. To understand the role of hydrogen in a
reaction, it is essential to determine its surface coverage during
catalytic reaction. It is well established that hydrogen bonds
strongly onto several transition metals and that the amount of
adsorbed species depends on temperature.1614,1615 Figure 55
illustrates the evolution, as a function of the temperature, of the
hydrogen adsorption onto, from top to bottom: flat Pt(111)
surface, stepped Pt(111) surface, and Pt nanoparticles. At low
temperatures, all the three surfaces are completely covered with
hydrogen. Decreasing coverages are observed at higher
temperature. Hydrogen on flat Pt(111) surface is the weakest
bound and desorbs at a temperature above 350 K. Thus, the
Pt(111) surface is already empty, while the edge atoms at the
stepped surfaces and those at the Pt atoms at the edges and
corners of the nanoparticles are still covered with hydrogen.
Above 450 K the hydrogen desorbs also from these sites.
Because hydrogen bonds so strong to the catalyst surface, it
plays a dominant role in the reaction kinetics.
9.3.4. Influence of Hydrogen on Hydrogenolysis: A

Key Study for ΔXANES. In hydrogenolysis of alkanes,
carbon−carbon bonds are broken and lighter molecules are
formed. This reaction is typically metal-catalyzed and
performed under hydrogen atmosphere. The reaction is
generally small and positive order in the partial pressure of
alkane; that of hydrogen varies strongly depending on the
reaction condition and catalyst; it can be as negative as −3.1617
The positive order in alkane and negative one in hydrogen
implies that the metal surface contains very few adsorbed
alkane species and that it is covered with hydrogen. Upon
desorption of hydrogen, the alkane competes for the free
adsorption sites. It is therefore obvious that the adsorption
strength of hydrogen and the amount adsorbed, which are both
influenced by the adsorption site, affect the reaction rate. In
addition, the apparent activation barrier can be very high and
moreover, it is related to the order in hydrogen: a high Eact
relates to a very negative order in hydrogen and a lower Eact to a
moderate negative order in hydrogen. For example, in ethane
hydrogenolysis, an order in hydrogen of −2.5 correlates to an
Eact of +225 kJ/mol, an order of −1.5 to +175 kJ/mol.1618 The
linear relation that is observed between order in reaction to
activation barrier is reflected in the so-called compensation ef fect.
This relation, also called Constable−Cremer relation,1619

describes a linear relation between apparent activation barrier
and pre-exponential factor (Aapp)

= +A mE cLn( )app app (51)

One of the explanations of the occurrence of a compensation
effect is the involvement of changes in the surface coverage of
reactants1620 as function of temperature and for a set of
different catalytic systems. Thus, the binding energy and surface
coverage of the adsorbed reactants and intermediates strongly
affect the reaction kinetics. Temkin equation describes the
influence of the adsorption of reactants on the apparent
activation energy:

∑= + ΔE E n Happ true ads (52)

where Etrue is the intrinsic activation barrier and ΣnΔHads the
sum of adsorption enthalpy multiplied by the order n of that
reactant.
Oudenhuijzen et al.120 have quantitatively interpreted the

compensation relation for neopentane (C(CH3)4) hydro-
genolysis over supported platinum catalysts. Also in this case,
there is strong inhibition by hydrogen and a positive order in
the alkane pressure and the relation between negative order in
hydrogen and activation barrier is observed as well. A
compensation relation is observed when comparing sets of
different catalysts, such as platinum on modified alumina and
zeolites. Acidic supports yield rates that are orders of magnitude
higher than on basic supports. In addition, the negative order in
hydrogen is −1.5 for acid supports and −2.5 for basic ones.1621
Figure 56 shows the Pt L3 edge XANES Pt nanoparticles

supported on two different aluminas after adsorption of
hydrogen and desorption at increasing temperature. In
particular the same alumina was modified, making it basic by
addition of potassium (Pt/K−Al2O3), and acidic, by addition of
chlorine (Pt/Cl−Al2O3). Upon increasing temperature of
desorption, the XANES spectra change; those of Pt/Cl−
Al2O3 show a consistent shift toward lower energy, those of Pt/
K−Al2O3 are markedly less shifted and changes in intensity of
the whiteline dominate. It has been demonstrated that the
origin of these differences is the differing preferential
adsorption sites for hydrogen. Figure 57 shows the ΔXANES
spectra, which are to be compared to the atop and 3-fold
signatures shown in Figure 54. They identify the differing
hydrogen adsorption sites in the various temperature ranges.
Difference spectra with reference spectra chosen at different
temperature identify either the hydrogen that is left on the
surface (b and d, the reference spectrum is that of the bare
platinum particles obtained by evacuation at 473 K) or the
hydrogen that is desorbed in a given temperature interval and
the rearrangement of the remaining hydrogens (a and c, the
reference spectrum is that taken at 50 degrees higher). At the
typical reaction temperature of 473 K, hydrogen adsorbs
preferentially in the Pt fcc 3-fold hollow or bridged sites on

Figure 56. Pt L3 edge XANES of supported platinum nanoparticles on
basic support (K−Al2O3) and acid support (Cl−Al2O3) after reduction
in hydrogen (solid line) and after evacuation at different temperatures
(remaining lines refer to increasing temperature of evacuation, as
reported in the legend). The spectra were recorded at 77 K. The
spectra of Pt/K−Al2O3 are vertically offset by 0.3 for clarity.
Reproduced with permission from ref 573. Copyright 2005 American
Chemical Society.
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basic supports at high coverage; in contrast, it adsorbs on the
atop site on acidic supports with a relatively low coverage.
Because of the different dominant adsorption sites, the number
of hydrogen atoms that need to be displaced before the
neopentane can adsorb (and react) is different. As mentioned
above, a platinum atom is surrounded by three fcc sites; thus
for platinum on a basic support, the hydrogen atoms from the
three surrounding fcc sites must desorb to enable adsorption of
the alkane. On an acidic support, only the hydrogen on the atop
site needs to desorb before the site is available for alkane
adsorption and subsequent reaction. Consequently, one more
hydrogen molecule needs to desorb from the platinum surface
for basic supports, which is reflected in the difference in order
of reaction, −2.5 for basic and −1.5 for acidic supports. A
quantitative description of the reaction parameters such as
activation barrier and pre-exponential term thus become
possible, which is, however, not described here.
When ΔXANES is used, the structure of the adsorption site

of reactants and intermediate has become quantitatively
accessible. When the individual signatures of adsorbates, such
as H, O, OH, and CO, on specific sites are known, a
quantitative determination of their coverage is possible, even in
case of multiply adsorbed species. Such data are perfectly
complementary to methods, such as the vibrational spectros-
copies, that probe the adsorbate and intermediate.

9.4. Determination of the CO adsorption sites on Pt
nanoparticles Combining Experimental in Situ
High-Energy-Resolution Fluorescence-Detected (HERFD),
XAS and RIXS Maps

Glatzel et al.216 reported in situ high-energy-resolution
fluorescence-detected (HERFD, see section 2.2.5) X-ray
XAFS223,224 and resonant inelastic X-ray scattering (RIXS, see
section 2.2.4) on 1.9 wt % H2-reduced Pt/Al2O3 catalyst before
and after CO adsorption. For both techniques, the energies of

incident (hν1 = Ω) and emitted (inelastically scattered hν2 = ω)
X-rays are analyzed by means of Bragg reflections from the
second monochromator, as described in Figure 5a. In the
reviewed experiment, an incident photon of energy Ω excites a
Pt 2p3/2 electron into the Pt 5d level. These excited states decay
with a lifetime τ upon emission of a photon with energy ω. The
energy deposited in the sample in this two photon process is
the energy transfer, Ω−ω, which, when sufficiently small,
corresponds to a charge neutral excitation within the 5d shell.
The experiments yield a two-dimensional intensity distribution,
where the final state energy Ω−ω is plotted versus the incident
(absorption) energy Ω as reported in Figure 58a and b.
For bare Pt nanoparticles (Figure 58a), the elastic peak and

the valence-band excitations merge together, indicating a
metallic electronic structure. This means that the Fermi level
lies within a partially filled band. After adsorption of CO on the
Pt nanoparticles (Figure 58b), an increase in intensity above 4
eV of energy transfer is observed, and a broad energy
distribution develops. A gap opens up between the elastic
peak at zero energy transfer and the lowest unoccupied
electronic states that can be reached in the RIXS process.
Using FEFF8.4 code390,442,1622 Glatzel et al.216 calculated the

RIXS planes for a bare Pt6 cluster (Figure 58c) and the cluster
with CO adsorbed at three different sites (Figure 58d−f). The
RIXS plane for the Pt6 cluster nicely reproduces the
experimental results (Figure 58a). Adsorption of CO gives
rise to a shift in the maximum RIXS intensity to higher energy
transfer. The shift is approximately equal when CO is adsorbed
in bridged (Figure 58e) and face-bridging sites (Figure 58f),
whereas it is more pronounced for CO adsorbed to a single Pt
atom in an atop configuration (Figure 58d).
Figure 58g and h combines the RIXS data with the

experimental high-energy-resolution fluorescence-detected
XAFS scans (see section 2.2.5). The RIXS spectral intensity

Figure 57. Difference spectra of the XANES region for the L3 edges for Pt/Cl−Al2O3 and Pt/K−Al2O3. Parts a and b represent the signatures of the
hydrogen that is desorbed, which includes the rearrangement of the hydrogen that is remaining on the surface. Parts c and d identify the signatures of
the hydrogen atoms that remain on the surface. Adapted with permission from ref 573. Copyright 2005 American Chemical Society.
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in Figure 58a and b was summed along the incident energy (i.e.,
the horizontal direction) to give line plots with the elastic peak
at zero energy. The energy transfer in Figure 58ab was
multiplied by −1 for comparison with the absorption spectra.
The energy of the elastically scattered peak corresponds to the
energy of the Fermi level. The atop configuration provides the
best agreement with the experimental absorption and RIXS
data.216 This qualitative agreement is certainly remarkable,
nevertheless, it is evident that different carbonyl species are
present on the surface of the nanoparticles, as clearly evidenced
by IR studies,603,1092,1623 so that the experimental spectrum
could be quantitatively reproduced only using the linear
combination of different theoretical curves.

9.5. Correlation between AXAFS and IR Spectroscopy of
Adsorbed CO on a Set of Pt Supported Catalysts

As underlined in section 2.4, the possible recognition of AXAFS
as a new tool for studying heterogeneous catalysts is hampered
up to now by the lack of sufficiently broad experimental data to
support the relation between the AXAFS intensity of catalytic
systems and the corresponding changes in the electronic
properties. The Utrecht group walked an important step in this
direction.603 They reported an important combined AXAFS/IR
study on a large number (14) of different Pt-supported
catalysts.
It is well-known that the IR spectroscopy of CO adsorbed on

Pt nanoparticles results in two main ν(CO) stretching bands in
the ν̃(CO) = 2110−2000 and 1900−1700 cm−1 intervals due to

linear and bridged CO molecules on respectively,1092,1623,1624

see Figure 59b. From these data, it is clear that the IR linear-to-
bridged intensity ratio obtained by integrating the IR bands on
the different spectra decreases in the order of Pt/MCM-41 >
Pt/SiO2 > Pt/Ca−Y > Pt/K−Y, reflecting an increasing
electron density on the supported Pt nanoclusters. The authors
assumed that the extinction coefficients for adsorbed CO are
influenced to the same extent for the linearly and bridged Pt-
coordinated CO stretching vibrations, and the error in the ratio
was estimated to be around 10%.603

The AXAFS contribution, carefully isolated from the total
XAFS data by subtracting the first shell contribution (as
described in section 2.4.2, Figure 11), is reported in Figure 59a
for a selection of the measured samples. The error for the
isolation of the AXAFS contribution was estimated to be
around 10%.603 One can notice that the AXAFS data of the
different supported Pt nanoclusters differ in their AXAFS
intensity, as well in the peak centroid. A decrease in the AXAFS
intensity results in a shift of the peak centroid to higher R
values, and the AXAFS intensity decrease follows the same
order as that of the IR linear-to-bridged intensity ratio, that is,
Pt/MCM-41 > Pt/SiO2 > Pt/Ca−Y > Pt/K−Y. Figure 59c
plots the AXAFS peak intensities of the 14 different samples
versus their corresponding IR linear-to-bridged intensity ratio.
The investigated range of the two variable is quite large, as the
IR linear-to-bridged intensity ratio span a range of more than
12 units, whereas the AXAFS intensities covers the 0.8−2.6 ×
10−2 Å−2 interval.

Figure 58. Parts a and b: Experimental 2p3/2 RIXS planes of H2-reduced 1.9 wt % Pt/Al2O3-supported nanoparticles before and after CO adsorption,
respectively. Parts c−f: Calculated 2p3/2 RIXS planes for a bare Pt6 cluster and the cluster with CO molecule coordinated in atop, bridged and face
bridging geometries, respectively. Part g: Experimental high-energy-resolution fluorescence-detected L3 XAFS (dashed) and RIXS (solid) spectra
before and after CO adsorption, top and bottom curves, respectively. Part h: Calculated high-energy-resolution fluorescence-detected L3 XAFS
(dashed) and RIXS (solid) spectra of, from top to bottom: bare Pt6 cluster and the cluster with CO molecule coordinated in atop, bridged and face
bridging geometries. Also reported are the Pt6 and Pt6CO clusters adopted for the calculations. The dotted vertical line is a guide to the eye.
Reproduced with permission from ref 216. Copyright 2010 American Chemical Society.
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The authors found and interesting correlation (Figure 59c)
between the intensity of the AXAFS signal collected on 14
catalysts and the ratio between the IR bands of linear-to-
bridged Pt-carbonyls. In other words, the AXAFS peak
intensity, as well as the IR linear-to-bridged intensity ratio
decrease with decreasing ionization potential of the Pt atoms in
the nanoclusters. Consequently they showed that the AXAFS
signal can be used to probe the electronic properties of
supported Pt nanoclusters. The authors concluded that,
because AXAFS does not need any probe molecule, it can be
used to probe the electronic properties of supported noble
metal nanoparticles under reaction conditions in real time,
delivering mechanistic insight on the working catalyst. More-
over, AXAFS method can be applied to systems where the
metal nanoparticles are supported on black supports like active
carbons, that can hardly be investigated by IR spectroscopy.1581

10. CONCLUSIONS AND PERSPECTIVES
We have illustrated that X-ray absorption and emission
spectroscopies have had considerable impact to understand
the reactivity of surface species in heterogeneous catalysis. In
situ, operando, time-, and space-resolution provide structures of
species that are kinetically relevant. The use of combined
methods, such as XRD, SAXS, IR, Raman, and UV−vis and ab
initio calculations makes more solid and amplifies the impact of
XAFS results; the on line implementation on the beamlines
themselves of parallel acquisitions (XRD, SAXS IR, Raman, and
UV−vis) is continuing to grow and will provide further
understanding of the reactivity of surface species. For highly
crystalline and complex materials, such as metal−organic
frameworks, the synergy among EXAFS, XRPD, and ab initio
calculations has been found to guarantee the success in the
structural determination and its modification upon molecular
absorption.65,1149,1304 From the general inspection of all the
reported examples, it emerges clearly that quantitative
information on the local structure of the active sites can be

easily obtained only on systems characterized by a high
homogeneity of the X-ray absorbing species. For systems that
do not fulfill this, care must be taken and generally only
qualitative information can be extracted; exception can be made
in case independent information is available from other
techniques (IR, XRPD, DAFS, PDF, ab initio calculations,
etc.). In any case, the data analysis of multiphase samples can
be quantitatively performed only once a proper model of the
different phases is available.
Future developments will have to further focus on

developing measurement and detection schemes to exactly
detect the catalytically active minority species. We foresee two
directions. The first is the further development and application
of modulation excitation data, which has the potential to
selectively detect minority species that are sensitive to an
external stimulus.1462,1625,1626 The structural change upon
modulation can be determined with enhanced accuracy.567

The second is based on the selective detection of a fluorescence
signal that correlates to the active species only,193,229 see the
description of XES spectroscopy in section 2.2.4. The
construction of new and improved secondary emission
spectrometers at various beamlines will spur research in this
direction and to improve time resolution.
In addition to those mentioned above, we foresee the

following advances in the use of XAFS techniques in catalysis in
the near and more distant future: (i) Equipment to perform in
situ and operando experiments to be done (section 2.2.6) will
be no longer developed and used by only a selected few, highly
specialized, groups but will be developed by beamline scientists
(expert in both catalysis and X-rays spectroscopies) and will
become readily available for the whole user community at most
of the XAFS beamlines worldwide. (ii) To make point (i) fully
efficient, a parallel effort will be needed on an educational
ground to form new PhD students, postdoc and scientists to be
able to carefully perform sophisticated experiments and to
properly use the abundant codes present nowadays to analyze
XAFS data (sections 2.3.4−2.3.7). (iii) Time-resolved techni-
ques, such as fast data recording (quick-EXAFS and dispersive
XAFS) (sections 2.2.3 and 8) have shown a great development
in the past decade and will further develop in the future,
combining more fast response with the combination of
independent characterization techniques available on line and
allowing parallel IR, UV−vis, Raman, etc., investigations to be
carried out. Improved and readily available data-analysis
programs must be developed to take full advantage of the
rapid data-taking (section 2.3.7). (iv) Space-resolved, including
tomographic, techniques (sections 2.2.7 and 7) will allow to
have a precise three-dimensional insight into the whole catalytic
bed (hosted inside a capillary) and individual catalyst grains and
thus to investigate effects such as the change in the reactants/
products ratio occurring along the catalytic bed. (v) Under
some special conditions, where the knowledge of the
absorption coefficient at a give (fixed) energy, μ(E0), is
sufficient to get relevant information on the catalyst, then
combined space and time-resolved techniques may be foreseen.
(vi) XES-based techniques (sections 2.2.4, 2.2.5, 3.2.2, 3.3.5,
5.2.2, and 9.4), nowadays still available on very few beamline
worldwide, will allow a much deeper knowledge of the
electronic structure of the active site, being able to probe
with hard X-rays both occupied and nonoccupied density of
states. They will allow XPS- and UV-like information, however
with element specificity, to be available on catalysts in
interaction with gases and liquids. Also, the combination of

Figure 59. Part a: k-weighted Fourier transforms (Δk = 2.5−8.0 Å−1)
of the Pt L3-edge AXAFS spectra of a selection of the 14 measured
samples. Namely Pt/MCM-41, Pt/SiO2, Pt/Ca−Y, and Pt/K−Y.
samples, curves a−d, respectively. Part b: As in part a for the IR spectra
of CO adsorbed at room temperature. Part c: Correlation between the
AXAFS peak intensity, see part a, and the corresponding linear to
bridged intensity ratio obtained from IR spectroscopy of adsorbed CO,
see part b, on the whole series of 14 supported Pt nanoclusters
(scattered squares). The red line represents the best linear fit among
the experimental points. Adapted from with permission from ref 603.
Copyright 2005 American Chemical Society.
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XES with a diffraction-based technique, such as X-ray standing
waves,1131 will enable to detect electronic structure of elements
on specific crystallographic sites. (vii) High-energy resolution
fluorescence detected XANES and EXAFS (section 2.2.5) will
allow: (a) range-extended EXAFS spectroscopy to be possible
in samples containing elements having two absorption shells
close in energy;226,228 (b) oxidation state-specific EXAFS able
to obtain separate EXAFS signals in samples containing the
same element in different oxidation states;193,229 and (c) spin-
selective EXAFS spectra collection to be possible.230 (viii) Laser
pump/X−rays probe experiments, applied up to now mainly in
studies related to the photodissociation of chemical bonds, may
in the next future be employed to investigate photocatalysts,
shed some light in the structural and electronic rearrangements
of the photocatalytic site just after (visible) photon absorption
or other external stimulus.1627 In the immediate future, the
incoming new X-ray free electron lasers (FEL) sources will
revolutionate the physics and the chemistry of time-resolved
experiments.6,1628−1634 The development of adequate measure-
ment technique and data-acquisition schemes for measuring X-
ray absorption at incoming FEL is essential. The ultra high
fluxes up to about 1012 photons per pulse (compared to 106

photons per pulse of present III generation synchrotrons) and
extreme short length (tens of femtosecond, compared to
hundreds of picosecond) will provide unique new oppor-
tunities, which are currently hard to imagine. (ix) Until now, in
the large majority of the published papers, XANES has been
often used only as a qualitative support of the hypothesized
structures, discussing qualitatively the evolution of edge, pre
edge and post edge features (see, e.g., the case of TS-1 in
section 3.2). Quantitative results were extracted from XANES
data mainly in comparison with the experimental XANES
spectra of model compounds (see e.g. the Operando study of
the γ-CuCl2/Al2O3 catalyst for ethylene oxychlorination
discussed in section 8). Publications where hypothesized local
structures are used to compute a XANES spectrum are still rare
(see, for example, results reported in Figures 32, 45, 54, and
58), but the remarkable progress made by theoretical codes
(section 2.3.5) will change this situation. We foresee that in the
future, the simulation of the XANES spectra will be used more
and more frequently to confirm or discard local structures
hypothesized from the refinement of EXAFS and diffraction
data.
The first two points will probably not result in new scientific

highlights but are probably the most important as they will
allow to further increase the scientific community using XAS/
XES spectroscopies for catalysts understanding and develop-
ment, constructing a synergic interaction among large scale
facilities, academia, and industries. Conversely, points iv−viii
will be less widely applicable but they could lead to
breakthroughs in some specific fields. We foresee, for time-
resolved experiments, for points iii and ix, both a great diffusion
and the possibility to reach high levels of scientific results.
Coming to the related techniques (section 2.5), the following
evolution are expected by the authors: (x) Extended joint
EXAFS/DAFS (section 2.5.2) will allow exploration of biphasic
systems and, for example, the contribution coming from
coexisting amorphous and crystalline phases to be disen-
tangled.632 (xi) As far as metal nanoparticles are concerned,
total scattering (PDF) experiments, will be able to bridge the
gap between EXAFS dominating the 0−30 Å diameter interval
and XRPD, informative in the 80 Å-bulk interval, see section
2.5.4.691 (xii) X-ray magnetic circular dichroism (X-MCD), see

section 2.5.1, coupled with more conventional visible light

MCD and EPR, will bring new insight in the investigation of

transition metal supported catalysts663−665 and in biocataly-

sis.666 (xiii) Extended energy-loss fine structure (EXELFS)

spectra can be obtained in TEM equipped with an electron

energy-loss spectrometer (section 2.5.3). Chemical and

oxidation-state speciation can consequently be obtained with

a few nanometer resolution. (xiv) BEFS is potentially a very

powerful, new technique for the study of the local environment

of hydrogen in catalysts, for which traditional XAFS is not

achievable because of the low binding energy of the K-edge

(13.6 eV) but has yet to prove to be a practical tool.50,650

Given the long history of X-ray absorption and emission

spectroscopy applied to catalytic systems, the field is still

developing remarkably rapid. We foresee an exciting future and

many new discoveries in X-ray spectroscopy and concurrently

in catalysis.
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ACRONYM LIST

APS advanced photon source
ATR attenuated total reflectance
AXAFS atomic XAFS
BEFS beta environmental fine structure
BET Brunauer, Emmett, and Teller (theory of

adsorption)
BTC benzene-1,3,5 tricarboxylate
CPU central processing unit
CT charge transfer
DAFS diffraction anomalous fine structure
DFT density functional theory
DMC dimethylcarbonate
DOS density of states
DRS diffuse reflectance spectroscopy
EBSD electron backscattering diffraction
EDC 1,2-dichloroethane
EPR electron paramagnetic resonance
ESRF European synchrotron radiation facility
EXAFS extended X-ray absorption fine structure
EXELFS extended energy-loss fine structure
FCC fluid catalytic cracking
FDM finite difference method
FP full potential
FT Fourier transform
FTIR Fourier transform IR
HDPE high density polyethylene
HERFD high-energy resolution fluorescence detected
HF Hartree−Fock
HL higher level
IR infrared
KKR Korringa, Kohn, Rostoker calculations
LAPW linear augmented plane waves
LCAO linear combination of atomic orbitals
LCMO linear combination of molecular orbitals
LMCT ligand-to-metal charge transfer
LMTO linear muffin tin orbitals
MLCT metal to ligand charge transfer
MM molecular mechanics
MO molecular orbital
MOF metal organic frameworks
MS multiple scattering
MST multiple scattering theory
MT muffin tin

MW molecular weight

NEXAFS
near edge X-ray absorption fine structure (XANES
in the soft X-ray region)

NMR nuclear magnetic resonance
PBC periodic boundary conditions
PDF pair distribution function
PEY partial electron yield
PIXAFS photon interference XAFS
PP pseudopotential
PVC poly-vinyl chloride
PW plane wave
Q-EXAFS quick-EXAFS
QM quantum mechanics
RHF restricted Hartree−Fock
ReflEXAFS glancing-angle EXAFS
RIXS resonant inelastic X-ray scattering
RT room temperature
RXES resonant XES
SAXS small angle X-ray scattering
SCF self-consistent field
SCR selective catalytic reduction
SEM scanning electron microscopy
SEXAFS surface EXAFS
SS single scattering
STEM scanning transmission electron microscopy
TEM transmission electron microscopy
TEY total electron yield
TFY total fluorescence yield
TPR temperature programmed reduction
TR-EXAFS time resolved-EXAFS
TS-1 Ti-silicalite-1
USY ultrastable Y zeolite
UV−vis ultraviolet−visible
VtC valence to core
XAFS X-ray absorption fine-structure
XANES X-ray absorption near edge spectroscopy
XAS X-ray absorption spectroscopy
XES X-ray emission spectroscopy
XMCD X-ray magnetic circular dichroism
XRD X-ray diffraction
XRPD X-ray powder diffraction
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Geobaldo, F.; Otero Areań, C. J. Chem. Soc. Faraday Trans. 1998, 94,
1519.
(110) Spoto, G.; Bordiga, S.; Scarano, D.; Zecchina, A. Catal. Lett.
1992, 13, 39.
(111) Spoto, G.; Zecchina, A.; Bordiga, S.; Ricchiardi, G.; Martra, G.;
Leofanti, G.; Petrini, G. Appl. Catal., B 1994, 3, 151.
(112) Spoto, G.; Bordiga, S.; Ricchiardi, G.; Scarano, D.; Zecchina,
A.; Geobaldo, F. J. Chem. Soc., Faraday Trans. 1995, 91, 3285.
(113) McDaniel, M. P. Adv. Catal. 1985, 33, 47.
(114) Ghiotti, G.; Garrone, E.; Zecchina, A. J. Mol. Catal. 1988, 46,
61.
(115) Zecchina, A.; Spoto, G.; Ghiotti, G.; Garrone, E. J. Mol. Catal.
1994, 86, 423.
(116) Bordiga, S.; Bertarione, S.; Damin, A.; Prestipino, C.; Spoto,
G.; Lamberti, C.; Zecchina, A. J. Mol. Catal. A 2003, 204, 527.
(117) Weckhuysen, B. M.; Schoonheydt, R. A.; Jehng, J. M.; Wachs,
I. E.; Cho, S. J.; Ryoo, R.; Kijlstra, S.; Poels, E. J. Chem. Soc., Faraday
Trans. 1995, 91, 3245.
(118) Gianolio, D.; Groppo, E.; Vitillo, J. G.; Damin, A.; Bordiga, S.;
Zecchina, A.; Lamberti, C. Chem. Commun. 2010, 46, 976.
(119) Leofanti, G.; Padovan, M.; Garilli, M.; Carmello, D.; Zecchina,
A.; Spoto, G.; Bordiga, S.; Palomino, G. T.; Lamberti, C. J. Catal. 2000,
189, 91.
(120) Koningsberger, D. C.; Oudenhuijzen, M. K.; de Graaf, J.; van
Bokhoven, J. A.; Ramaker, D. E. J. Catal. 2003, 216, 178.
(121) Geus, J. W.; van Dillen, A. J. Preparation of Supported
Catalysts by Deposition−Precipitation. In Handbook of Heterogeneous
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