2 The Postulates of Quantum Mechanics

2.1 Introduction

In light of the series of experiments performed in the early 20™ century that we have discussed, it became clear
that existing theories of classical physics did not adequately describe these newly discovered phenomena,
particularly the quantization of the energies of atoms and molecules, the quantization of light itself, and the
wave-particle duality of both light and matter.

Think about the process by which science moves forward. One proposes a theory that describes the existing
experimental phenomena. One then tests the theory by performing additional experiments. If the theory
describes all know phenomena, one begins to accept it as being true. There may be a small number of
observations that a theory doesn’t predict, and in some cases it may cause one to reexamine the experiment to
make sure it was done properly. However, as the number of experimental observations that the theory cannot
account for increases, the theory must be replaced. Sometimes this happens by making slight modifications of
the existing theory, and sometimes the old theory is completely overturned and replaced by one with a totally
different perspective.

This is what occurred in 1925 when Erwin Schrodinger and Werner Heisenberg, working independently,
formulated a general quantum theory. The quantum theory provided a completely different way to view physical
systems. It was a revolutionary way of thinking and requires abandoning much of the intuition that one develops
from the macroscopic world. In certain limits, the quantum theory reduces to the classical theory, so that not
only does it describe the newly observed phenomena, but the existing body of scientific results as well.

The theories independently formulated by Schrédinger and Heisenberg are mathematically different.
Schrodinger used a differential equation approach whereas Heisenberg used a matrix formalism. While at first
the two theories appeared different in substance, a year later Schrodinger demonstrated that the two
formulations are mathematically equivalent.

In this course, | will follow the differential equation approach formulated by Schrddinger, although later in the
course | may introduce aspects of the Heisenberg approach. | will not present quantum mechanics in an historical
manner, however--that is by following the way that Schrédinger first developed it. We will take advantage of
hindsight, particularly in the interpretations of certain aspects of the theory. | will present to you a new way of
thinking, and ask you to try to abandon much of the intuition you have developed during your first year of physics.

| will introduce the quantum theory by presenting to you a series of 6 postulates. All my further development of
guantum mechanics will be based on those six postulates. It is important to realize what a postulate is (and what
it is not). A postulate is a statement of thesis, not particularly a statement of fact. It is not a law. It can always
come under scrutiny and should do so. The test of whether a postulate is correct is if it describes experimental
results -- that is, that it works!!

| will present and briefly discuss each of these 6 postulates and give examples of applications to simple quantum
mechanical systems where necessary.

We will treat these postulates like laws in the sense we will base our intuition and predictions about the
properties of molecules on these postulates. One must always recognize, however that tomorrow someone
might observe some property or phenomena that is not in accord with these postulates.

This may seem a bit disturbing to approach science in this way in that we like to have laws that one can derive
mathematically. While it might seem a bit uncomfortable, it is no different from classical physics, for example.
At the very depth of our laws and rules in science there are always postulates that are accepted simply because
they work, i.e., the theory based upon them predicts the results of experiment. Examples are Coulombs law or
the gravitational force.
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2 THE POSTULATES OF QUANTUM MECHANICS

Werner Heisenberg Erwin Schrédinger

Two primary concepts are involved in the postulates of quantum mechanics:
e The state of a system
e  Physical observables

A physical observable is simply some variable that can be measured. Examples are position, momentum, angular
momentum, and energy.

2.2 Postulate 1

The state of a quantum mechanical system is completely specified by a function W(r,t) that depends on the
coordinates of the particle and on the time. Y(r,t) is called the wave function or state function and has the
property that W (r,t)¥(r,t)dxdydz is the probability that the particle lies in the volume element dxdydz at
position r at time t.

e This postulate says that W(r,t) exists and in principle can be determined.
o If W(r,t)is known, it can predict how the system changes with time (i.e. how the probability distribution
changes).

This situation is in contrast to that of classical mechanics. In a classical mechanical system, given Newton’s
equations of motion and a set of initial coordinates and momenta, one can determine the trajectories of the
particles for all time. This is not possible in Quantum Mechanics due to the Heisenberg Uncertainty Principle. All
we can do is see how the probability distribution changes with time.

Because of the interpretation of ¥’ (r,t)¥(r,t)dxdydz as a probability, W(r,t) must meet certain conditions:

[ ]
§e—s
é'—nS

j ¥ (r,t)¥(r,t)dxdydz =1

The probability integrated over all space equals 1.

To save time and paper | will abbreviate integrals like this as I ¥ (r,t)¥(r,t)dr =1

e ¥(r,t) must be finite over the possible range of values of the coordinates
e Y¥(r,t) must be single valued, continuous (i.e. a well behaved function)

e  VWY(r,t) must be single valued, continuous
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2 THE POSTULATES OF QUANTUM MECHANICS

Remember we discussed Einstein's explanation of the relationship between the wave and particle behavior of
light. In the wave picture, the intensity of an electromagnetic wave is proportional to the amplitude of the wave
squared.

I=¢,cE? where E=E cos(at) for the electric field

In the particle picture however,
I'=N h v where N is the number of photons per unit area per unit time.
Thus, N o E?

That is, the probability of detecting a photon at a certain point is proportional to the square of the average wave
amplitude.

In analogy to this, the square of a wavefunction ¥(r,t)
W (r,t)¥(r,t)  or [W(r,t)|?

can be interpreted as the probability density of finding a particle at a particular point in space. This is known as
the Kopenhagen interpretation and was proposed by Niels Bohr. One should realize that also other
interpretations exist, but none of them is as widely accepted as the Kopenhagen interpretation. Although the
interpretations might be different, the physics described by the theory remains the same.

2.3 Digression on operators
Before we go on to postulate 2, | need to make a brief digression and discuss operators.
Definition of an Operator:

A rule which transforms one function, f(x) for example, into some other function, g(x).
Basically it is any mathematical operation.

Examples of operators:

j,i,\/—,xz,log,3

dx

These are (in order), integrating, taking the derivative with respect to x, taking the square root, multiplying by
x2, taking the log, multiplying by the number 3.

| will sometimes designate an operator with a hat or carrot, A , for example, but | will often omit it. In such cases,
the fact that it is an operator should be evident from the context.

It is important to note that in Quantum Mechanics, we will deal only with linear operators.

Definition of a Linear Operator:
An operator is said to be linear if

Alc.f,(x)+c, £, ()] =c, AL (x)+c,Af(x)

where c; and c; are constants.
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2 __THE POSTULATES OF QUANTUM MECHANICS

Clearly, di (differentiation) orJ- (integration) are linear since

X
UACIAC)
d 2

d
Slefire )= dx

[[e.fi0)+c, 15 (0)]dx =c, [ £, (x)ax+c, [ £, (x)dx

Whereas the \/_ is not a linear operator

Ve fix)+¢, £, (x) # ¢\ f,(x) + ¢,/ £, (x)dx

When an operator operates on a function and returns the function multiplied by a constant, the function is said
to be an eigenfunction of that operator. The constant is called an eigenvalue of that operator.

That is: Af(x)=af(x)
where fis an eigenfunction of A and a is the corresponding eigenvalue.

For example:
2
Let A=— and (x)=e™
dx’ f

2
2 jax

N d
Af(x)=—e™ =a’e
fx) ™

2
Here we would say that e” is an eigenfunction of e with an eigenvalue of o’.
X

The equation is called an eigenvalue problem or eigenvalue equation. For a given operator, solving an eigenvalue
equation involves finding both the eigenfunctions and the eigenvalues for a given operator. As we will see shortly,
solving the eigenvalue equation plays a central role in quantum mechanics.

We also need to define what we mean by the square of an operator. This simply means the operator applied
twice.

If we define an operator (we will see soon that this is the operator describing momentum in the x-direction):

o d
-—inL
Px dx

then the square of the operator would be given by:

d d d’
5225 p. =| —inL | -inL =2
P =P ( dx)( dxj dx®

It is obvious that one cannot simply take the square root to get back the original.
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2 THE POSTULATES OF QUANTUM IMECHANICS

2.4 Postulate 2

To every physical observable in classical mechanics, there corresponds a linear, Hermitian operator in quantum
mechanics.

Hermitian operators are linear operators and have the property that their eigenvalues are real. This is necessary
if they are to represent physical observables.

For a Hermitian operator A the following relation holds for all permissible wavefunctions W(r,t):

T ¥ (r,t)(AW(r,t))dr = j (AW(r,t)) (r,t)dz

Prescription for finding an operator for a particular observable:

Write the classical expression for the observable expressed in terms of the Cartesian coordinates and their
corresponding momenta.

X—>X=x or in general g—>q=q

P, P, =—ih— or in general p, =P, :_,'hd_

where g =x, y, or z.

This prescription must involve the Cartesian coordinates. After this substitution, one can convert to other
coordinate systems.

You can see from the table on the next page that just knowing the expressions for position and momenta
operators will enable you to find the others.

For example, one can write the expression for kinetic energy as:
1 2

K=5mv

Since we know that the momentum p = mv, one can write:

The same relationships that hold between the observables will hold between the operators.

One can therefore get the kinetic energy operator in the x-direction by applying the momentum operator twice
and dividing by 2m:

A A 2 2
K, = PPy _ i(_ihij(_;hij = _h_d_z
2m  2m dx 2m dx

One can do the same with angular momentum. Recall that the angular momentum vector | is given by:

I=rxp
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2 THE POSTULATES OF QUANTUM MECHANICS

Observable Operator
Name Symbol Symbol Operation
Position X X multiply by x
r r multiply by r
. 0
Momentum Px p, —ih—
Oox
. 0 0 0
p P —if| i—+j—+k—
ox oy oz
5 n &
Kinetic Ener, K K, —_—
&Y 2m ox’
hZ 62 82 62 hZ
K K By el e
m\ ox~ oy~ Oz 2m
Potential Energy  U(x) U(x) multiply by U(x)
U(x,y,z) U, v,z)  multiply by U(x,y,z)
0 82 ol n
Total Energy E I ——| S+ +=5 |[+Uxy,2)= ——VZ +U(x,)
m\ ox’ 6 oz*
Angular _ - _ g 0
Momentum Le=ype-zpy L, ’h[y z j
L L lh(z x 9
=Zpx-XPp; —ih| z——-x—
y=2Zp. p. y x
. 0
L,=Xxpy-ypx L —ih x——y
oy

The cross product of two vectors, rx p gives you another vector of magnitude |r||p|sin® with the direction
determined by the right hand rule. To find the individual components of the resultant vector one calculates:

i ]k
rxp=(x y z
p. P, P,

= (yp,—2p,)i-(xp, —2zp,)i+(xp, —yp, )k

Therefore:
L =yp,—2zp,
L, =2zp, —xp,
L, =xp, —yp,
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2 THE POSTULATES OF QUANTUM IMECHANICS

We can take these expressions and substitute the appropriate operators for the position and momentum
coordinates.

As you will soon see, a particularly important operator in quantum chemistry is the total energy operator,
otherwise known as the Hamiltonian and given the symbol A.

This operator is found by writing down the classical expression for the sum of the kinetic and potential energy of
a system.

H=E_ +U

kin

In three dimensions this reads in terms of position and momentum coordinates:

1 2 2 2
H=—I/p, +p, +p,)+U(x,y,2)
2m(p p+p’) y

where U(x,y,z) is the potential energy as a function of the coordinates.

Making the substitution as prescribed above one finds for the Hamiltonian operator:

- (ot o & o,
H=——| —+—+— |+Ux,y,2) =——V" + U(x,y,
[6x2 oy Gzzj oy.2) 2m by.2)

As we will see shortly, solving the eigenvalue problem for this operator will provide us with the energy of the
system.

2.5 Postulate 3

In any measurement of the observable associated with the operator A, the only values that will ever be observed
are the eigenvalues, a, which satisfy the eigenvalue equation

AY =a'¥
Remember that for any operator we can find a set of eigenfunctions and eigenvalues.

Recall that an eigenfunction of an operator is defined by the fact that when it is operated on, the result is a
constant times the same function. That constant is called the eigenvalue.

This postulate says that a measurement of A can only result in one of its eigenvalues -- no matter what the wave
function is!l. Thus even if the wavefunction is not an eigenfunction of the operator

Example: Total energy operator A (Hamiltonian)

If one makes a measurement of the energy, the only possible values you could obtain are the E, such that:

HY, =E VY

n n n
where the W, are the eigenfunctions of H.

In other words, if you measure the energy, you can only get as a result one of the eigenvalues of the energy
operator, the Hamiltonian. Thus even if the wave function is not one of the eigenfunctions of A, upon
measurement, you will only get one of the eigenvalues of A.

There is an eigenvalue equation for each operator, and any possible measurement of a quantity corresponding
to A will result in an, one of the eigenvalues ofA.
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2 THE POSTULATES OF QUANTUM MECHANICS

The eigenvalue equation for the total energy operator (i.e., the Hamiltonian) plays a very important role in
guantum chemistry. As we will see shortly, the equation

HY, =E VY

is called the Time Independent Schrédinger Equation

This equation provides us with the possible values of the energy of a system and which are of course extremely
important in chemistry.

In order to discuss specific examples, | want to make a digression and look at the eigenvalues of the Hamiltonian
for a specific quantum mechanical system called the particle in a one-dimensional well or a particle-in-a-box.
Although this example might seem farfetched at first it turns out that it can be used to describe the delocalized
Tt electrons in linear conjugated hydrocarbons.

2.5.1 Particle in a 1-dimensional potential well

Consider a particle in a one-dimensional "box" with infinitely high walls (i.e., an infinitely high potential for
escaping the box).

Outside the box, the potential is infinite, which means it would take an infinite amount of energy for the particle
to exist in that region. Therefore, the wave amplitude or the probability of finding the particle in that region is
zero.

So for x<0 w(x)=0 and for x>a y(x)=0

These define the boundary conditions for the wave function "inside" the box.

e8] o0

A A
>
20
g
i U(x)=00 U(x)=00
i
€
2L
(o]
a

U(x)=0
» X
0 a

Let us say we want to determine the possible values for the total energy of the system and the eigenfunctions
that are associated with those eigenvalues. According to postulate 2, we must write down the operator for the

total energy, which we called I:I, the Hamiltonian.

Recall that the procedure is to first write down the classical expressions and then substitute operators according
to the prescription of postulate 2. We have already done this in the table that | gave you.

The Hamiltonian operator, H, in one dimension is:

2 2
A= —h—d—2+U(x)
2m dx
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2 THE POSTULATES OF QUANTUM IMECHANICS

The first term is the kinetic energy term and the second term the potential energy.

Since the potential inside the "box" equals zero, the eigenvalue equation for the energy is:

Ay (x)=Ey(x)

{—h—d—]u/(thw(x)

2m dx?
Rearranging this gives:

d*w(x) N 2mE
ax? g

w(x)=0 0<x<a

and the boundary conditions are w(0)=/(a)=0. This is because we must require the wave function to be
continuous.

This is a second order linear differential equation with constant coefficients. We can solve this by simply looking
at it and guessing.

2
d l//(X) azeax

then =
dx

Try vix)=e

Substitute w(x) and its second derivative back into the differential equation to get the auxiliary equation.

2mE
+;Zn_zeax =0

2 jax
e

This has to hold for all values of x, hence

) 2mE:

a’ + 0

The most general solution of the differential equation is a linear combination of the + and - solutions.

I_x)ZmEX x/ZmEX

vix)=ce " +ce "

+i6

or using Euler's formula: e =cos@ £isind
. | v2mE N2mE
w(x)=Asin P X |+Bcos| ——

The relation between the coefficients ¢c; and c;and A and B is simply
A=i(c, —¢,) B=c, +¢,

Let's now apply the boundary conditions:
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2 THE POSTULATES OF QUANTUM MECHANICS

At x=0: (0) = Asin(0) + Bcos(0) =0
=B=0

At x =a we then find:

vla)= Asin[ Z;nE a]

If we say A=0, this gives us a trivial solution (i.e. the solution will be zero everywhere, y(x)=0).

.| V2mE
Therefore sin - al= must hold.
This is only possible if:
N2mE
m a=nr n=1,2,3,...

h

We can then solve this equation for the energy, E ,and get

n*h?

8ma’

E n=12,3,...

These are the eigenvalues of the energy operator (i.e., the Hamiltonian). They represent the allowed values for
the total energy of the system.

The eigenfunctions are then given by:

l//(x):Asin( zng j:A sin(n—ﬁxj

a

We can determine the constant A by requiring the eigenfunction to be normalized. Since l//*w represents a
probability, it must equal one if integrated over all space. | will omit the details, but this gives

where a is the length of the box.
There are a few important points to note:
— The energy is quantized, i.e. it can only have certain values which are determined by the integer n. Note

that the guantization arose when we imposed the boundary conditions. This is a general principle of
guantum mechanics.

— The energy level spacing increases with decreasing dimensions of the box. The more localized a particle
is, the greater the quantization. Another way to look at this is as the dimensions of the box approach
the wavelength of the particle, you get quantum effects. As the size of the box or the mass of the particle
increases, the energy levels get closer and closer. Quantum effects begin to become less apparent.
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2 THE POSTULATES OF QUANTUM IMECHANICS

Let us look in some detail at the eigenfunctions of the particle-in-a-box Hamiltonian. Let us assume for the
moment that the wave function for a particle-in-a-box happens to be one of the eigenfunctions of the
Hamiltonian. This need not be the case. The only requirements for an acceptable wave function are given by
postulate 1. Nothing says that the wavefunctions for this system must be eigenfunctions of the Hamiltonian.
However, one of the eigenfunctions of the Hamiltonian certainly could be a wavefunction for a particle-in-a-box.

Recall the information carried by the wave function for a system. The wave function times its complex conjugate
gives the probability of finding the system at a particular point in space.

The eigenfunctions of the Hamiltonian for a particle-in-a-box are given by

(//n(x):\/zsin(n—”xj n=1,23,...
a a

The probability distributions are given by:

v, 0 =y, () = 2sin? [”_”Xj
a a

Both of these are plotted in the figure on the next page. As we already saw, there is zero probability of finding
the particle outside the box or potential well, because the potential is infinite.

Quantum Mechanically, there are places inside the box where the wave function y and |l//|2 are zero (i.e., places

where the particle has no probability of being found). These are called nodes. The higher the quantum number
n (and the energy), the more nodes. This will be true for all bound systems. It is always the case in quantum
mechanics that the lowest energy wavefunction will have no nodes, the next, one node, etc.... Qualitatively,
wavefunctions look similar for different bound potentials.

How can a particle get from one side of the node to the other without crossing the middle of the box? One can't

think of it that way! |z//|2 simply gives us a probability. One cannot think of trajectories of macroscopic particles

in quantum mechanics.

Classically one would expect a particle to bounce back and forth in the box and show equal probability of being
found anywhere.

(23

1642

8ma* \/ n=4 8ma?

12

912 o

g 8ma \/ " 8ma? E

Vs 123
4k - 4
8ma? n=2 8ma®

A 1P

I
w

R )
8ma? 8ma?
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2 THE POSTULATES OF QUANTUM IMECHANICS

However, note that as n gets large, 174 9 /\/\/V\/\/

The number of nodes increases, but the probability spreads out evenly. Thus, at large quantum numbers, the
quantum mechanical result approaches the classical result. This is an example of the Bohr Correspondence
Principle.

2.5.2 Solving the eigenvalue problem numerically

We saw above that the Schrodinger equation for a particle-in-a-box, i.e. the corresponding differential equation,
can be easily solved exactly. However, in many other cases where the potential has a different form this is not
possible. As we will see later in course when we discuss the helium atom, one can in such cases approximate the
solution of the Schrodinger equation using analytical methods. Instead of trying to solve the differential
equations analytically or using approximation methods, one can also resort to numerical methods. The rapid
development of computers over the last decades allows one to perform such numerical calculations even for
rather complex system on a standard laptop computer. There exist many different numerical approaches to solve
differential equations. Here we will use a very simple, yet effective matrix based method that can solve 1-
dimensional problems with relatively good accuracy. You will use this method in the exercises to investigate the
properties of simple quantum mechanical problems.

If we want to know the possible energy levels of a quantum mechanical system we have to solve the Schrédinger
equation,
AW(x)=E¥(x)

to find the eigenvalues and corresponding eigenfunctions.

More general, to find the possible values of an observable we have solve the eigenvalue equation
A¥(x)=a¥(x)

where Ais the operator corresponding to the observable of interest, a the eigenvalue and W(x) the
corresponding eigenfunction that we would like to determine.

Upon closer inspection of this equation, one should realize that its form is similar to that of the matrix eigenvalue
problem:
Uv=Av

Given the matrix U we can find the eigenvalues, A, and eigenfunctions, v, by diagonalizing this matrix. There
exist very efficient numerical methods for the diagonalization of a matrix and as a result even large matrices can
nowadays be diagonalized in a fraction of second on your laptop. Thus if we are able to write the quantum
mechanical eigenvalue problem in matrix form we could easily solve it using a computer.

| will describe here how to write a 1-dimensional Hamiltonian in matrix form. Based on this you should be able

to do the same for other operators. As we have seen, the Hamiltonian is the sum of the kinetic and potential
energy of the system and for a 1-dimensional system is written as:

Here the first term corresponds to the kinetic energy operator and V(x)is the operator for the interaction
potential. The Schrodinger equation we can then write as:
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2 THE POSTULATES OF QUANTUM MECHANICS

W od’
{_EW + V(x)} Y(x)=E¥(x)

Here the operators and function are all continuous. However, for solving this equation numerically we have to
discretize both operators and the function.

For this we will write our function W(x) as a finite vector, v, that holds the value of ¥(x) at equally spaced
intervals Ax, i.e., v={y,, ¥,,...,¥y}. see figure below.

Y, Y(x)
y
y
Yo y‘N-Z Yna y.N
P s
Xo Xy X X Ax Xz Xna Xy
X —>

In this way we have:
qj(xo):yol le(Xl):yy lP(Xz):yzf Yy \IJ(XN):yN
where

X, =X, +AX, X, =X, +2Ax, -+, X, =X, +NAx,

The derivative of a function, f(x) is defined as:

F'(x) =lim

fx+h)—f(x)
h—0 h

Note that here h is just a variable that has no relation at all with Planck’s constant.

Based on this definition the symmetric second derivative of a function is found to be:

flx+h)-2f(x)+ f(x—h)
hZ

f'x) =lim

If we choose Ax small enough we can set h = Ax and calculate the second derivative of our discretized function
with relative good accuracy. We then find:

" " Y, _Zy +y
Yi(x, )=y =T Axlz 2
p b V120, +Y
Y(x,) =yl == szl 2
p v Ya—2y3tY
P'(x,) =y, =2 Axi A

Yua =W TV

T”(XN71)=VA;,1 — N-2 AXI; 1 N

As you can see there is a problem calculating the second derivative at x, and xy because x.; and xy.; do not exist.
We therefore will simply write:

=2y, +V,
AXZ

_ Y _Zy/v

\P"(Xo):yg: AXZ

and Y(x,)=yn
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2 THE POSTULATES OF QUANTUM MECHANICS

Looking at these expressions one realizes that one can cast these in a matrix notation:

y! 2 1 0 0 0 0 0 0y,
y! 1 -2 1 0 0 0 0y
y! 0 1 -2 1 0 0 0 0]y,
y! o0 =2 0 0 0 0]y,
e v oo : S :
v, 0 0 0 0 2 1 0 0|y,
Vo, 0 0 0 0 2 1 Vi
o 0 0 0 0 1 -2 1|y,
Y 0 0 0 O 1 20y,

Using this result we can write the kinetic energy operator in matrix notation as:

-2 1 0 0O 0 0 O
1 -2 1 O 0O 0 0 O
o 1 =2 0O 0 0 o
0o 0 1 -2 0O 0 0 o
N /5 . . .
K=———
2m Ax
0O 0 O o -2 1 0 O
0O 0 0 o 1 -2 1 0O
0O 0 0 o -2
0O 0 0 o o o0 1 -2

The interaction potential most often depends only on the coordinates of the particle. Only in rare cases does it
involve the particles velocity. Therefore in most cases the potential does not contain derivatives with respect to
the coordinate, x (remember, the velocity is related to the momentum operator). As a result the matrix
corresponding to the potential is diagonal:

Vix,) O 0 0 0 0 0 0
0 Vlx) 0 0 0 0 0 0
0 0 Vi) 0 0 0 0 0
0 0 0 Vix,) 0 0 0 0

e . : . :

0 0 0 0 V(x,,) O 0 0
0 0 0 0 0 Vix,,) O 0
0 0 0 0 0 0 Vlx,,) O
0 0 0 0 0 0 0 Vix,)
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2 THE POSTULATES OF QUANTUM MECHANICS

The Hamiltonian being the sum of the kinetic energy and the potential energy operators can then be written in
matrix notation as:

7 w?
PV e 0 0
n w >
+V(x L 0
2m Ax? m Ax* ba) m Ax?
w? w? w?
0 +V(x r
2mAX mAX be) m Ax?
A= 2 2
0 0 h . V(x,)

2m Ax® m Ax*

o O o o
o O o o
o O o o
o O o o

With this the Schrodinger equation can be written as:

n n y Y,
+V(x, - 0 0 .. 0 0
Ax? () 2m Ax?
2 2 2
/3 : h Vi) __h : 0 I RZ! Vi
2m Ax m Ax m Ax
n n n Y, Y,
0 +V(x - e
2m Ax? m Ax* b m Ax*
n n Ys |=E| s
0 0 T A > +V(x;)
0 0 0 0 VYn-s Yns
0 0 0 0 Y- Ynaa
0 0 0 0 Yna Y
0 0 0 0 Yn Yn

This is a matrix eigenvalue problem like you have encountered in your algebra class. Solving it will give you N
eigenvalues E with the corresponding eigenvectors, i.e., eigenfunctions.

It is important to realize what are the shortcomings of this method. First of all, wavefunctions and thus also
eigenfunctions are defined over the whole space, —o < x <o . The method described here only covers a specific
part of space, x, < x <x, which we can also write as x, < x <x, + NAx . What we are assuming here is that the

wavefunctions outside the boundaries are zero. It is thus important to choose the boundaries, or range,
correctly. In the case of the particle-in-a-box that we have discussed before this is rather straightforward since
we know that outside the box the wavefunction has to be zero. However, in other cases, i.e. for other potentials,
it might be much more difficult to determine the correct boundaries. In general, the larger the interval one
chooses the more accurate the result. The second point to consider is that the definition of the second derivative
is only correct in the limit that h— 0, and thus Ax - 0. To obtain an accurate results one therefore has to
choose the stepsize Ax as small as possible. As a last minor point, the derivative at xo and xy are nor correctly
defined.
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2 THE POSTULATES OF QUANTUM MECHANICS

The requirement of having a large interval and a small stepsize at the same time makes that the number of
intervals, N, will have to be large. Consequently, one will have to diagonalize a large NxN matrix. Although
this does not pose a fundamental problem, it can cause computational problems. For one, the time it takes to
diagonalize a matrix scales roughly as N3. Thus doubling the number of intervals, N, leads to an almost 10-fold
increase in the time to solve the eigenvalue problem. At a certain matrix size the computation will take too long
to be useful, the calculation has become computationally too expensive. Secondly, the matrix has to be stored
in the memory of the computer. The amount of memory required for the calculations scales as N?, therefore
one can quickly run out of available memory by increasing N. Due to these two criteria, the number of intervals,
N, that can be used in the calculations is limited. This has consequences for the accuracy that can be obtained
by this method, since N is directly related to the range {xo,...,xn} and stepsize, Ax. You will investigate this in more
detail in the exercises.

2.5.3 Return to postulate 3

Remember that postulate 3 says the only result of measuring A is one of the eigenvalues of A no matter what
the wave function is.

Postulate 1 does not say that the wave function for a system, ¥, must be an eigenfunction of the Hamiltonian.
For example, in the case of a particle in a 1- dimensional potential well, postulate 1 does not say that the wave

function must be one of the eigenfunctions of the Hamiltonian that we found above. Nor does it say that ¥ has
to be an eigenfunction of any operator. It simply requires that it be well behaved.

No matter what the wave function is, the only result of measuring A is one of the eigenvalues of A. If, however,
Y happens to be an eigenfunction of the operator you measure, then, as we will see when discussing postulate
4, you know exactly the result you will get when you make the measurement, the eigenvalue that corresponds
to that eigenfunction.

If ¥ is not an eigenfunction of the operator you measure, you could get any of the eigenvalues corresponding
to operator A.

To help you understand this concept further, | need to introduce several important properties of eigenfunctions.

2.5.4 Some important properties of eigenfunctions
DEFINITION - Complete set of eigenfunctions

A set of eigenfunctions, @,, is considered complete if, for any well behaved function, f, we can write:
f=2¢0,

DEFINITION - Orthonormality of eigenfunctions

A set of eigenfunctions is considered orthonormal if

Td@w=%

—0

here 5,1. is the Kronecker delta with the properties:

5,
’ if i=j

0 if i)

=:

=:
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Thatis, if i # j they are orthogonal, and the case in which i = j expresses the normalization condition.

Auxiliary postulate:
The eigenfunctions of a Hermitian operator form a complete, orthonormal set.

One can prove the fact that the eigenfunctions of a Hermitian operator are orthonormal. However, the
completeness of the set cannot be proved mathematically. It must be taken as an additional postulate.

2.5.5 Return to postulate 3

Although a wave function does not have to be a single eigenfunction of any operator, it can always be written as
a linear combination of eigenfunctions of any operator that corresponds to a physical observable (i.e. a
Hermitian operator), because the eigenfunctions of a Hermitian operator form a complete orthonormal set .
Let us choose to write a wave function for the system we want to measure as a linear combination of the
eigenfunctions that correspond to the operator (i.e., the observable) we want to measure. (Note that we are free
to choose any set of functions as long as it is complete.)

Y(x,t)= ch(pn(x,t)

There could be any number of functions in this expansion.
If you then make a measurement on a system described by such a wave function, the result will be an eigenvalue
of one of the eigenfunctions in the linear combination. Which one you do not know (unless there is only one

function in the linear expansion).

Postulate 4 will tell us the average result you will get if you make repeated measurements on identical systems.
Before | discuss postulate 4, | need to remind you of a few concepts related to statistics.

2.6 Some statistical concepts

2.6.1 Expectation values

In general the probability P, of a certain event can be given by:

N,
P, =Lim —
Nowo [\
where N = the total number of tries or measurements
and N; =the number of times event j was observed.
Note that 0<P <1 since the maximum value N; can have is N.

Also, because ZN}. =N
j=1

we have the condition that
2p=1
j=1

where n is the number of possible outcomes for the measurement.
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Now consider the case in which a particular event has a value associated with it, as in the case of an experimental
measurement. We define the average value or expectation value to be:

7:<X>:ixfpf :ZH‘.X/P(XJ)

where P(x;) represents the probability of realizing the number x;.

Example:
What is the average value observed in rolling a die? i.e. What is <x> where x is the number on the die?

6
(X)=D"xP =1-P+2-P,+3-P,+4-P, +5-P, +6-P,

j=1

If it is an honest die then:
1
P=P=P=P,=R=F=—
6
Then one would find

<x>=l+£+§+i+5+§:3.5
6 6 6 6 6 6

Note that the average value does not have to equal a value of the die.

2.6.2 Variance

The variance is an indication of the distribution or spread in a series of measurements; i.e. the distribution about
the mean or average value. The variance gives some indication of the precision of a measured result. If a
measurement always gives the same number, the variance is zero.

o7 =((x=0))

It is a measure of the difference of a measurement x from the mean (x). Using our definition of average value we
can also write this as

2. ars 2
You can see that o, is a sum of positive terms and so o, >0

Let's expand the expression for O'X2 :
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=)=
So, o’ :<xz>—<x>2 >0
And thus o, = <x2>—<x>2

The variance is always greater than or equal to zero and tells us how precise a measurement is or how precisely
it can be made. If the variance equals zero we will always measure the same result.

2.7 Postulate 4
If a system is in a state described by a normalized wave function ¥ , then the average value or expectation value
of the observable corresponding to the operator A is given by:

(a)= T‘y*/&q’dr

| need to define more clearly what we mean by an average or expectation value in quantum mechanics.

It does not mean making repeated measurements on the same system. This is because in making a measurement
in quantum mechanics you disturb the system and influence the subsequent result. We will discuss this in more
detail later.

It does mean making the same measurement on a series of identical systems.

Let’s have a look at some examples.

Example 1:

Calculate the expectation value for the position of a particle in a one-dimensional box of length a that is described
by an eigenfunction of the Hamiltonion of the particle-in-a-box problem, furthermore calculate of .

We saw before that the wavefunctions are given by:

2  (nx
v, (x)=,|—sin| —x n=1,2,3,..... for O<x<a
a a

the probability of finding the particle between x and x + dx.

v (X)w(x)ax
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The average position is given by:
<x> = I y/*(x)xx//(x)dx
0

In the present example we have:

(x)= Egsin(n{xjx\/%sin(%x]dx
Sz

Evaluation of this integral gives us:

(-2

ad 2

This result makes sense. The box is perfectly symmetrical, and there is nothing to favor one side of the box over
the other, thus the average position is in the center.

We also wanted to calculate the variance O'X2 . To do this we need to calculate (x2).
a 2
_(nm
<x2> = Ixz sin| —x | dx
° a

2 2.2
_(_a 47rn_2
27n 3

QN

So,

Thus there is some distribution of possible values, represented by the fact that O'X2 #0.

Example 2:
Suppose a particle in a 1-dimensional box is in a state described by the following wave function

w(x)=Ald*x* —x*)

where A= /3—15
8a

is the normalization constant and a represents the length of the box. This is a perfectly well behaved wave
function that satisfies the boundary conditions of the particle in the box properly, but clearly is not an
eigenfunction of the Hamiltonian. Let us use postulate 4 to calculate the average energy.
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For a particle in a 1-dimensional box:

- nod’
A=——s
2m dx
So,
a hZ d2
EY=A"|(a’x* —x*)| ———— |(@’x* — x*)dx
(E) !( )( 2mdxzj< )
232 a
__AT J(azxz —x*)2a* —12x%)dx
2m 5
222 0
__AT .[(204x2 —14a*x* +12x°)dx
2m 5
232 a
__AT [Ea“x?’ BEFE +Ex7}
2m 3 5 0
AT (44 o A0’
2m 105 105m
Substituting for A:
1
a- P
8a
We finally find:
()= 33 H
27° 8mad’

This is clearly not one of the eigenvalues of the Hamiltonian, but remember, this is an average, not a single
measurement. Note, this is similar to what we have seen when we calculated the average value for throwing a
die.

hZ

Recall that E =n -
8ma

n

The average or expectation value doesn't need to be an eigenvalue of the Hamiltonian. It is the average of a
series of measurements on identical systems.

Postulate 3 says that upon any one measurement, the value we obtain can only be one of the eigenvalues of the
operator corresponding to the quantity we measure. However, because each time we make a measurement we
get a different answer, the average value will not be a single eigenvalue.

Although | won't do it here, if we were to calculate the variance in our measurements
2 2 2
o7 =(E)-(E)

we would find that it is larger than zero. One gets a spread in the values obtained upon measuring the energy.
Clearly the wavefunction is not an eigenfunction of the Hamiltonian.
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Example 3:
Now let's consider a case in which the wave function happens to be an eigenfunction of the particle-in-a-box

\/3 . [n;r j
v, (x)=,|—sin|] —x
a a

Let us find the average value for repeated measurements of the energy. We could do this one of two ways. The
hard way is to evaluate the integral as we did before:

o (e

The easy way would be to realize that since the wave function i is one of the eigenfunctions of the Hamiltonian,

Hamiltonian, A.

we can write:

<E> = I(//;(X)I:Iy/n (x)dx = an (X)E,w,(x)dx =E, .[V/" (), (x)dx

Thus

If we now calculate the variance of the energy measurement:

a

<E2> = fw;(x)ﬁz v, (x)dx =E?

0
2 2 2 2 2
o; =(E")-(E)" =E, —E} =0
we find that the variance equals zero. There is no uncertainty in the measurement!!
If the wave function is an eigenfunction of the operator you measure, then upon making a measurement, you

will always get a single value: the eigenvalue corresponding to that eigenfunction.

Example 4:
Let us try one more example in which the wave function is written as a linear combination of eigenfunctions of

the particle-in-a-box Hamiltonian. However, let us assume there are only two terms in the expansion.
Let us assume the form:

l//(X) =qy (x)+ GV, (x)

where i (x) are the eigenfunctions of the particle-in-a-box Hamiltonian and c;and ¢, are just the coefficients in
the expansion.

As /(x) has to be normalized, one can derive a relation between the coefficients ¢; and c,.
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Jv" awdx = [ (ciwy 00+, () (e, (0 + e, () dx =1
= [(ces 0w, () + e, (0 (0 + ¢ (XD, () + S 6,07, (X0 () )l
= e[ [w; by, (ax + e, [yr; (ay, (ax + e, [yr; (0w, et + e, [ [ Gy, (x)alx
=l +|e,[ =1

Here we made explicit use of the fact that the eigenfunctions of the Hamiltonian form a complete orthonormal
set.

2 1
Let's choose ¢, = \/; and ¢, = \/; , so that we have

|c1|2 = and |c2|2 :é giving |c1|2 +|cz|2 =1

w|N

The wave function is then

(x)—\/g\/gsin[ij+\ﬁ\/zsin(2—ﬂxJ
vix= 3\Va a 3Va a

where | have purposely not combined the constants in front of each function.
Let us now calculate the expectation value. Note that to simplify the writing and to make things more suggestive,

I will use ¥, (x) and ¥, (x) instead of writing the sine functions explicitly.

(E)= [y 00Ap(x)dx

0

o . . )2 1
—g[\/; 1(X)+\/; z(X)]H[\/; 1(X)+\/; Z(X)de
= % l v, Ay, (x)dx+glwf (x)A, (x)dx +g l v, (A, (x)dx + %{WJ ()Y, (x)dx

= %Elj;-l//; (X, (x)dx + gEZ :[y/l (), (x)dx + gEl :[WZ (), (x)dx + %Ez :[y/z (xX)w, (x)dx

2 1
:gEl +§E2

To calculate the variance, we need <E2> . By repeating the same procedure, you can convince yourself that

<E2>:§Ef +§E22
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Thus the variance in the measurement of the energy is:

2
ol = <EZ>—<E>2 = %Ef + %Ej —(%El +§Ezj

2 1 4 1 4

=ZE+ZFE——E —-ZE——E,E
3" 37 9! 9% 9

12

2 4 2 2
:552 +—E2—§E E, =§(E1 -E,) #0

1 2 1

Therefore, the result of your measurement will not be the same every time. You only get a single value for your
measurement each time if y is an eigenfunction, not a linear combination of eigenfunctions.

There is one other very important point to note, however. Look again at our expression for the average energy
(E).
2 1
(E)==E, +=E,
3 3

Remember that we had originally chosen the expansion coefficients c, = and ¢, =

w | N
w |~

2 1
The probability of obtaining either result is simply |c1 |2 = 3 and |c2|2 = 3

In general, the probability of obtaining a particular eigenvalue is simply the square of the expansion coefficient
for the eigenfunction corresponding to that eigenvalue.

That is: P =lc|

C

n

Proof:
We start with the expression for an average value, according to postulate 4:

(a)= J. v’ (x)Ap(x)dx

(Note that | have not included the time dependence of the wave function here. | will explain shortly why | can do
that).

Let us substitute for y a linear combination of eigenfunctions ¢, of the operator A,ie.:

Ag,(x)=a,p,(x)

42
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We then find

(a) =1v/’(x) Ay (x)dx
:i[;c;¢;(x)jA[;cm¢m(x)jdx
:Zn:;CZCmIcwﬁ(X)f\wm(x)dx
=§§Cicmami¢: (X)9, (x)x

= ZZC;Cmamé‘nm
n m

=2.6.6,0,=2,
n

n

2

a

n

CI'I

Remember how we define the average value:
{x) :Zxﬂ
J

where Xjare the possible values and P; the probability of obtaining that value.

2
Cn

By analogy, one can see that in our case we see that P, =

Note that when ¢, =0 the probability for obtaining result a, is zero. One will therefore never measure result

a, . In my previous example, one will only measure E, or E, and no other value.

In general, the expansion of a wave function may have many terms, and these terms will not be equally weighted;
hence, there are many possible results to a measurement. However, those which are weighted more will have a
higher probability and will influence the average more heavily.

For the moment, | will demonstrate this physically. Later we will do it in a more mathematical way. Assume that
for the particle-in-a-box problem we had a wave function that looked like this.

e8] o0

A A
>
0
[J]
C
w U(x)=00 U(x)=c0
.©
=
3
S
[=

U(x)=0
» X
0 a
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You can see that this is not an eigenfunction of the particle-in-a-box Hamiltonian (i.e., it is not a sine function)
but it has a similar shape. This means that in an expansion of this function in terms of the eigenfunctions of the

particle-in-a-box Hamiltonian, the term with the largest expansion coefficient would be ¥, (i.e., the term c;

would be the largest). If you start to think about it you can tell a few other qualitative things as well. Since this
wave function is symmetrical, only those functions in the expansion that have the same symmetry will have a
non-zero expansion coefficient.

2.7.1 Calculation of coefficients in an eigenfunction expansion

If we are given a functional form for a wavefunction f(x), we can find the coefficients in the following way:

Assume we have a complete orthonormal set of eigenfunctions ¥, of some Hermitian operator so that we can
write

F00=Y v, (x)
n=1
If we multiply both sides of this expression by l//; and integrate, we get

[V, 00ftdx =Y c, [ bxw, (xidx

o
= ch 5nm =C,
n=1

So,

¢ = [ Wi X)f(x)dx

That is, to find an expansion coefficient corresponding to a particular eigenfunction, just multiply the function
f(x) by the complex conjugate of the eigenfunction of interest and integrate over all space.

The probability of obtaining the m™ eigenvalue upon measuring the quantity whose eigenfunctions form the
basis for the expansion is then

2

P, =|[ v (xf(x)dx

Example 1:
This example is trivial, but serves to illustrate a point.

Take the wave function for a particle-in-a-box that is a combination of two eigenfunctions

w(x):%wl(m%wz (x)

where ¥, and ¥, are the first two eigenfunctions of the particle-in-a-box Hamiltonian. We can look at this and
see what the expansion coefficients are, but let's go through the procedure we just introduced.

To find c; :
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o
S
|

= [ 1 by (x)dx

1 1

:If”; (x)( Frb0+ ﬁwz(x)jdx

= % I y/;(x)(//l(x)dx + % I g//:(x)(,//2 (x)dx

-

N

The probability of measuring E; is then

Example 2:

Let w(x)= fgx(a—x) 0<x<a
a

We want to expand this as a linear combination of particle-in-a-box wave functions

- 2  (nx
v(x)= ;cn\/gyn(?xj

and determine the values of the coefficients c,,. Let us calculate the value of the general term c,,.

From the formula that | gave

c,= J'://n (x)w(x)dx
:\/E\/gj‘sin(n—”XjX(a—X)dX
a\a’y a

60 a
= GTliz[Ej (1—cosnzz)}
=]

7°n

Let us look at this result more closely.

Notice that the coefficients corresponding to even values of n are 0. That is

24240

ﬂ_3n3

n=odd

0 n=even
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Why do the coefficients vanish for even n? To understand this we need to look at the function. It looks something
like this:

S
&
I

U(x)=00

Potential Energy

U(x)=0

v
x

There are two things to notice:
e The symmetry of the function requires the even terms to be zero.

I Lo 1
e n=1should have the largest contribution. You can see that this will be true because ¢, oc —
n

2.8 Postulate 5

The wave function of a system evolves in time according to the time-dependent Schrédinger equation

/%fly(x,t):ihM

For most systems A does not contain time explicitly. In that case, we can seek solutions of the form
W(x,t)=w(x)f(t)

That does not mean that all solutions must have this form, however we will see that those that do have a special
property: they are the steady-state solutions of the Schrodinger equation, i.e., their probability density does not
evolve in time.

If we substitute this into the time-dependent Schrédinger equation:
A .0
Hy (x)f(t) = Ihal//(X)f(t)

and realize that since A does not depend on time, it will have no effect on f(t) and the derivative with respect
to time will have no effect on w(x):

of(t)

F)Hy (x)=ihy(x) =

If we now divide both sides by y/(x)f(t) we get

Y g2 o)

T

Note that the left side of this equation is only a function of x and the right side is only a function of t.
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For the two sides to be equal as the variables x and t are varied, they must each be equal to a constant, which |
will call E.

1 . ih Of(t)
— A —f=— Y
v W= e

First, the left hand side:
1 - o
—Hy(x)=E =  Hy(x)=Ey(x)
w(x)

You can see that this is simply the eigenvalue equation for the Hamiltonian (total energy).

Fy (x) = Ey(x)
is called the Time Independent Schrédinger Equation.

We will see in a moment that the solution of this equation not only provides the allowed values of the total
energy of the system, but the wave functions y/(x) have special properties.

Now the right hand side:

in o) _,
fit) ot

Rearranging this gives:

ot __ie

a7

The solution of this differential equation is given by:

flt)=Ae "

Putting the time independent and time dependent parts together, we have

iE
Y(x,t)=w(x)e "
where /(x) is the solution to the Time Independent Schrédinger Equation (note that we have incorporated the

constant A into w(x)).

Since there is a whole set of solutions to the Time Independent Schrodinger Equation, denoted by the index n
(just as we did with the particle-in-a-box wave functions), we write the above equation

iE,
¥, (x,t)=y, (x)e " ‘

Recall that from postulate 1, |‘I’(X,t)|2 represents a probability distribution for finding the particle in an interval

dx at a particular value of x.
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Using the wave function above one gets

oo’

iE,

n

=y, (X, (x)eTte "

|‘P”(x,t)

iE,

n

=y, (X, (x)

That is for wave functions that satisfy the form

iE,
Y. (xt) =y, (x)ein

where ¥, (x) are solutions to the Time Independent Schrédinger Equation, the probability density has no time

dependence. These are called stationary states or eigenstates. (Note that the wave function has time
dependence, but not the probability density.)

One can find the stationary states of the system by solving the Time Independent Schrédinger Equation and
adding the time dependent part.

There is nothing to say that a wave function has to be a stationary state, however if not, the probability will
evolve in time.

If we solve the Time independent Schrodinger equation, ¥ (x)i(x) and hence " (x,t)¥(x,t) are independent
of time. In this case, any calculations of probability or of average values need only use w(x). These so-called

stationary state wave functions and their corresponding energies are of central importance in chemistry and in
spectroscopy!

Because the stationary states of the system are eigenfunctions of a Hermitian operator (i.e., the Hamiltonian),
they form a complete basis set. This means that we can write any wave function as a linear combination of
stationary state wave functions.

| showed previously, however, that if we take a linear combination of solutions to the Schrodinger equation with
different eigenvalues, they no longer have fixed energy. Such a linear combination is a perfectly valid wave
function but does not solve the Schrodinger equation and hence will not be a stationary state.

So the general wave function which we can write as a linear combination of eigenfunctions of the Hamiltonian
(or stationary state solutions)

lEnt
h

Y(x,t)= ZC”‘P" (x,t)= chl//” (x)e

is not itself a stationary state solution.

Example:
Let us again consider a particle-in-a-box where the wave function happens to be a linear combination of the first

two eigenfunctions of the Hamiltonian, but now let us include the time dependent part explicitly:

iEy Y
\P(x,t)zi Esin Zxle ”t+i\/§sin 2—ﬁx e
V2Va ™ \a V2\a a
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or more simply

i€ i,

Wit =y, (xe "+ %% (X)e "

N
Let us look at the probability density of this wave function:

. 1 . 1y N My 1 iy iy,
¥ (X,t)"P(X,t)Zﬁ(Wl(X)e " ‘H//z(x)e g jX$EW1(X)e h 'H//z(x)e h

f(El_Ez) _f(El_Ez )t

1 .
g +El//2 (X)‘//l (X)e h

1. 1. 1. +
= 5% (X, (x)+ Ev/z (X, (x)+ 5«//1 (x)w, (x)e

You can see that the time dependence does not drop out of the probability distribution.

Since the functions ; (x)and , (x)for the particle in a box are real we can write

w, (0w, (X) =y, (w, (X) =y, (X, (x)

and then rewrite the probability as

1E6), _iEE), j|

‘P*(x,t)‘l’(x,t):ay/l(x)r+|1//2(x)|2+%l//1(x)z//z(x){e P

e R A R A2 <x)cos[El - tj

In this case, the probability distribution looks like the average of the distributions from each of the two functions
plus an oscillatory cosine term. The frequency of the oscillation depends on the energy separation of the two

states; i.e. the cosine oscillates with frequency (E1 — E,)/h.

To get a physical feel for what is happening, let's look at the time dependence of such a probability distribution.

When the cosine term =1

e e R A A O A R (A R

R e S
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When the cosine term =0

([ = %|l//1 ol + %|V/z ()

Finally, when the cosine term = -1

w0l =l 00+ o 00" = 0 0 = (v, 0=, ()

So the probability distribution beats back and forth with a frequency (E1 — E)/A.
Before | discuss postulate 6, | want to take care of a few loose ends regarding some properties of operators that

are important for further understanding measurements in quantum mechanical systems.

2.9 Some properties of operators

When more than one operator operates on a function, you apply the operator closest to the function first (the
operator on the right), and then apply the second operator to the function that results from the first operation.

For example:
ABF(x)= A(é f(x)):Ah(x) here  h(x)=Bf(x)

Operators do not necessarily obey the communative law of multiplication.
That is AB f(x)#BA f(x) in general.

If one can write an = sign here, we say that the operators commute. Otherwise, we say they do not commute.
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Let us look at an example.

Let A= d and B
dx

I
x

AB Flx) = x F1) = 1)+ x-fx)= (14 BA ) £

where 1 is the identity operator which multiplies a function by one.

So AB f(x) = BA f(x)

One way to characterize this property is to define what is called a commutator.

The commutator of A and Bis given by
[A48]-AB-8A

and is denoted by two operators in square brackets.

If the operators commute then [A,Ls:] =0. If the operators do not commute, [A,é] #0.

The commutator defines a new operator and to evaluate this operator one must operate on a function.

That is [A,@Jf(x)

Let me give you a simple example:

Let A= d and B=x2
dx

[A,é] F(x) = AB f(x)—BA f(x)

( 2£(x )) df(X)
df(X) 2XfX) df(X)
:2xf(x)
So [A,é]f(x)zzxf(x)

Thus [A,é] =2x

So we say that the operators A= di and B=x?do not commute.
x

It turns out that the commutator plays an important role in making measurements in quantum mechanical
systems, and has a direct relationship to the Heisenberg Uncertainty Principle. To fully understand the
connection between commutators and the measurement process, we need to introduce a theorem.
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THEOREM!: If (Hermitian) operators A and Bcommute, they possess a common, complete set of eigenfunctions.
Proof: Consider A and Bsuch that [A,Iﬂ =0,
Start with By, =bo,
If we operate on both sides with A we get:
ABg, =Ab.¢p,
Since A and Bcommute we also have:
ABo =BAg,
Consequently, we can write:
é(A(p, )=AI§(0,. =Abp =b, (A(pi )

This says that if @ is an eigenfunction of B with eigenvalues b, then the function A(p,. is also an eigenfunction

of B with eigenvalue b..

If we assume that the eigenvalues of B are non-degenerate (no two the same), then b, determines in a unique
way the eigenfunction ?;- (Remember we showed that eigenfunctions of a Hermitian operator form an
orthonormal set. This means that eigenfunctions corresponding to different eigenvalues are orthogonal.) So then
if the function A @ also has an eigenvalue b,, it must be linearly dependent on ¢, that is

Agp, =ag,
This will be true for every eigenfunction, and hence it forms a complete set. The inverse is also true.

Let us now explore the implications of this. Recall Postulates 3 and 4. Postulate 3 said that upon making a

measurement of the quantity represented by A, the only possible results are the eigenvalues of A . Postulate 4
gave us a prescription for calculating average values:

(@)= [ v Ay (x)ex

Recall what happens when the wave function y(x)happens to be one of the eigenfunctions of the operator
corresponding to the quantity that you measure.

Let us assume we are measuring the energy of a particle-in-a-box and the wave function is in an eigenfunction
of the particle-in-a-box Hamiltonian.

w(x)=wz(x):\ﬁ sin[z—”xj
a a

What happens when we measure the energy? We could calculate the average value

<E> = j v, (XA, (X)dx =, j v, (X, (x)dx =E,
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(We could have done this explicitly by substituting in the proper Hamiltonian and operating on the function)
If we calculate the variance in our measurement, we would find that the variance equals zero.
—— we would get E; every time we measured.
If the wave function is an eigenfunction of the operator you are measuring, then you know what the result will

be
——> the eigenvalue of that operator corresponding to the eigenfunction.

In this case, you do not need to take an average value. Just use the eigenvalue equation:

’:IWZ(X):Esz(X)
where
2’0
E, = 5
8ma

Now let us consider the implications of the theorem we just introduced. Suppose a system is in a wave function
that is an eigenfunction of an operator A . But now, instead of measuring the quantity corresponding to A you
measure a quantity which is represented by the operator B which commutes with A .

The theorem | just introduced says that if A and B commute, they have a common set of eigenfunctions. Thus,

when you measure I§, you know exactly what you will get: the eigenvalue of B that corresponds to that particular
eigenfunction. There is no need to calculate an average value here.

Let me give you a specific example of how the commutator of two operators affects the measurement process
in quantum mechanical systems.

Let us consider a particle which is fixed to move in a circular orbit of radius a. This problem is sometimes called
a particle-on-a-ring and represents the rotation of a molecule in two dimensions. | will give you this problem to

work out the details in your exercises.

The Hamiltonian operator for a particle constrained to move on a circle of radius a is given by:

N n d?
A=
21 dO
where I=mad®

The eigenfunctions of A for this system are:

l//(@) _ ieing

NPT

and the energies are:

where n=0, %1, +2,....

(We could verify this simply by operating on the eigenfunction with the Hamiltonian.)
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Let us say the system is in an eigenfunction of the particle on a ring Hamiltonian corresponding to n=+3. The
wave function is then:

(o) =——e™

NPT

If we made a measurement of the energy we know exactly what we will get, Es.

Let us just show this.

2 2
o d
20 d&
2 2 2
I:I(//(H) _ _h_ d 1 i30 _%Lewﬂ — EBI//(Q)

—e =
21 d6* 2 2 ar

But instead of measuring energy, let us measure angular momentum.
By applying the prescription of postulate 2, we could easily determine that the angular momentum operator is

[= 7ihi
do

We can also easily show that this operator commutes with the Hamiltonian for the particle on a ring, that is
[Ai]=0

[F/,Z] £10)=(AL-LA)f(6)

:;rﬁ( d dfe) d & f(H)J

2\ do* do  do d&?

_ﬁ d’f0) d*f(0)

2l do? do®
=0f(0)

So [I:/,[J =0

Just as an aside, it is a general rule that the commutator of an operator with that operator raised to a power will
be zero.

That is [A,A”J =0
So we could have simply looked at the commutator and known it equals zero.

Since [I:I,[]:O , from the theorem we introduced, if the system is in a state that is an eigenfunction of the

angular momentum operator, L, it is also in an eigenfunction of the Hamiltonian, H . If we make a measurement
of the angular momentum, we know what we will get, the eigenvalue of L. However, if we make a measurement

of the energy, we also know exactly what we will get, the eigenvalue of A that corresponds to that eigenfunction.
There will be no uncertainty in repeated measurements, i.e. the variance is zero, because the system is in an
eigenfunction of that operator.

54



2 THE POSTULATES OF QUANTUM MECHANICS

That is AEAL=0

There is no uncertainty in the relative precision with which these two operators can be measured.

One can prove that there exists a direct relationship between the value of the commutator of two operators and
the relative precision with which the corresponding observable quantities can be measured. The prove goes as
follows.

Let us consider two observables A and B with average values,
(A) :J.l//*ﬁl//dr and (B) :J.z//*ét//dz'

where y is any acceptable wavefunction.

Letusdefine  AA=.lo) = <(A—<A>)2> = <A2>—<A>2

and AB=\Jo} = <(B—<B>)2> =|(8*)-(8)
We now introduce new Hermitian operators defined as:

A=A-(A) and B=5-(B)
From this follows that

(8aY = (7 and (48) = (7)

Define a linear (not Hermitian) operator,

X >

E=A+id
with A being a real number, and its complex conjugate,

A

& =A-iB
We find that

<CC*> = <(Z+iﬂ§)(ﬁ—iﬂ§)> = <ZZ +A’B? —iﬂ(ZE—EK» = <Z2 +A’B? —iﬂ[Z,ED
Since <CC*>=Iw*éf*wdr:J‘((f‘*y/)‘(f‘*y/drzo and real

we have that
flA)= (A + 2°B* —iA[A,B])=(A")+2*(B”)-iA([A,B])=(AA) + A* (AB) —iA([A,B])>0

is real and non-negative and consequently <[A,B]> is purely imaginary.
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The function f(A) will have a minimum. We can find this minimum by setting

dj;(j) =24(AB) -i([A,B])=0

_iffas))

giving A
2(ABY

with which we find that

frna) = (84)' +[i<[A'B]>JZ (ABY i) ([A.8])=(2aY L 1(a8))

2(AB) 2(AB) 4 (aBY

[\

0

Consequently,
(AA) (ABY >— <[A B]) = (jy/ [A,8] ydz)

Using the expression before

As an example, consider the commutator [ﬁx,f(} .

Let us calculate the value of this commutator. Remember the golden rule in evaluating commutators: You must
always operate on a function. You can do it other ways, but is very easy to make a mistake.

[ﬁx,f(]:[—ihi,x}

To evaluate:
[—/h } fix)= —ih(%xf(x)—xdz S:()j
__in ( GO, ) dﬂX)j
=—ihf(x)
So, (B, &]=-in

If we now substitute this into our equation for the relative variance we get
(88, (Ax)" 2~ {Jur" a)-imy i)
X T4
2
>-Linp =10
4 4
By taking the square root of both sides we get
h

APAX>=
2

which is known as the Heisenberg Uncertainty Principle.
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So the Heisenberg uncertainty principle relationship does not only hold for position and momentum, but it is a
more general rule that pertains to many other pairs of observables. It depends upon the value of their
commutator.

If the commutator of two operators is zero (i.e., if they commute), you can measure the observables that
correspond to those operators with infinite relative precision.

2.10 Postulate 6

| would like to finish our treatment of the formal postulates of Quantum Mechanics by continuing a little further
with our discussion of measurements in quantum mechanical systems. We often talk about quantum mechanical
systems like the particle-in-a-box or a particle-on-a-ring being in one particular state or another, but how does
the system get into that state initially (or, how does one know what state it is in to start)??

The answer is that the state of the system is determined by the measurement process itself. That is the state of
a system is determined by the last measurement on that system.

There is one more postulate of quantum mechanics that deals with this.

Postulate 6
Immediately after measuring the quantity corresponding to observable A and getting the result a,, the wave

function representing the state of the system becomes @, where Ag, =a,,. That is, it becomes an

eigenfunction of the operator A.
The system forgets where it was and finds itself in ¢,.

For example, consider the particle in a box. Let us say the original state W(r,t)looks something like this:

0 NAE
Although this is not one of the solutions to the time-independent Schrodinger equation for the particle-in-a-box,
it is a perfectly acceptable wave function. There is nothing to say that the wave function ¥ has to be an
eigenfunction of the particle-in-a-box Hamiltonian. In general it can be represented by a linear combination of
eigenfunctions. We can choose these eigenfunctions however we want, as long as it is a complete, orthonormal

set.
Let us choose to expand them in eigenfunctions of the particle-in-a-box Hamiltonian.

iE, iE,
_IEy, 2 n
l{’(x,t)ZZCn‘i‘n(X,t)ZZCHV/n(x)e ”t=zc,,\ﬁsin(n—”xje "t
n n n a

a

The exponential comes from the fact that we know the time dependence of the ¥, (x,t).

Now, let us say we make a measurement of the energy of the system. The energy we measure will be one of the
eigenvalues of the particle-in-a-box Hamiltonian (Postulate 3).
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The probability of obtaining a particular result, say E; for example, is given by

—iEyt +iEyt
2
— S .
P=ce " e =|c|

Let's say we make a measurement of the energy and get the result E.

Postulate 6 says that the wave function y becomes the particle-in-a- box ¥, . Our wave function now looks like
this:

The wavefunction of the system is than given by:

iE;

Y(x,t)=y, (x)eTt

Will the system remain in this state in subsequent measurements of the energy?

Inspection of the wavefunction learns us that:

—iE,t +iE,t
. * 2
P=ce " -ce’ :|c2| =1
P.,=0
and ™

Thus, if we make a subsequent measurement of the energy on the same system, we know exactly what result
we will get — E;, since the system is in an eigenfunction of the Hamiltonian ,. According to postulate 6,
immediately after this measurement the system will be in an eigenfunction of the operator we measured

corresponding to the eigenvalue we obtained. That is: it remains in the same state that it was in before the
second measurement.

What if we subsequently measure a quantity whose operator commutes with the Hamiltonian?

If the operator commutes with the Hamiltonian, they have a common complete set of eigenfunctions. We know
exactly what result the measurement will give -- the eigenvalue of the operator we measure corresponding to
the eigenfunction that the state is in. After the measurement it stays in the same state, since it is put in an
eigenfunction of the operator we measure, and that function is also an eigenfunction of the operator we
originally measured.

What happens if we first measure the energy and then measure something whose operator does not commute
with the Hamiltonian?
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For example, we could measure the energy of a particle in a box and then measure its position.

Since [/:I, )A(J #0 ,then X and A do not have a common set of eigenfunctions.

When we make a measurement of x, postulate 6 says that the system forgets where it was and finds itself in an
eigenfunction of the position operator. We haven't talked about what this function looks like, but it is not an

eigenfunction of A . Since this is not an eigenfunction of A, when we go back and measure the energy we are
not exactly sure what we will get. There will be some probability for getting any one of the energy eigenvalues.

Mathematically this can be simply demonstrated. Although the eigenfunctions of X are not eigenfunctions of A
, they can be written as a linear combination of A eigenfunctions:

i€, i,
X(x,t)=>c, ¥, (x,t)=> cw,(xe " = ZC,,\/ESin[n—ﬂxje "
n n n a

a

One can then see that the probability of getting a particular result upon remeasuring the energy is:

p =

n

C

n

So we need not get the same result that we got last time we measured the energy. How could the system have
changed energy?? Through the interaction of the measurement!

This is a fairly hard concept to get a handle on, and it takes a little practice to get it right.

At the risk of making it a little more confusing, let me take this one step further in looking at the role of Postulate
6 on the measurement process.

Let us say we start with a particle in a box and have no idea of what state we are in. We then make a measurement
of the energy and find it in E;, the particle-in-a-box energy corresponding to n=2.

Now let us say that we measure the energy again. What will we get? E, again since the system is still in ¥/, as we
saw before.

Now let us measure the position. Since the wave function before the measurement is ¥,, we know what the
probability distribution is for finding the particle at a particular place. Let's say we find it at a/4.

Ten seconds later let's measure the position again. Where will we find it? Will it still be at a/4? Will it be
somewhere else with certainty? Or can it have a distribution of values?

The answer —— it will have a distribution of values!! The reason is that the wavefunction evolves in time
according to:

a

i, i
X(xt)=>c,¥,(x,t)=> cw,(xe " = ch\ﬁsm[”_”xje "
n n n a

Now notice what happened. When we measured the energy twice in a row we got the same result. However
when we measured the position twice in a row we did not necessarily get the same result.

Why is this? Is there something special about measuring the energy?

The answer is yes!!
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Recall that according to Postulate 5 the wave function W(x,t) evolves in time according to the time dependent
Schrodinger equation. Using the method of separation of variables to separate the spatial and time dependent
parts we found that the part that just depends on position is given by:

Fy (x) = Ey(x)
Note that this is the time independent Schrodinger equation we use to determine the energy of the system.

The time dependent part of the wave function is given by:

_iE

—t
flt)=e *
The total wave function is then

iE

W(x,t)= y/(x)e7t
Remember we called solutions of this form STATIONARY STATE WAVE FUNCTIONS.

This is because the probability density is independent of time, and any average value will be independent of time
since any integral involving the product of the complex exponential and its complex conjugate will be
independent of time. We can therefore simply use the time independent solution to the Schrédinger equation
for calculating average quantities. But these solutions are simply the eigenfunctions of the Hamiltonian.

So any time the state of the system becomes one of the eigenfunctions of the Hamiltonian, the wave function
has the simple exponential time dependence. Since this state is already a steady state solution to the time
dependent Schrodinger equation, we know how it evolves in time--trivially (just a phase factor).

If we measure something which commutes with the Hamiltonian, we have the same situation.

But, if we measure something that does not commute with the Hamiltonian, then the state is changed to a
function that is not an eigenfunction of the Hamiltonian and hence will not be a stationary state solution.

Let us say you measure the position. Postulate 6 says that the state of the system becomes an eigenfunction of
the position operator. That will not also be an eigenfunction of the Hamiltonian, but can be written as a linear
combination of Hamiltonian eigenfunctions. The probability distribution will have a non-trivial time dependence.
(REMEMBER that we did an example in class in which we formed a wave function as a superposition of two wave
functions and showed that the time dependence didn't drop out).

The time evolution of the eigenfunctions of the position operator is displayed graphically below:

The exact form of the time evolution of the wave function is given by Postulate 5: The time dependent
Schrodinger Equation.

60



2 THE POSTULATES OF QUANTUM MECHANICS

But if you subsequently measure the energy or any quantity whose operator commutes with the Hamiltonian,
the wave function goes back to the simple complex exponential time dependence (and hence probability
distribution stops evolving in time).

Example: Consider the particle on aring .
1. First we measure the energy and get E;. Next, we measure the angular momentum. What will we get?
A distribution of values or just a single result? Why? What was the wave function before we measured?
What was it afterward?

2.  Now measure the energy again. What will we get?

3.  Now measure the angular momentum again. What will we get this time? (What is the wavefunction
after each measurement?)

4. Now we measure the angular position and get some angle 6, . If we measure it again will we get the
same result, why?

5. Now we measure the energy again. What will we get? One result or a distribution?

Now that | have finished my introduction of the postulates of quantum mechanics and you have some idea of
the basic principles, we will begin to look at the time independent Schrédinger equation for systems that are
relevant to chemistry. We will start with 1-dimensional problems and then go to increasingly more complex
systems. Along the way | will introduce a number of new concepts that will allow us to go to the next level of
complexity.

Our focus will be on determining the eigenvalues and eigenfunctions for chemically relevant systems.
The principles that we have discussed thus far regarding measurements and time dependence in quantum

mechanics are independent of the specific systems that we discuss—they hold for all quantum mechanical
systems.
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