
Lecture 3: Hidden Markov Models

Professors: Jacques Rougemont, Anne-Florence Bitbol, Raphaëlle Luisier



Probability: notation and formulas

 probability of event   
 probability of  knowing  (conditioned on ) 
 probability of  and 

P(x) x
P(x |y) x y y
P(x, y) x y

 

If ,  independent: , therefore 

P(x, y) = P(x |y)P(y)
x y P(x, y) = P(x)P(y) P(x |y) = P(x)

 = state space 
  = all weather conditions
!

•rain

•cloud
•snow

•sun

•fog •high pressure
•low pressure

•pressure up
•pressure down

= barometer state!′ 

∑
x∈!

P(x) = 1 ∑
y∈!′ 

P(x |y)P(y) = P(x)

•... •...



P(θ |D) = P(D |θ)P(θ)
P(D)

Bayes "Theorem"

P(θ |D) = P(D |θ)P(θ)
P(D) = P(D |θ)P(θ)

∑y P(D |y)P(y){

{likelihood

posterior

prior = "data" 
  = "parameters"

D
θ

Rare disease: 1/10'000
Diagnostic test:  
FP (false positive) = 1/100  
Sensitivity = 99.9% (FN = 1/1000)

d (yes) h (no)
+ 10(-0.01) 1000 1010

− 0(+0.01) 98990 98990

10 99990 100000

disease state

te
st

 re
su

lt P (d|+) =
P (+|d)P (d)

P (+|d)P (d) + P (+|h)P (h)

=
0.999 · 10�4

0.999 · 10�4 + 0.01 · (1� 10�4)

⇡ 10�4

10�4 + 10�2
=

1

101
<latexit sha1_base64="CdsDwGHtV7kJRCT2VeHHWigftsA=">AAACl3icbVFdT9swFHWywVjHRxm8oL1Yq0CtqlZxh8Q6aaIChHgs0gpITakcx6EWThzZzkQV/Jf2Y3jj3+AmBRXYlSwfnXvuvfa5QcqZ0p736LgfPi4tf1r5XPmyura+Ud38eqFEJgkdEMGFvAqwopwldKCZ5vQqlRTHAaeXwe3xLH/5l0rFRPJHT1M6ivFNwiJGsLbUuPqvXw/vm429334kMcn79eZ92LBcwyzg5gxOLJw0jO9XnsVeu9vt+iQUGiLvOm/tG7PAzamm1/ZQKaqj1pws2/g4TaW4K5u9dHiuK+6OMeUwiGwCmXG1ZvsVAd8DNAe13jYooj+uPvihIFlME004VmqIvFSPciw1I5yaip8pmmJyi2/o0MIEx1SN8sJXA3ctE8JISHsSDQt2sSLHsVLTOLDKGOuJepubkf/LDTMd/RzlLEkzTRNSDooyDrWAsyXBkElKNJ9agIlk9q2QTLC1QdtVVqwJ6O2X34OLThv9aHfO92u9o9INsAK+ge+gDhA4AD1wBvpgAIiz7fxyjp0Td8c9dE/ds1LqOvOaLfAq3PMnyQ3Arg==</latexit>



Markov models

M =

sun rain✓ ◆
0.8 0.5 sun
0.2 0.5 rain

<latexit sha1_base64="iWG/If+dEB8cTUupE5+x6/icuFU=">AAADCXichVLNbhMxEPYuf2X5S4EbF4sIVKQq2g1U9IIUtRcuSEUibaVsFNnOJLHitRfbi4isfQIegGv7CL1VvfYpeAJeA2d3gbRBYiRb38x8nm88Ns0FNzaOfwThjZu3bt/ZuBvdu//g4aPW5uNDowrNoM+UUPqYEgOCS+hbbgUc5xpIRgUc0fn+Mn/0BbThSn6yixyGGZlKPuGMWB8abQbRh3T7XbodpRSmXDoqFJsTrcmidKzn0pnJCQO3k9uyZGsBUUbY20ucZlR9daaQ5R9HE1553k8r1qpC6bb+X/1VU34pEHd2q32nrvhXrilec7prnLqL3x2AHDf60apX3zcatdpxJ64Mr4OkAe3eU1TZwaj1Mx0rVmQgLRPEmEES53boiLacCSijtDDg7zMnUxh4KEkGZuiqRyvxCx8Z44nSfkmLq+jqCUcyYxYZ9cyM2Jm5nlsG/5UbFHayO3Rc5oUFyWqhSSGwVXj5A/CYa2BWLDwgTHPfK2Yzogmz/p9cUaGiGY2fTHJ9DuvgsNtJXne6H9+0e3v1iNAGeoaeoy2UoLeoh96jA9RHLPgcfA9OgtPwW3gWnocXNTUMmjNP0BULL38BtxPtkw==</latexit>

•discrete time evolution 
•finite state space 
•fixed set of transition probabilities

today

tomorrow

(ps(t + 1)
pr(t + 1)) = M ⋅ (ps(t)

pr(t))

sun rain

model generates 
plausible sequences

ssssrrssssrsssrsrssssssrrrssssssrssssssr...

P(Sn+1 = r |Sn = s)

P(Sn+1 = s) = ∑
σ

P(Sn+1 = s |Sn = σ)P(Sn = σ)



Hidden Markov models (HMM)

E =

sun rain✓ ◆
0.9 0.3 high
0.1 0.7 low

<latexit sha1_base64="IGw95rzpkzO3EkV+qxksgoYCcTQ=">AAADCXichVLdbtMwFHbC3wh/HXDHjUUFGtJUJRto4wKpAiFxOSS6TaqrynbdxqpjB9thVFaegAfgFh6BO8QtT7En2GvgOmHqViSOZOs73/l8vvjEpBTc2DQ9jeIrV69dv7FxM7l1+87de53N+4dGVZqyAVVC6WOCDRNcsoHlVrDjUjNcEMGOyPzNsn70iWnDlfxgFyUbFXgm+ZRTbD013oySt2j7FdpOEGEzLh0Ris6x1nhRO9p3KDclpsy9KG1d0zVC1An08RSigqjPzlSyPk805iHzOQqqVYfabf2/+7O2/dIg7b0M+27TMTjkfJbXf7s3oizseysioU7ONYjJSeufrGbNfZNxp5v20hBwHWQt6PYfghAH484ZmihaFUxaKrAxwywt7chhbTkVrE5QZZi/zxzP2NBDiQtmRi78tBo+8cwETpX2S1oY2NUTDhfGLArilQW2ublcW5L/qg0rO90fOS7LyjJJG6NpJaBVcPkC4IRrRq1YeICp5v5bIc2xxtT6d3LBhYh2NH4y2eU5rIPDnV6229t5/7zbf92MCGyAR+Ax2AIZ2AN98A4cgAGg0cfoa/Qt+h5/iX/EP+NfjTSO2jMPwIWIf/8BixftfQ==</latexit>

M =

sun rain✓ ◆
0.8 0.5 sun
0.2 0.5 rain

<latexit sha1_base64="iWG/If+dEB8cTUupE5+x6/icuFU=">AAADCXichVLNbhMxEPYuf2X5S4EbF4sIVKQq2g1U9IIUtRcuSEUibaVsFNnOJLHitRfbi4isfQIegGv7CL1VvfYpeAJeA2d3gbRBYiRb38x8nm88Ns0FNzaOfwThjZu3bt/ZuBvdu//g4aPW5uNDowrNoM+UUPqYEgOCS+hbbgUc5xpIRgUc0fn+Mn/0BbThSn6yixyGGZlKPuGMWB8abQbRh3T7XbodpRSmXDoqFJsTrcmidKzn0pnJCQO3k9uyZGsBUUbY20ucZlR9daaQ5R9HE1553k8r1qpC6bb+X/1VU34pEHd2q32nrvhXrilec7prnLqL3x2AHDf60apX3zcatdpxJ64Mr4OkAe3eU1TZwaj1Mx0rVmQgLRPEmEES53boiLacCSijtDDg7zMnUxh4KEkGZuiqRyvxCx8Z44nSfkmLq+jqCUcyYxYZ9cyM2Jm5nlsG/5UbFHayO3Rc5oUFyWqhSSGwVXj5A/CYa2BWLDwgTHPfK2Yzogmz/p9cUaGiGY2fTHJ9DuvgsNtJXne6H9+0e3v1iNAGeoaeoy2UoLeoh96jA9RHLPgcfA9OgtPwW3gWnocXNTUMmjNP0BULL38BtxPtkw==</latexit>

hhlhhhhlllhhlhhlhhlhlllhhlllllhlhlllhllh

rain 
low: 70%

T =
S =

Observed sequence
Hidden sequence

HMM generates
emitted symbols

hidden states

transition matrix

emission matrix

ssssrrssssrsssrsrssssssrrrssssssrssssssr

time

sun 
high: 90%

P(Tn = l |Sn = s)



Example: CpG islands

• Human genome: 30% A/T, 20% C/G 
• Frequency of GC ~ 4%, CC and GG ~ 5%, but CG < 1% ! 
• However there are regions called CpG islands containing many consecutive CG

• HMM states: Background (not a CpG island) or CpG 
• States are further divided into A/T, C, G

BG/C 
100% C

BG/AT 
50% A, 50% T

BG/G 
100% G

CpG/C 
100% C

CpG/AT 
50% A, 50% T

CpG/G 
100% G



Example: CpG islands

E =

0

BBBB@

BA BC BG CA CC CG

A 0.5 0 0 0.5 0 0

C 0 1 0 0 1 0

G 0 0 1 0 0 1

T 0.5 0 0 0.5 0 0

1

CCCCA

<latexit sha1_base64="XSc/V8U+6zwC53IHt9pKPnmvOxc=">AAACwnicbZFRT9swEMedjDHINugGb3uxqFbtAVUOAo2XaR3ZVB5BooDUVJXjXsHg2MF2plUhX5I3vg1Ow6ClXBTd3/f7X+z4kkxwYwm59/w3S2+X362sBu8/fFxbb3z6fGpUrhn0mBJKnyfUgOASepZbAeeZBpomAs6S66jiZ39BG67kiZ1kMEjpheRjzqh1pWHj/k+8/SPejhOlR6BTajX/VwSt2KlLnRYHv8pnHc3o7rOOZjzRjCfqljHTwf+lc5H2XotUT50dxU/YNRKMW2EF6jyHuzUmFajzHD5Z+Hg5bDRJm0wDL4rwUTQ7m2gaR8PGXTxSLE9BWiaoMf2QZHZQUG05E1AGcW4go+yaXkDfSUlTMINiOoISf3WVER4r7V5p8bQ621HQ1JhJmjhndWTzklXF11g/t+P9QcFllluQrN5onAtsFa7miUdcA7Ni4gRlmruzYnZJNWXWTT1wlxC+/OVFcbrTDnfbe8e7zc5BfRtoBX1BW+gbCtF31EGH6Aj1EPN+euBJT/m//Sv/xje11fceezbQXPi3D6ab0EM=</latexit>

M =

0

BBBBBBBBB@

BA BC BG CA CC CG

BA .54 .54 .54 .54 .54 .54

BC .09 .34 .08 .09 .09 .09

BG .27 .02 .28 .27 .27 .27

CA .02 .02 .02 .06 .02 .02

CC .05 .02 .07 .02 .01 .06

CG .03 .06 .01 .02 .07 .02

1

CCCCCCCCCA

<latexit sha1_base64="FJHSgZ3bjDf4ihg/LOdRTYkKp4s=">AAADN3icbZJPT9swFMCdbGwsY6Ow3bhYq4Z2QJFT2tEdJhVygAsSkyggNVXluC5YOH9kO2hVlG+1C1+DG7vssAntum+A82eQAJae8tN7P/u9OPFjzqRC6Nownz1fePFy8ZX1eunN2+XWyuqRjBJB6JBEPBInPpaUs5AOFVOcnsSC4sDn9Ng/d/P68QUVkkXhoZrHdBzg05DNGMFKpyYrxv6+t/HV2/D8SEypCLAS7HtqrXuazkSQ7mxn9+zWePee3Zrj1hx3N/OIsOpH2b3uU6E1aNXb2OjLur2pa6hfchlNT49gd7Z0vqOf/ZLLaHj5eIVzF5//c9Mr+vaqWnUucnK/6eV90WZ1jlP3s0mrjWxULPgYnArag/egWAeT1pU3jUgS0FARjqUcOShW4xQLxQinmeUlksaYnONTOtIY4oDKcVp89wx+1JkpnEVCR6hgka3vSHEg5TzwtZnPLh/W8uRTtVGiZv1xysI4UTQkZaNZwqGKYP4TwSkTlCg+14CJYHpWSM6wwETpX83Sl+A8fOXHcNSxna7d+9ZtD3bK2wCLYA18AJ+AA7bAAOyBAzAExPhh/DR+G3/MS/OXeWP+LVXTqPa8A41l/rsF/XHv2Q==</latexit>

CG < CC, GC, GG

CG, GC > CC, GG



Example: CpG islands

ACGCGTCGCGA 
BBBBBBBBBBB

ACGCGTCGCGA 
BCCCCCCCCCB
5 7 6 7 2 6 7 6 7 54 = 2.8e-12

9 2 8 2 54 9 2 8 2 54 = 2.4e-12



Hidden Markov Models (HMM)

Questions: 

• What is the sequence  of hidden states most likely to 
generate the observed symbols ?

S
T

Answers: 

• Viterbi algorithm 

• Forward / Backward 
algorithms

• Baum-Welch algorithm

• What is the probability of the observed sequence ?T

• What are the parameters ,  (emission and transition 
probabilities) that maximize the probability of ?

E M
T



Hidden Markov Models (HMM)

Questions: 

• What is the sequence  of hidden states most likely to 
generate the observed symbols ?

S
T

Answers: 

• Viterbi algorithm 

• Forward / Backward 
algorithms

• Baum-Welch algorithm

• What is the probability of the observed sequence ?T

• What are the parameters ,  (emission and transition 
probabilities) that maximize the probability of ?

E M
T

Decoding the observations

Evaluating the model

Optimizing the model



HMM formulas

P (T|S) =
NY

n=1

P (Tn|Sn) =
NY

n=1

E(Tn, Sn)

<latexit sha1_base64="MiHf9Gyd/m3u0rZdDGqABltjXwk=">AAACTHicbVDNSgMxGMzW//+qRy9BESqUsqsHvQiiCHqRiq0K3XXJptk2NJssSVYo6/oqvoTP4cWTXhV8AW8imG0V1HYgMMzMx5dvgphRpW37ySqMjI6NT0xOTc/Mzs0vFBeXzpVIJCZ1LJiQlwFShFFO6ppqRi5jSVAUMHIRdA5y/+KaSEUFr+luTLwItTgNKUbaSH7xpFpyI6TbQQhrNz/sbMMt77plN5ai6ad818muTK7m85sznw/xDnOvnHt+cc2u2D3AQeJ8k7W94/bn3aO4rfrFN7cpcBIRrjFDSjUcO9ZeiqSmmJFs2k0UiRHuoBZpGMpRRJSX9u7O4LpRmjAU0jyuYU/9PZGiSKluFJhkfpn67+XiMK+R6HDHSymPE0047i8KEwa1gHmJsEklwZp1DUFYUvNXiNtIIqxN1X+2BKyDpETdzDTj/O9hkJxvVpytyuapqWgf9DEJVsAqKAEHbIM9cASqoA4wuAfP4AW8Wg/Wu/VhffajBet7Zhn8QWH8C2CstsM=</latexit>

P (S) = P (S0)
NY

n=1

M(Sn, Sn�1)

<latexit sha1_base64="gI/dhD1Y3GkPrE8NZkbRFvTbu8Y=">AAACMHicbVDLSgMxFM34flt16SYoQgu1zNSFbgpFN7pQKrVa6NQhk2ba0EwyJBmhDON3uPMf/AC3unejK3El+A+CaetCqwcC555zLzf3+BGjStv2izU2PjE5NT0zOze/sLi0nFlZPVcilpjUsGBC1n2kCKOc1DTVjNQjSVDoM3Lhdw/6/sUVkYoKfqZ7EWmGqM1pQDHSRvIyxUrWDZHu+AGs5tx8yc1XslXPzrmRFC0v4SUnvTw5NhLPV0257aQ5L7NpF+wB4F/ifJPN8lHn8/ZJXFe8zLvbEjgOCdeYIaUajh3pZoKkppiRdM6NFYkQ7qI2aRjKUUhUMxnclsIto7RgIKR5XMOB+nMiQaFSvdA3nf071KjXF//zGrEO9poJ5VGsCcfDRUHMoBawHxRsUUmwZj1DEJbU/BXiDpIIaxPnry0+6yIpUS81yTijOfwl58WCs1MonpqI9sEQM2AdbIAscMAuKINDUAE1gMENuAcP4NG6s56tV+tt2Dpmfc+sgV+wPr4ABaSsMQ==</latexit>

P (S|T) =
P (T|S)P (S)

P (T)
=

P (T|S)P (S)P
� P (T|�)P (�)

<latexit sha1_base64="RWcjK84/bmSgNPEYrZsGn4qSSG4=">AAACrHicjVFNS+tAFJ1EfU/r81k/dm4G5YEFKYkufDwQRF24rJhWoQnlZjqpQ2eSMDN5UGL+kkvd+Ef8BW79CU5SP1p14YUZDueew72cG6acKe04D5Y9Mzv34+f8Qm3x19Lv5frKakclmSS0TRKeyMsQFOUspm3NNKeXqaQgQk4vwuFx2b/4T6ViSezpUUoDAYOYRYyANlSvftPa9gXoqzDC59evyGv4Owf+Ts2PJJD8XeG9Kc4bE75GMalpFLXK/W1zLfdVJnrmZwMBxZSjokr5GBS9+pbTdKrCn4H7ArYOTzre/dPtXatXf/T7CckEjTXhoFTXdVId5CA1I5yaVTNFUyBDGNCugTEIqoK8yrXAfwzTx1EizYs1rthJRw5CqZEIjbJcWX3sleRXvW6mo79BzuI00zQm40FRxrFOcHkk3GeSEs1HBgCRzOyKyRWYPLU55dSUkA9BShiVybgfc/gMOrtNd6+5e2YiOkLjmkcbaBNtIxfto0N0ilqojYi1bv2zjq0Tu2l7dtcOxlLbevGsoamyo2ePe9Ro</latexit>

logP (S) = logP (S0) +
NX

n=1

logM(Sn, Sn�1)

<latexit sha1_base64="H+K0QSWxKnyxRaOIhq8+orepzoU=">AAACP3icbZDLSgMxFIYz3u9WXboJFsFiLTO60I3gZaMLpVKrhU4dMmmmDc0kQ5IRyjC+ikufwwdwJSg+gTtx60IwvSxs9YfAz3fO4eT8fsSo0rb9Zo2Mjo1PTE5Nz8zOzS8sZpaWr5SIJSZlLJiQFR8pwignZU01I5VIEhT6jFz7reNO/fqWSEUFv9TtiNRC1OA0oBhpg7zMoctEAxY33BDpph/AUs7N77v5Pi15dm7TVXHoJXzfSW/Ou/zMcJ4vGbblpDkvk7ULdlfwr3H6Jntw2vy+fxZ3RS/z7tYFjkPCNWZIqapjR7qWIKkpZiSdcWNFIoRbqEGqxnIUElVLuqemcN2QOgyENI9r2KW/JxIUKtUOfdPZuUgN1zrwv1o11sFeLaE8ijXhuLcoiBnUAnZyg3UqCdasbQzCkpq/QtxEEmFt0h3Y4rMWkhK1U5OMM5zDX3O1XXB2CtsXJqIj0NMUWAVrYAM4YBccgBNQBGWAwQN4Ai/g1Xq03q0P67PXOmL1Z1bAgKyvH1rPscw=</latexit>

Probability of hidden sequence:

initial state transition 

Probability of observed sequence 
(knowing hidden states):

emission from 
hidden state 

Bayes theorem:

Numerical stability:



Viterbi algorithm

E =

sun rain✓ ◆
0.9 0.3 high
0.1 0.7 low

<latexit sha1_base64="IGw95rzpkzO3EkV+qxksgoYCcTQ=">AAADCXichVLdbtMwFHbC3wh/HXDHjUUFGtJUJRto4wKpAiFxOSS6TaqrynbdxqpjB9thVFaegAfgFh6BO8QtT7En2GvgOmHqViSOZOs73/l8vvjEpBTc2DQ9jeIrV69dv7FxM7l1+87de53N+4dGVZqyAVVC6WOCDRNcsoHlVrDjUjNcEMGOyPzNsn70iWnDlfxgFyUbFXgm+ZRTbD013oySt2j7FdpOEGEzLh0Ris6x1nhRO9p3KDclpsy9KG1d0zVC1An08RSigqjPzlSyPk805iHzOQqqVYfabf2/+7O2/dIg7b0M+27TMTjkfJbXf7s3oizseysioU7ONYjJSeufrGbNfZNxp5v20hBwHWQt6PYfghAH484ZmihaFUxaKrAxwywt7chhbTkVrE5QZZi/zxzP2NBDiQtmRi78tBo+8cwETpX2S1oY2NUTDhfGLArilQW2ublcW5L/qg0rO90fOS7LyjJJG6NpJaBVcPkC4IRrRq1YeICp5v5bIc2xxtT6d3LBhYh2NH4y2eU5rIPDnV6229t5/7zbf92MCGyAR+Ax2AIZ2AN98A4cgAGg0cfoa/Qt+h5/iX/EP+NfjTSO2jMPwIWIf/8BixftfQ==</latexit>

M =

sun rain✓ ◆
0.8 0.5 sun
0.2 0.5 rain

<latexit sha1_base64="iWG/If+dEB8cTUupE5+x6/icuFU=">AAADCXichVLNbhMxEPYuf2X5S4EbF4sIVKQq2g1U9IIUtRcuSEUibaVsFNnOJLHitRfbi4isfQIegGv7CL1VvfYpeAJeA2d3gbRBYiRb38x8nm88Ns0FNzaOfwThjZu3bt/ZuBvdu//g4aPW5uNDowrNoM+UUPqYEgOCS+hbbgUc5xpIRgUc0fn+Mn/0BbThSn6yixyGGZlKPuGMWB8abQbRh3T7XbodpRSmXDoqFJsTrcmidKzn0pnJCQO3k9uyZGsBUUbY20ucZlR9daaQ5R9HE1553k8r1qpC6bb+X/1VU34pEHd2q32nrvhXrilec7prnLqL3x2AHDf60apX3zcatdpxJ64Mr4OkAe3eU1TZwaj1Mx0rVmQgLRPEmEES53boiLacCSijtDDg7zMnUxh4KEkGZuiqRyvxCx8Z44nSfkmLq+jqCUcyYxYZ9cyM2Jm5nlsG/5UbFHayO3Rc5oUFyWqhSSGwVXj5A/CYa2BWLDwgTHPfK2Yzogmz/p9cUaGiGY2fTHJ9DuvgsNtJXne6H9+0e3v1iNAGeoaeoy2UoLeoh96jA9RHLPgcfA9OgtPwW3gWnocXNTUMmjNP0BULL38BtxPtkw==</latexit>

Example

l

r

0

- h h l h
s 45 32 3 0.2 0.7

100 15 3 5 1.6 0.2

 = hhllhT

ssrrsMost probable sequence:

/100Vn,x = E(Tn, x) max
y

M(x, y)Vn−1,y

n

x



Forward / Backward algorithm

•Forward score (replace max by sum in Viterbi):

P(T) = ∑
s

P(T |s)P(s)

Fn,x = E(Tn, x)∑
y

M(x, y)Fn−1,y = P(T1, …, Tn, Sn = x)

•What is the probability of my observation ?T

•Backward (similar to Forward, move from right to left):

Bn,x = ∑
y

E(Tn+1, y)M(y, x)Bn+1,y = P(Tn+1, …, TN |Sn = x)

Fn,x ⋅ Bn,x
∑y FN,y

= P(T1, …, Tn, Sn = x) ⋅ P(Tn+1, …, TN |Sn = x)
P(T) = P(Sn = x |T)

Bayes

P(…Tn, Sn) = P(…Tn |Sn)P(Sn) P(…Tn, Tn+1… |Sn) = P(…Tn |Sn)P(Tn+1… |Sn)

Probability of any 
hidden state given  
observed T

P(T |Sn = x) ⋅ P(Sn = x)
P(T)



Baum-Welch optimization

 converges to a model which maximizes ⇒ P(T)

Example of Expectation-Maximization (EM) algorithm

Calculate prob. of 
, S T

Update model 
, M E

M-step

E-step
Dynamic programming: 

,  scoresF B

Baum-Welch



Model "learning"

Training data 
T1, …, TM

Viterbi

Baum-Welch

HMM 
M, E

Test data 
T′ 1, …, T′ L



Modeling spliced genes

Schuster-Böckler B, Bateman A, 
Current protocols in bioinformatics (2007)

T =
S =



Zhang MQ, Nat Rev Gen (2002)

Genscan programm
wikipedia:GENSCAN

https://en.wikipedia.org/wiki/GENSCAN

