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Machine learning in biosciences

PubMed search: 16.05.2019
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Classical Machine Learning

Classical Machine

Learning

Supervised Unsupervised
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Clustering
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▪Partition n observations into k clusters

▪Each observation belongs to the cluster with the 
nearest mean (cluster center/centroid)

▪Minimizes within custer variances (squared Euclidian
distances)

▪Computational difficult (NP-hard)

k-means clustering
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k-mean clustering
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random initialisation Voronoi diagram recalculate mean

Iteration



k-means clustering
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Input
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k-means clustering
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k-means clustering
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k-means clustering
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Classification
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▪Find a function that 
optimally separates the 
points from the different 
classes

Classification
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Suport Vector Machine (SVM)
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▪ Hyperplane

▪ Minimize margin

▪ Linear classifier

▪ Best hyperplane = 
largest separation

▪ Non-linear 
implementations exist

Suport Vector Machine (SVM)
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Decision tree
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▪Ensemble learning 
technique

▪Classification or 
Regression

▪Corrects for overfitting

Random Forest
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Supervised learning workflow
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Pixel Classification
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Pixel classification

I=232
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Pixel classification
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Pixel classification

Class 1 Class 2

232 40

184 48

224 40

232 32

MinC1=184

MaxC2=48

S = 𝑀𝑎𝑥𝐶2 +
𝑀𝑖𝑛𝐶1 −𝑀𝑎𝑥𝐶2

2
𝑆 = 116
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Pixel classification

Class 1 Class 2
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224 40

232 32

Week 6    Machine Learning BIO-410 □ BIOIMAGE INFORMATICS26

MinC1=184

MaxC2=48

S = 𝑀𝑎𝑥𝐶2 +
𝑀𝑖𝑛𝐶1 −𝑀𝑎𝑥𝐶2

2
𝑆 = 116



Pixel classification

Original Gaussian Filter Edge detector

3 Values per pixel

=

3 Features/pixel
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Pixel Classification
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+ AnnotationsImage Classifier
Algorithm Training

Phase



Pixel Classification
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Pixel Classification
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Pixel Classification
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▪ image.net documentation page

Trainable Weka Segmentation
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https://imagej.net/Trainable_Weka_Segmentation


Weka : Annotations
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Weka : Training

Week 6    Machine Learning BIO-410 □ BIOIMAGE INFORMATICS34



Weka : Prediction
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Weka Nice Educational Features
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Object Classification

Week 6    Machine Learning BIO-410 □ BIOIMAGE INFORMATICS37



Object classification

Week 6    Machine Learning
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▪ Images + Pixel Annotations

Pixels Classification
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▪ Images + Pixel Annotations

▪Objects

Pixels + Objects Classification

Probabilities + Thresholding

+ Connected Component
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▪ Images + Pixel Annotations

▪Objects + Objects Annotations

▪Classified Objects

Pixels + Objects Classification

Probabilities + Thresholding

+ Connected Component
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ilastik
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Automated Image Analysis

Neumann, B., M. Held, et al. (2006). "High-throughput RNAi screening by time-lapse imaging of live human cells." 

Nat Methods 3(5): 385-390.
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Automated Image Analysis

Neumann, B., M. Held, et al. (2006). "High-throughput RNAi screening by time-lapse imaging of live human cells." 

Nat Methods 3(5): 385-390.

Machine

learning
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• Object segmentation

• Feature extraction

• Manual Annotation

• Training Classifier

• Classification of new 
data

Supervised learning

Images: C. Conrad & D.W. Gerlich, 2010, Journal of Cell 

Biology
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▪ Cell Cycle 
a priori knowledge

• Interphase

• Prophase

• Metaphase

• Anaphase

• Cytokinesis

Supervised learning & Object tracking

Images from: http://biomafia-biology.blogspot.com/2008/01/cell-growth-and-division-definitions.html
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▪ Biological a priori knowledge can help to improve:

• Object classification

• Tracking

▪ => Important tool for automated image/data analysis

Supervised learning/Object tracking

t=1 t=2 t=3 t=4 t=5 t=6 t=7

Track 1 Inter Pro Meta Ana Cyto Inter Pro

Track 2 Meta Ana Cyto Inter Pro Meta Ana

Track 3 Ana Cyto Inter Pro Meta Ana Cyto

Track 4 Cyto Inter Pro Meta Meta Meta Meta

Track 5 Inter Pro Meta Cyto Ana Meta Ana
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Performance Supervised learning
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Positive Negative

True Positive 

(TP)

False Negative

(FN)

Sensitivity

𝑇𝑃

𝑇𝑃 + 𝐹𝑁

False Positive 

(FP)

True Negative

(TN)

Specificity

𝑇𝑁

𝑇𝑁 + 𝐹𝑃

Precision

𝑇𝑃

𝑇𝑃 + 𝐹𝑃

Negative 

Predictive Value

𝑇𝑁

𝑇𝑁 + 𝐹𝑁

Accuracy

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
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TP 50 50 50 50 50 50

TN 40 40 40 40 40 40

FP 5 4 3 2 1 0

FN 6 6 6 6 6 6

Precission 0.91 0.93 0.94 0.96 0.98 1

Neg. Pred. 0.87 0.87 0.87 0.87 0.87 0.87

Sensitivity 0.89 0.89 0.89 0.89 0.89 0.89

Specificity 0.89 0.91 0.93 0.95 0.98 1

Accuracy 0.89 0.9 0.91 0.92 0.93 0.94

Performance Supervised learning
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Performance Supervised learning
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A B C

A 16 0 0

B 0 17 1

C 0 0 11

Predicted class

A
c
tu

a
l

c
la

s
s TP=16

FN=0+0=0

FP=0+0=0

TN=17+1+0+11=29



Summary
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