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=PFL - Artificial Intelligence

Artificial Intelligence

Machine
Learning

Neural network

Deep
Learning
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=PFL - Artificial Intelligence
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£PFL  Machine learning In biosciences
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=PFL Classical Machine Learning

Classical Machine

Learning

Unsupervised

Clustering

Classification Association
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=PrFL

Clustering
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=PFL - K-means clustering

= Partition n observations into k clusters

= Each observation belongs to the cluster with the
nearest mean (cluster center/centroid)

= Minimizes within custer variances (squared Euclidian
distances)

= Computational difficult (NP-hard)
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=PFL - K-mean clustering

random Initialisation

= \Week 6 Machine Learning

Iteration

Voronol diagram

recalculate mean
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=PFL - K-means clustering

k=2 k=3 k=4 k=5
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=PFL - K-means clustering
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=PFL - K-means clustering

k=10

# cluster
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=PFL - K-means clustering
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=PrFL

Classification
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ePFL - Classification

x1 X2
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ePFL - Classification

* Find a function that
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=PFL Suport Vector Machine (SVM)

0

M.F.Z. Wang, R Fermmandez-Gonzalez

BBA - Proteins and Proteomics 1865 (2017) 1719-1727
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=PFL Suport Vector Machine (SVM)

= Hyperplane
= Minimize margin
= Linear classifier

= Best hyperplane =
largest separation

* Non-linear |
Implementations exist
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£PFL Decision tree

AN
X 0
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- ;
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£PFL Random Forest

Random Forest Simplified

Instance = Ensemble learning
technique
= Classification or
Treet e Regression
Class-A Class-B casss  wCorrects for overfitting
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£PFL - Classification limitations
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=PFL - Supervised learning workflow

Training set . 2 ngesl
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=PrFL

Pixel Classification
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=PFL - Pixel classification

D
B

=40 1=48 [=40 1=32
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=PFL - Pixel classification
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=PFL - Pixel classification

Class 1 | Class 2

232 40

184 48

224 40

232 32
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=PFL - Pixel classification
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=PFL - Pixel classification

Original Gaussian Filter Edge detector
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3 Values per pixel

3 Features/pixel
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=PFL . Pixel Classification

Image+ Annotations

Algorithm

Classifier

m\Week 6 Machine Learning

Training

Phase
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=PFL . Pixel Classification

Image+ Annotations

Algorithm

Classifier
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Classification

Rules

Training

Phase
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=PFL . Pixel Classification

_ Algorithm . Training
Image+ Annotations ——————— Classifier Phase

Classification
Rules

Classifier Mask Classification

Image
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=PFL . Pixel Classification

_ Algorithm .
Image+ Annotations Classifier
o Classification
distinct Rules
Classifier Mask
Image
S Prob. Map
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Training

Phase

Classification

Phase
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=PFL - Trainable Weka Segmentation

" Image.net documentation page

m\\/eek 6 Machine Learning

\,

labeling

Image features

— (Classifier ——»

WEKA
Training set ‘ w—

Trainable Weka Segmentation

Segmentation

by
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https://imagej.net/Trainable_Weka_Segmentation

=PrL Weka

Annotations

SetA 0:292,82x292,82 mitrons (579x6

[ Trainable Weka Segmentation v3.2.32 (1 5095)
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=PFLWeka : Training

[ Trainable Weka Segmentation v3.2.32 (150%)
SetA 0:292.82x292.82 midrgns (679x679): RGB: 1 8MB

m\\/eek 6 Machine Learning

[ Trainable Weka Segmentation v3.2.

SetA 0:292,82x292,82 midrons (67axE

|
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=PFL - \Weka : Prediction

m\\/eek 6 Machine Learning

[ Trainable Weka Segmentation v3.2.32 (150%) - o X [ Trainable Weka Segmentation v3.2 - ] X
SetA 0:292.82x292,82 midrgns (879x679) RGB. 1.8MB SetA 0:292.82x292.82 midrons (673x¢
Training Training
Train dassifer | Train dassifier
Toggle overlay Toggle overlay
Createresult Createrest |
Get probabiity Get probabity
Bl el f ey
[ Potresit | | [ Addtodass 1 [ Potresuit | 'Add to dass 1
Options. [trace 0 (Z=1) Options [trace 0 (Z=1)
[ e i I [trace 1 (Z=1) [ ‘Apply dassif J [trace 1 (Z=1)
Load dassifier | Load dassifier
Save dassfier [ ] | Savedassfer Addto dass 2
Load data - Load data
[ savedn | Save data
Csteren s
[ s | [ s |
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=PFL\Weka Nice Educational Features

€ Weka Explorer — a X

Preprocess Classify Cluster Associate Select attributes Visualize © Weka Explorer - [m] b e

Preprocess Classify Cluster Associate Select atiributes |Visuaiize |

root
=1 weka Plot Matrix original Hue Saturation Brightness Sobel_filter_0.0 Hessian_0.0 Hessian_Trace_0.0 Hessian_Deter

Hegdlan_| e

an_Orientation 8.0 ~
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ian_blur_16.0

| filter_16.0

an_16.0 Membrane_projes
an_Trace_l€.0

an_Determinant_l6.0
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HoeffdngTree an_Orientation_l16.0

348 an_Square_Eigenvalue Difference_l16.0

T an_Normalized_Eigenvalue Difference_l€.0
rence_of_gaussians_16.0_1.0

RandomForest rence_of_gaussians_16.0_2.0

RandomTree rence_of_gaussians_16.0_4.0

REPTree rence_of_gaussians_16.0_8.0
ane_projections_0_19_1
ane_projections_1_19_1
ane_projections 2 19 1
ane_projections_3_19_1
ane_projections_4_19_1
ane_projections_S_

class
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Membrane_projei
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Membrane_projer

Close 1d cross-validation Membrane_projes

=== Classifier model (full training set) ===

Saturation:
<72.5 ->classl
>= 72.5 -> class 2
(583/583 instances correct)

Membrane_proje:

Time taken to build model: 0.03 seconds

=== Stratified cross-validation ===

=== Summary === Membrane_projes

Correctly Classified Instances 583 100 %
Incorrectly Classified Instances
Kappa statistic

Mean absolute error

Root mean squared error

Relative absolute error

Root relative squared error
Total Number of Instances 583

PlotSize: [100) l (] Fast scroling (uses more memory)

Update
Jitter: | Select Attributes

oco0oor~o

% PointSize: [1] I

=== Detailed Accuracy By Class ===
Colour: dass (Nom) = SubSample %: 100
TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area Class
1.000 0.000 1.000 1.000 1.000 1.000 1.000 1.000 class 1
1.000 0.000 1.000 1.000 1.000 1.000 1.000 1.000 class 2
Weighted Avg. 1.000 0.000 1.000 1.000 1.000 1.000 1.000 1.000

Class Colour

class 1 class 2

Status Status
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=PrFL

Object Classification
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=PFL ODbject classification
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=PFL - Pixels Classification

= Images + Pixel Annotations
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=PFL - Pixels + Objects Classification

= Images + Pixel Annotations

Probabilities + Thresholding
+ Connected Component

= Objects
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=PFL - Pixels + Objects Classification

= Images + Pixel Annotations

Probabilities + Thresholding
+ Connected Component

= Objects + Objects Annotations

!

= Classified Objects
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=PFLJlastik

= = ! ilastik - No Project Loaded = O X
ilastik

Project Settings Help

Create New Project
& Pixel Classification

Next workshop! The next ilastik workshop will take place on December 4th, 2017 (9:30-15:00), in
Heidelberg, in the Mathematikon building A. 2nd Floor, Room 103: PC Pool. Sign up at this google form & Autocontext (2-stage)

and preview the workshop program if you'd like to attend. As usual, we will include a session to work on # Pixel Classification + Object Classification
your own data and a "show and tell" hour. The workshop is organized within the ilastik team activities in
the SFB1129, but we'd be happy to also admit outside people for the remaining places. # Object Classification [Inputs: Raw Data, Pixel Prediction Map]
ilastik is a simple. user-friendly tool for interactive image classification, segmentation and analysis. It % Object Classificaton [Inputs: Raw Dats, Segmentation]
is built as a modular software framework, which currently has workflows for automated (supervised) pixel- ¥ Manual Tracking Workflow [Inputs: Raw Data, Pixel Prediction Map]
and object-level classification, automated and semi-automated object tracking. semi-automated
segmentation and object counting without detection. Most analysis operations are performed lazily,
which enables targeted interactive processing of data subvolumes, followed by complete volume analysis

in offline batch mode. Using it requires no experience in image processing. & Animal Tracking [Inputs: Raw Data, Binary Image]

¥ Tracking [Inputs: Raw Data, Binary Image]

¥» Tracking [Inputs: Raw Data, Pixel Prediction Map]

¥ Animal Tracking [Inputs: Raw Data, Pixel Prediction Map]

& Tracking with Learning [Inputs: Raw Data, Binary Image]

¥ Tracking with Learning [Inputs: Raw Data, Pixel Prediction Map]
$ Carving

¥ Boundary-based Segmentation with Multicut

& Cell Density Counting

$ Data Conversion

Open Project ...

[ Browse Files

Open Recent Project
E C:/Users/guiet/Desktop/ML_IP4LS/Pixel_class_1stTraining.ilp (Pixel Classification)

Memamis “ ko g

E C:/Users/guiet/Desktop/UNIL_help/MyProject.ilp (Pixel Classification)

E M:/Olha_LiverProject/training_ilastik/Pixel_class_2ndTraining.ilp (Pixel Classification)
Pixel Classification

Semantic segmentation using predicted class probabilities

Active Requests: 0 Cached Data: 0.0 MB
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=PFL - Automated Image Analysis

Time lapss
expariment

Segmentation

)
Single image *

& A

Feature
wwE R aee YID aiew. BAT aWmm 4N extraction
I:II:lI:llTl "I:I 1=arolly. S5ES mEasaryy g423 nbenals. F3E5 (Serolp 4512
om0
|l e eyt
- o 0 Classification
‘8_- Dinterp : o
g 2|, A o6
uv 8 &7 : @Polylobed o -
I B | TR e Choice of
o 24 : S S, : ;
EE § s Time series appropriate
% % S representation features
g ‘LF&-M}A‘ H.;:L*——ww'""w
~ - s Y -
13 z T 13 Ly Ly G- Ly T T T ..l
20 30 40 50 60 20 30 40 50 60 0
time in h after transfection time in h after transfection ko p l'—"l'D'EllElﬁ
over me

Neumann, B., M. Held, et al. (2006). "High-throughput RNAi screening by time-lapse imaging of live human cells."
Nat Methods 3(5): 385-390.
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=PFL - Automated Image Analysis

Time lapse Segmeantation
expariment
, , ; w A Feature
Elnglﬂ' "Tl&gﬂ ENE TS drra . e " g . ENE 41 E'.:tralﬂil:ln
|:1|:I|:IITI "I:| 1=arolly. S5ES mEasaryy g423 nbenals. F3E5 (Serolp 4512
(- T
N Machine
P O Classification
3 '8- & Mtont Anest - 'Fr "
N ot e learning
o - R - Choice of
3,3 ST S, . .
EE g TR Time series appropriate
% % S representation features
g I:I.g_ .-‘-; ian -
g M’A‘ A A
13 z T 13 Ly Ly G- Ly T T T ..l
20 tﬁr[]}einha?tgrtrans%?:ﬁon o0 20 ﬁrﬁg inha?tgl transﬁ"fgction o0 M |-I:|-E|IEIE.
over time

Neumann, B., M. Held, et al. (2006). "High-throughput RNAi screening by time-lapse imaging of live human cells."
Nat Methods 3(5): 385-390.
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Supervised learning

A Object detection and feature extraction

- Object segmentation
 Feature extraction
- Manual Annotation
 Training Classifier

« Classification of new C
data

Training of classifier

=

B Manual annotation of morphology classes

[\ I feature 1

feature 2

Images: C. Conrad & D.W. Gerlich, 2010, Journal of Cell
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Supervised learning & ODbject tracking

= Cell Cycle
a priori knowledge

* Interphase
- Prophase

- Metaphase
- Anaphase
- Cytokinesis

Interphase Mucleo] us
The nucleolus and

the nuclear envelope
are distinct and the
chromosomes are in the
form of threadlike
chramatin.

Prophase

The chromosomes
appear condensed,
and the nuclear
envelope is not
apparent.

Chromatin

Nuclear
envelope

Hetaphase

Thick, cailed
chromosomes, each
with two chromatids,
are lined up an the
metaphase plate.

Anaphase

The chromatids of
each chromosome
have separated and
gre moving toward
the poles.

Telophase

The chromosomes
are at the poles,

and are becoming
more diffuse. The |24
nuclear envelope

is reforming. The
cytoplasm may be
dividing.

Cytokinesis
Division into
two daughter
cells is
completed,

Images from: http://biomafia-biology.blogspot.com/2008/01/cell-growth-and-division-definitions.html
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=PFL - Supervised learning/Object tracking

= Biological a priori knowledge can help to improve:

« ODbject classification

 Tracking

= => |mportant tool for automated image/data analysis

Track 1
Track 2
Track 3
Track 4
Track 5
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=PrFL

Performance Supervised learning

m\\eek 6

Predicted class

Positive Negative
v Sensitivity
0 i*é True Positive False Negative p
< | (TP) (FN) TP + FN
o
S . Specificity
© |.=2| FalsePositive True Negative
< |G (FP) (TN) o
o TN + FP
Z
Negative Accurac
Precision Predictive Value y
TP + TN
TP TN
TP+ FP+FN + TN
TP + FP TN + FN

Machine Learning
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=L Performance Supervised learning

TP
TN
FP
FN

Precission
Neg. Pred.
Sensitivity
Specificity

Accuracy

50
40

0.91
0.87
0.89
0.89
0.89

50
40

0.93
0.87
0.89
0.91
0.9

50
40

0.94
0.87
0.89
0.93
0.91

50
40

0.96
0.87
0.89
0.95
0.92

50
40

0.98
0.87
0.89
0.98
0.93

50
40

0.87
0.89

0.94

m\Week 6 Machine Learning
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=L Performance Supervised learning

Predicted class

A B C
n | A 16 0 0 TP=16
: FN=0+0=0
g |° ° H ! FP=0+0=0
) TN=17+1+0+11=29
C 0 0 11
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=PEL o Summary

Training
Data
Rules
Classifier Training phase

Labels
Annotations

Labels

Annotations Classification phase

Rules
Classifier
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