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Outline of lecture 4

• introduction to molecular mechanics (MM)

• empirical force fields for biomolecules
‣some history 
‣bonded and non-bonded interactions
‣empirical models for water solvation
‣non-bonded computation

➡ Lab session:  week 7, small molecule 
parametrization (ligands) 



Paradigm in Structural Biology 

X-ray/NMR 

structure functionsequence

structure prediction 
ab initio folding

thermodynamics 
kinetics

- knowledge-based: structural databases 
- first principles:

molecular 
modeling



Different approaches 

• sequence-based methods: structural data are not 
always available, so they are often used and can be 
valuable (see also AF lecture) 

• structure knowledge-based methods can give 
suitable models based on templates or ML, but don’t 
describe the physics of biomolecules  

• first principles methods are based on the laws of 
physics and aim at having a predictive power  

• they suffer though by limitations that affect accuracy 
(correct description of molecular interactions) and 
feasibility (proper sampling of the conformational 
space)



First principles modeling

• dynamics: how biomolecules move in space and time 

• thermodynamics: you can compute quantities that 
characterize the system (e.g. enthalpy, entropy, heat 
capacity, free energy differences, etc.) 

• energy contributions: which atoms or which forces 
contribute the most to stability, or binding, etc.	 

• conformational analysis: what are the low-energy 
structures a protein can adopt (e.g. folding) 

• reactivity: what are the mechanism and kinetics of 
chemical reactions (from quantum mechanics 
calculations)



Levels of resolution in modeling
• electrons 

• atoms 

• amino-acids  

• domains 

• mesoscopic to continuum



What we need for modeling at the 
molecular mechanics (MM) level

For a molecular simulation or modeling one needs:  

1. a representation of the biomolecules at a certain level 
of resolution (i.e. initial conditions) 

2. a functional form for the potential energy for molecular 
mechanics (MM) 

3. a search algorithm or optimizer/minimizer     
(minimization can be used to find favorable regions in 
the conformational space; sampling techniques to 
compute dynamics and thermodynamic quantities)



1. Structural initial conditionsAtomic coordinates in the PDB file 

X Y Z occ B 
ATOM 1 N GLU 4 28.492 3.212 23.465 1.00 70.88 
ATOM 2 CA GLU 4 27.552 4.354 23.629 1.00 69.99 
ATOM 3 C GLU 4 26.545 4.432 22.489 0.00 67.56 
ATOM 4 O GLU 4 26.915 4.250 21.328 0.00 68.09 
ATOM 5 CB GLU 4 28.326 5.683 23.680 0.00 72.34 
ATOM 6 CG GLU 4 27.447 6.910 23.973 0.00 75.98 
ATOM 7 CD GLU 4 28.123 8.247 23.659 0.00 78.43 
ATOM 8 OE1 GLU 4 29.375 8.299 23.604 0.00 79.32 
ATOM 9 OE2 GLU 4 27.393 9.251 23.468 0.00 79.58 
ATOM 10 N ARG 5 25.274 4.610 22.852 1.00 63.77 
ATOM 11 CA ARG 5 24.179 4.807 21.907 1.00 59.83 
ATOM 12 C ARG 5 23.411 3.698 21.219 1.00 56.20 
ATOM 13 O ARG 5 23.987 2.808 20.596 1.00 57.33 
ATOM 14 CB ARG 5 24.604 5.784 20.812 1.00 60.86 
ATOM 15 CG ARG 5 23.926 7.127 20.866 1.00 61.89 
ATOM 16 CD ARG 5 24.295 7.944 19.647 1.00 62.21 



2. Some historical milestones of MM

• 1920s: quantum theory development (BO approx.) 

• 1946: first attempts of MM (Wertheimer et al.) 

• 1956: dynamics of hard spheres (Alder et al.) 

• 1960s: force fields development (Lifson at Weizmann, 
Scheraga at Cornell, Allinger at UGeorgia) 

• early 1970s: first MD of water (Rahman & Stillinger) 

• late 1970s: biomolecular force fields (Karplus, Kollman, 
Van Gunsteren et al.) 

• 1990s: large development of parallel codes and HPC 
(high performance computing) architectures (Schulten)



Quantum mechanical foundation
• quantum mechanics (QM) describes the energy of a 

molecule in terms of a total wavefunction describing the 
location and motion of nuclei and electrons  

HΨ(r,R) = EΨ(r,R) 

• non-tractable even for simple systems (e.g. He) 

• Born-Oppenheimer approximation permits to decouple 
electrons and nuclei degrees of freedom 

 Ψ(r,R) = ϕ(r)•χ(R)  

(protons are 1836 times heavier than electrons). 

• still very expensive to compute energies of proteins and 
DNA using quantum methods



Molecular mechanics principles

• BO approximation permits to write the potential energy 
of a system as a function of the nuclear positions only 
(unlike in QM, the potential is empirically evaluated) 

• thermodynamic hypothesis: native structures of 
biomolecules are in a global minimum of free energy 

• additivity: total energy potential can be divided in  
simpler local and non-local contributions 

• transferability: potential derived from simple molecules 
can be used and generalized for larges complexes and 
different environments 



Molecular mechanics potentials
• molecular mechanics (MM) potential energy gives 

minimum-energy conformation of a molecule 

• based on physics, but uses simplified “ball-and-spring” 
models (classical physics, Newton equation), which 
mask the quantum nature (Schrodinger equation) 

• are empirical, i.e. calibrated to describe the quantum 
nature of chemical bonds and short-range interactions

UMM = Ubonded + Unon−bonded

�
1
1

�

Molecular mechanics potentials
•molecular mechanics (MM) potential energy gives 

minimum-energy conformation of a molecule

• based on physics, but uses simplified “ball-and-spring” 
models (classical physics, Newton equation), which 
mask the quantum nature (Schrodinger equation)

• are empirical, i.e. calibrated to describe the quantum 
nature of chemical bonds and short-range interactions

UMM = Ubonded + Unon�bonded

Ubonded = Ubond + Uangle + Utorsion

Unon�bonded = Uelectrostatics + UV dW

⇢
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Molecular interactions in biomolecules
(bonded and non-bonded)

kBT(300 K) = 0.6 kcal/mole - 2.5kJ/mole - 4.1 pN nm - 4.1 * 10-21 J
(1 kcal/mol = 4.184 kJ/mole)



Potential energy for biomolecules

• nuclei and electrons are described 
by quantum mechanics using the 
Schrodinger equation 

• simplified “ball-and-spring” models 
following the laws of classical 
physics can be used to “mask” the 
quantum nature and define a 
energy potential U(R) 

HΨ(r,R) = EΨ(r,R)
bond potential 

A

B

A

B



Potential energy for a chemical bond

A

B

   how such potential would look like? 

➡ at very large distance r ? 

➡ at short distance? 

➡ at equilibrium distance, r0 ?



U(r) = �
Z r

1
F (er)der

F (r) = �dU(r)

dr

Potential energy and forces

• potential energy is the 
energy stored in the system

• a simple case is when U 
depends on distance r only

• U can have complex forms, 
from which forces on each 
atom are derived:



Ubond(r) = D[1� e�a(r�r0)]2

Covalent bond potential energy function

   Morse potential  
D: dissociation energy 

r0: equilibrium bond distance 

a: force constant



Empirical potential energy functions

• the quantum mechanical nature 
of matter predicts discrete 
energy ladders 

h: Planck’s constant;                    
ν: wavenumber (cm-1)  

• but empirical continuum models 
describe chemical bonds with 
good accuracy (at least close to 
equilibrium)  

ΔE = hν



Internal modes of biomolecules

• excited electronic states are 
accessible at a high energy 
cost (~103 kcal/mol)

• but biomolecules have a finer ladder of E levels associated with 
internal vibrations and rotations:  few kcal/mol ~ kBT=2.5 KJ/mol



• vibrational spectra give information about 
bonded interactions (3N-6 modes, with N 
number of atoms) 

• derived from infrared spectroscopy (IR: 
300-3000 cm-1), Raman spectroscopy or 
QM calculations 

• the higher the wavenumber the more 
difficult the deformation, but also depends 
on the environment and mass atoms

water vibrational modes

Vibrational modes
ΔE = hν



• frequencies used to derive force 
constants for potential energy models 

• stretching frequencies 
example of IR vibrational spectra         

from protein and water

Vibrational modes for bonds



• vibrational degrees of freedom can 
be modeled as harmonic 
oscillators, following Hooke’s law 

• the potential energy associated is: 

• if one solves the Schrodinger 
equation with this potential 

Vibrational modes

F = -k x

U(x)= k/2 x2

Eυ = (n+1/2) hν ; n = 0, 1, 2 ... 

ν =1/2π (k/m)1/2        wavenumber [cm-1]

quantum number  

angular frequency= 2π ν



• equilibrium bond lengths are 
obtained from X-ray or QM 
calculations (r0) 

• deviation from reference value (r0) is 
modeled as an harmonic potential  

• kb is the force constant  

• reasonable approximation for small 
deviation from r0 (~0.1 Å), 
dissociation for larger values  

Ubond(r) =
kb

2
(r − r0)2

µ = m1m2/(m1 + m2)

kb = (2⇡⌫)2µ = !2µ

Harmonic approx for covalent bonds 



• angles depend on hybridization 
of electronic orbitals  

• rule of thumb: sp:~180°; 
sp2:~120°; sp3:~109.5°

Uangle(θ) =
kθ

2
(θ − θ0)2

Bending potential energy functions



Cross stretch/bend terms

Ucross(θ, θ
�
) = Kθ(θ − θ0)(θ

�
− θ

�

0)

Ucross(r, θ) = Kr,θ(r − r0)(θ − θ0)

Ucross(r, r
�
) = Kr(r − r0)(r

�
− r

�

0)

Urey-Bradley term 
(CHARMM)

UUB(ρ) = Kρ(ρ− ρ0)2

ρ



Procheck: http://www.ebi.ac.uk/pdbsum/

Secondary structure geometry 

Ramachandran plot

http://www.ebi.ac.uk/pdbsum/


Utorsion(φ) =
�

n

kφ,n

2
[1 + cos(nφ− δ)]

Torsional potential energy functions

�1 = �

• barriers for torsional rotations 
need a periodic potential term 

• n is the periodicity, kϕ is the 
barrier height, δ is called phase 
(0, π) 

• Fourier series of torsional 
potentials (n=1,2,3,4) 

• parameters are again derived 
from spectroscopy or quantum 
mechanics calculations

leucine (Leu, L)



U(�) =
k�
2
(1 + cos3�)

⇡ kBT

Procheck: http://www.ebi.ac.uk/pdbsum/

leucine (Leu, L)

http://www.ebi.ac.uk/pdbsum/


Utorsion(φ) =
�

n

kφ,n

2
[1 + cos(nφ− δ)]



Fast energy funnel from sequence to structure

folded native  
structure

primary  
sequence

folding pathway

 Dill@UCSF

Levinthal paradox (’69)
100 residue-long peptide
3198~1094 torsional degrees of freedom

Anfinsen dogma



Improper torsions

• used to enforce planarity 
and chirality of specific 
groups 

• χ is the improper Wilson 
angle (i,j,k,l) where j is the 
central atom 

• planarity of peptide bond    
(-N-Cα-C-O-), side chains of 
Asn, Gln, Asp, Glu, Arg. 

• as before possible cross 
dihedral/bond, dihedral/
bend terms can be added

Uimproper(χ) =
kχ

2
[1− cos(2χ)]

Uimproper(χ) =
kχ

2
χ2

i

l
jk



Non-bonded interaction are 
modeled with pair potential U(r) 

f(r) = −du(r)
dr

u(r) ∝ 1
rp

u(r) ∝ ±1
r

u(r) ∝ ± 1
r6

p � 3

p > 3

long-ranged:

short-ranged:

- weaker, but still can be described 
as electrostatic interactions

- very short-range p=9,12,14 (Pauli principle)

non-bonded interactions 
usually modeled as a 
power law

U(r) =
1

4π�0

q1q2

r
e.g.

i

j



Protein kinase CK2 in 
complex with the 
inhibitor tyrphostin

Electrostatics of proteins

• acidic and basic amino-acids mainly define                        
the global electrostatic signature of each protein

• hydrophobic amino-acids usually have a neutral 
distribution of charge



Uelectrostatic(r) =
1

4π�0

qiqj

rij
• Coulomb’s law determines 

the interaction between 
charged molecules 

• in proteins formation of salt-
bridges with estimated 
energy of ~100 kcal/mol 

• effect of water solvation has 
a large screening effect 
(dielectric constant of water 
is ~80)

δ+

δ-

δ-

-1

= 1391 kJ ·mol�1 qiqj
rij [Å]

Electrostatics of proteins

[e= 1.602*10-19 C]



Electrostatic potential

• long-range interactions, slow 
decay with distance 

• very important for protein 
stabilization and folding 

• N*(N-1)/2 interactions, scale 
as O(N2), bottleneck of the 
calculation 

• requires use of cutoff 
methods or efficient 
algorithms for 
electrostatics(e.g. Ewald 
summation or Particle Mesh 
Ewald, PME)

Uelectrostatic(r) =
1

4π�0

qiqj

rij



Partial atomic charges
• easy for simple molecules         

(e.g. HF with dipole 1.82 D) 

• set to reproduce thermodynamic 
properties  

• derive charges from QM 
calculations, but there is not a 
univocal way to do it 

• least-squares fitting procedure is 
used to map of the QM 
electrostatic potential on atomic 
positions (e.g. RESP in AMBER)

φ(r) = φnuclei(r) + φelectrons(r) =
N�

i=1

Zi

|r−Ri|
−

�
dr

�
ρ(r)

|r� − r|

R =
Npoints�

i=1

wi(φ0
i − φcalc

i )2



Polarizability of molecules
Attractive interactions are universal:
(London or dispersion forces, 1937, inert gases) 

µind = αE

α : polarizability

Polarizable atoms/molecules respond to external field, if E is small 
the induced dipole is proportional: 

�u(r)� ∝ 1
r6

         
dipole-induced dipole:                      
always attractive           



van der Waals interactions

UV dW =
N�

i>j

�

��
r0

rij

�12

− 2
�

r0

rij

�6
�

UV dW =
N�

i>j

A

r12
ij

− C

r6
ij

London forces are at the basis of the attractive interactions and are 
commonly modeled by Lennard-Jones (12-6) energy potentials:

⇡ kBT r0 = eq. interatomic separation,        
r0 /2 = vdW radius if i and j are 
the same atom type



Van der Waals potentials
• non-bonded short-range 

Lennard-Jones potential   
(allows for a cutoff radius) 

• 6/12 form adopted for 
computational convenience 

• Lorentz-Berthelot mixing rules 
to define parameters  for 
polyatomic systems 

• general form:

UV dW =
N�

i>j

�

��
r0

rij

�12

− 2
�

r0

rij

�6
�

UV dW =
N�

i>j

A

r12
ij

− C

r6
ij

A = �r12
0 = 4�σ12

C = 2�r6
0 = 4�σ6

UV dW =
N�

i>j

k�

��
σ

rij

�n

−
�

σ

rij

�m�

k =
n

n−m

� n

m

�m/(n−m) σAB =
1
2
(σAA + σBB)

r0,AB =
1
2
r0,AA +

1
2
r0,BB

for each atom type i with (ε,r0)

r0 = 21/6σ

�AB =
√

�AA�BB

�
1
1

�

collision diameter

for each atom pair {i,j}



Molecular interactions in biomolecules
(bonded and non-bonded)

kBT(300 K) = 0.6 kcal/mole / 2.5kJ/mole / 4.1 pN nm / 4.1 * 10-21 J
(1 kcal/mol = 4.184 kJ/mole)



Empirical potential energy function

• large number of parameters fitted to represent  experimental data 
or QM calculated quantities (usually structure and thermodynamic of 
small molecules) 

• “trial and error” or least-squares fitting methods to converge to a 
consistent set of parameters  

• coupling/correlation between parameters, thus parameterization of a 
force field (FF) is a global task  

• assumption that parameters can be transferable to different 
contexts (specialized vs. generalized FF)

UMM (r) =
�

bonds

kb

2
(r − r0)2 +

�

angles

kθ

2
(θ − θ0)2 +

�

torsions,n

kφ,n

2
[1 + cos(nφ− δ)] +

+
N�

i>j

�
A
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ij

− C

r6
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"for the development of multiscale models for complex chemical systems"





A parameter file
• atom types

AMBER FF (parm99)



A parameter file• bond types

• angle types



A parameter file
• torsion types



A parameter file
• LJ parameters

• partial atomic charges



1.8 D

U(r) =
1

4π�0

1
D

q1q2

r
Charge Interactions Are Weaker in Media

Charges interact more weakly when they are in liquids than when they are in a
vacuum. To varying degrees, liquids can be polarized. This means that if two
fixed charges, say a negative charge A and a positive charge B, are separated
by a distance r in a liquid, then the intervening molecules of the liquid tend to
reorient their charges. The positive charges in the medium orient towardA, and
the negative charges toward B, to shield and weaken the interaction between A
and B (see Figure 20.2). This weakening of the coulombic interactions between
A and B is described by the dielectric constant of the medium. Media that
can be readily polarized shield charge interactions strongly: they have high
dielectric constants.

A

B

r

Figure 20.2 Fixed charges
A and B cause dipoles in the
surrounding liquid to orient
partly, which causes some
shielding, a reduction of the
interaction between A and
B. The dielectric constant D
describes the degree of
shielding.

In this and the next three chapters, we model the medium as a polarizable
isotropic continuum. In treating a medium as a continuum, we neglect its atomic
structure and focus on its larger-scale properties. In treating a medium as
isotropic, we assume that its polarizability is the same in all directions. By
treating a medium as polarizable, we assume that the charge redistributes in
response to an electric field, even if the medium is neutral overall.

The more polarizable the medium, the greater is the reduction of an electro-
static field across it. The reduction factor is the dielectric constant D, a scalar
dimensionless quantity. When charges q1 and q2 are separated by a distance
r in a medium of dielectric constant D, their coulombic interaction energy is

u(r) = Cq1q2

Dr
. (20.6)

For air at 0 °C, D = 1.00059. Table 20.1 gives the dielectric constants of some
liquids. Some polar liquids have dielectric constants larger than D = 100,
implying that an electrostatic interaction in such a liquid has less than 1% of
its strength in a vacuum.

Coulombic interactions are traditionally described as an energy u(r), but
when dielectric constants are involved, u(r) is a free energy, because the di-
electric constant is temperature dependent. Figure 20.2 illustrates that polar-
ization often involves orientations, and therefore entropies.

The polarizability of a medium arises from several factors. First, if the
medium is composed of molecules that have a permanent dipole moment, a
positive charge at one end and a negative charge at the other, then applying
an electric field tends to orient the dipoles of the medium in a direction that
opposes the field.

Second, the polarizability of a medium can arise from the polarizabilities of
the atoms or molecules composing it, even if they have no permanent dipole
moment. Atoms or molecules that lack permanent dipoles have electronic po-
larizability, a tendency of nuclear or electronic charge distributions to shift
slightly within the atom, in response to an electric field (see Chapter 24). The
electronic polarizabilities of hydrocarbons and other nonpolar substances are
the main contributors to their dielectric constants (D ≈ 2).

Third, polarizabilities can also arise from networks of hydrogen bonds in
liquids such as water. If there are many alternative hydrogen-bond donors and
acceptors, a shift in the pattern of hydrogen bonding is not energetically costly,
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Table 20.1 The dielectric constants D
of several organic liquids. Source: RC
Weast, editor, Chemical Rubber
Company Handbook of Chemistry and
Physics, 53rd edition, CRC, Cleveland,
1972.

Liquid T (°C) D
Heptane 0 1.958

Heptane 30 1.916

Methanol 25 33

Formamide 20 109

Formic acid 16 58

Nitrobenzene 25 35

HCN 0 158

HCN 20 114

Glycol 25 37

Water 0 88.00

Water 25 78.54

so the networks of hydrogen bonds in hydrogen-bonded liquids are labile when
electric fields are applied.

The Bjerrum Length

To show the effect of the polarizability of the medium, let’s first compute a
useful quantity called the Bjerrum length !B , defined as the charge separation
at which the coulomb energy between ions u(r) just equals the thermal energy
RT (see Figure 20.3). Substitute !B for r and RT for u in u(r) = Cq1q2/Dr
(Equation (20.6)), and solve for !B for single charges q1 = q2 = e:

!B =
Ce2N
DRT

. (20.7)

For a temperature T = 298.15, in a vacuum or air (D = 1),

!B =
1.386× 10−4 J m mol−1

(8.314 J K−1 mol−1 × 298.15 K)
= 560 Å.

560 Å is a relatively long distance, many times the diameter of an atom. When
two charges are much closer together than this distance, they feel a strong
repulsive or attractive interaction, much larger than the thermal energyRT . But
when two charges are much further apart than this distance, their interactions
are weaker than RT , and they are more strongly directed by Brownian motion
than by their coulombic interactions.

Dividing u(r) = Cq1q2/Dr by (RT = Cq1q2/D!B) gives

u
RT

= !B
r
. (20.8)

Example 20.3 shows an effect of the polarizability of a medium on charge
interactions. Although Na+ is strongly attracted to Cl− in a vacuum (119 kcal
mol−1; Example 20.1), the attraction is much weaker in water, where D = 78.54
at 25 °C.
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D = dielectric constant
[air(T=0°C) D=1.00059]

medium is polarizable or 
has permanent dipole

Electrostatics of proteins in solution



• several models (e.g. rigid, flexible, polarizable) 

• fitted using simulations on density, g(r), heat capacity, 
diffusion coefficient, dielectric constant, etc. 

• explicit water treatment is costly (~2/3 of non-bonded 
interactions in a model system)

Solvation and water models

g(r)



• configuration space of a system on N atoms is 3N-6 
(rigid-body rotation and translation of the system are 
removed for energy conservation) 

• for protein and nucleic acid N~104 or more, if you add 
water N~105  

• non-bonded part is real computational bottleneck, O(N2) 
as compared to linear-scaling of bonded interactions 

• different methods to decrease                                          
the computational cost: 

• 1. cutoff schemes O(N) 

• 2. Ewald methods O(N logN) 

• 3. fast multipole schemes

Non-bonded computation



Spherical cutoff schemes
• truncation: cutoff radius r set equal to b, interactions are 

abruptly set to zero for r>b, and are not altered for r<b 

• switching: define a switching region [a,b] where 
interactions are smoothly brought to zero 

• shift: interactions are gradually smoothed for all r<b 

• S(rij) is the distance-dependent switch                                      
or shift function

UNB(r) =
N�

i>j

wijS(rij)




�

A

r12
ij

− C

r6
ij

�
+

N�

i>j

1
4π�0

qiqj

rij







Ewald methods
• used for calculating electrostatic energy of systems in 

periodic boundary conditions (unit cell charge = 0) 

• minimum-image convention: each atom interacts with 
the closest periodic image of the other N-1 atoms  

• different unit cell lattice geometry 

• use of fast fourier transforms to compute the 
electrostatic energy in the real and reciprocal lattice



MM FF limitations

• transferability 

• accuracy of parametrization 

• functional form (e.g. can add polarizability) 

or many-body terms  

• many different force fields (specific vs. generalized) 

• approximation in treating long-range interactions 

• can be expensive for very large systems (e.g. ~106 atoms)

µind = αE α : polarizability



Failure of a force field
• enhanced computer power allows 

to run longer MD simulations, and 
to discover failures in the models

shows that these errors are not very significant in shorter
(10 ns or less) simulations and do not invalidate most pre-
vious simulations with these force fields, where none or only
one of these transitions is evident. However, it is clear that
this error needs to be corrected because within a very few
years standard MD simulations of NAs will approach 100 ns
in length, and in this range of simulation, massive irrevers-
ible a/g transitions disrupt the duplex structure (see results
below).
In this article we present a full reparameterization of the

a/g torsional term to derive a new AMBER force field, based
on AMBER-parm99, which will be named parmbsc0. This
new force field, not only appears to model accurately the
structural and dynamic properties of a large variety of NAs
over current MD simulation time scales (;10 ns) but also
provides very good representations of these structures in sim-
ulations 20 times longer. The extensive use of the Mare
Nostrum supercomputer in Barcelona and supercomputing
facilities in Brno and the Pittsburgh Supercomputing Center
has allowed us to perform a comprehensive and intensive test
of the force field (near 1 ms of unrestrained trajectories on 97
different structures, 2 of them 200 ns long), a study that is
orders of magnitude greater than those reported in any
previous parameterization work and that guarantees that this
modified AMBER force field can be safely used to study
NAs in a time scale at least one order of magnitude greater
than current parm94 and parm99 versions.

METHODS

Reference quantum mechanical calculations

Many studies support the overall very satisfactory performance of the

parm99 (or parm94) force field, with the most serious artifact reported so far

being the a/g imbalance occurring in longer B-DNA simulations (see

Introduction). Thus, we have adopted a conservative reparameterization pro-
tocol in which we have modified the minimum number of parameters re-

quired to correct the a/g conformational transition. In particular, the obvious

choice was to reparameterize the a and g torsional parameters. For this
purpose, we chose an extended model (Fig. 1) to explore the potential energy

surface (grid spacing 30!) associated with rotations around a and g torsions.

The model was chosen to place the a and g torsions in a correct chemical

environment while maintaining the simplicity needed to reduce potential
sources of noise in the quantum mechanical calculations. The system was

fully optimized (at both LMP2/6-311G(d) and B3LYP/6-311G(d) levels)

(41–43) at each point of the potential energy surface except for a and g
(fixed at values of the grid) as well as d, which was fixed at either B- (d ¼
156.5!) or A- (d ¼ 84.0!) fibber values. As described below the use of these

particular d values for restraint instead of other possible values does not have
any impact on the fitted parameters. In summary, four potential energy sur-
faces were built up to represent the a/g space for DNA and RNA. As noted

below, all these data were merged to improve the statistical quality of the

fitting.

To further test the quality of the force field potential, CCSD(T)/complete
basis set calculations (44,45) were performed on the four minima regions.

These calculations were carried out by reoptimizing the B3LYP geometry

(keeping only d constant at A- or B-standard values) at the MP2/aug-cc-

pVDZ level. Single point calculations were then performed at the MP2/aug-
cc-pVXZ (X¼D,T) levels extrapolating to infinite basis set with the method

developed by Halkier et al. (45). Finally, MP2 / CCSD(T) corrections
were included using the 6-311G(d) basis set.

Force field fitting

With our conservative approach, aimed to retain the beneficial features of the

AMBER parm94-99 parameterizations, only torsional parameters involving

a and g torsions were refined, and all other parameters were kept at standard
parm99 values (charges for the model system used in the parameterization

were determined from standard RESP/6-31G(d) (46) calculations in AMBER).

The residual energy (Eq. 1) was fitted to an extended Fourier series (Eq. 2),

where the barrier and the phase angle for each periodicity (1, 2, or 3) term
were adjusted to obtain the minimum error. Note that the use of the Fourier

expansion has no physical foundation and is just a simple empirical cor-

rection useful to fit residual QM-classical energies.
In principle, although any dihedral angle(s) can be used to fit a torsion,

we chose to follow the standard nomenclature using the O39-P-O59-C59 and
O59-C59-C49-C39 atoms to represent a and g dihedrals. This differs slightly

from the original parm99 force field, where the g torsion is defined by the
O5-C59-C49-O49 atoms using the same set of atom types (OS-CT-CT-OS) as

the sugar ring torsion O49-C49-C39-O39 and all other anomeric torsions. To

avoid altering other conformational profiles (such as that of sugar puckering)

a new atom type (CI) was introduced and assigned to C59. Defining a new
atom type for the C59 makes intuitive sense because it is expected that the

O59-C59-C49-O49 anomeric torsion, adjacent to the phosphorus, should be

distinct from the standard (OS-CT-CT-OS) anomeric torsion.

Ei;j
res ¼ Ei;j

QM " Ei;j
parm99ðnoa;gÞ; (1)

where i,j stand for a combination of a/g torsions, and parm99 (no a,g)
means a parm99 calculation with all standard parameters but those involving

a/g set to zero. All energy values are referred to a common structure.

Ei;j
res [Ei;j

a;g ¼ +
k

+
l

+
3

n¼1

Vn

2
½11 cosðnf" zÞ&; (2)

where k stands for a torsion, a or g, l stands for the number of dihedral

angles (F) used to describe this torsion, and z is the phase angle.

Multiple different fitting algorithms were explored. A direct nonlinear

fitting of the residual plot was initially investigated and discarded because it

FIGURE 1 Schematic representation of the molecular model used to pa-

rameterize a and g torsions. The atom-type definition is also displayed.
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the MD simulations presented here, the longest ever pub-
lished for parm94/99, backed by similar results on a wide
variety of NA structures by this group, ranging from DNA
minicircles to A-tract DNA to a large set of DNA duplexes,
confirm that although reliable results can be obtained in short
or medium (,20 ns) simulations, severe artifacts will be
found over longer simulations.
Two independent 200-ns MD simulations were performed

with the parmbsc0 force field using different starting
geometries and velocities. In both cases, the duplex samples
the same region of the conformational space, which is close
to the experimental structure (see Table 4, Figs. 4 and 5, and
complete data at http://mmb.pcb.ub.es/PARMBSC0). The
simulated duplex remains within the range of helical param-
eters expected for a canonical B-form duplex in aqueous
solution, showing an improvement in global helical twist
representation with respect to parm94 and parm99 force fields.
As expected from the regularity of the duplex, the Watson-
Crick hydrogen-bonding scheme is fully maintained except

for some breathing events at the nucleobases at the ends of
the helix (see Supplementary Fig. S4 and trajectory videos at
http://mmb.pcb.ub.es/PARMBSC0). The sugar puckers mainly
sample the South region, as expected for a B-DNA, but a
nonnegligible percentage of N-puckering is observed. In fact,
the integration of puckering populations using a two-state
model shows ;9% (T), 12% (C), 7% (A), and 3% (G) of
North puckering in the simulations, which are close to the
most accurate NMR estimates of the population of N-sugars
in B-DNA (14% (T), 24% (C), 5% (A), and 6%(G); see
Isaacs and Spielmann (52)). Finally, it is worth noting that
the new force field not only provides a good global geometry
of the duplex but also reproduces some sequence-dependent
variations in the structure (such as the undertwist of
d(CG) steps; Fig. 6) or the higher tendency of C to display
N-puckerings, which might be important to understand bio-
logical properties of DNA (see Table 4). Note that all these
details are lost in long parm94 or parm99 simulations (see
Table 4 and Supplementary Fig. S5).
Additional comparisons were carried out taken as refer-

ence values of B-DNA structures in a manually cured subset
of the NDB database, where anomalous duplexes (containing
drugs, mismatches, etc.) were removed (53). These compar-
isons need to be taken with some caution because we are now
comparing simulated data for a given duplex with experimen-
tal data for a large set of different oligos of different lengths
and sequences, but in any case, if the force field works well,
we should find similarity in the distribution of backbone tor-
sions and helical parameters between MD simulations and
the experimental database. Results in Supplementary Fig. S6
confirm that the distribution of torsions sampled by parmbsc0
simulations reproduce very well that found in the experimen-
tal databases, and the same is detected for helical parameters
(see Supplementary Fig. S7). In both cases, the improvement
with respect to parm99 calculations is very clear. Not sur-
prisingly, the greatest improvement in performance between
parmbsc0 and parm99 is found for the a and g torsion and
for the closely coupled x one (see Supplementary Fig. S6). In
terms of helical parameters, the greatest improvement of
parmbsc0 is found in the helical twist (see Supplementary
Fig. S7).
As the standard deviations of the various averages

indicate, the parmbsc0 force field does not allow a rigid
picture of DNA. On the contrary, the structure is very flex-
ible, and many reversible transitions are found. The most
common of these changes is that between BI (around 82%)
and BII (18%) forms. This transition, the equilibrium con-
stant of which is well reproduced by parmbsc0 MD simu-
lations (see Table 4), occurs with a very high frequency
during the two 200-ns trajectories, indicating that the force
field is not rigidifying the structure (Fig. 7). Many a/g transi-
tions are also detected in the simulations, but all of them are
reversible after a few nanoseconds. This finding indicates
that the new force field, while maintaining the necessary flex-
ibility, captures properly the a/g equilibrium (an example of

FIGURE 3 MD simulations of Dickerson’s dodecamer with parm94

(orange) and parm99 (magenta) force fields. Average values from x-ray
(black) and NMR (red) experiments (for the same sequence) are shown as

solid straight lines with the associated standard association as dashed lines.

(A) Percentage of canonical a/g torsions. (B) Average twist. (C) RMSd (Å)

from crystal data.
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the time evolution of one individual set of a/g values in Fig. 7,
additional examples at Supplementary Fig. S8, and complete
data at http://mmb.pcb.ub.es/PARMBSC0), without an arti-
factual rigidification of the structure.

Is the parmbsc0 force field applicable
to different sequences?

We have compared the performance of parm99 and parmbsc0
in relatively short (3-ns) simulations of 38 different duplexes
taken from the Nottingham database. Although these simu-
lations are too short to fully sample the conformational space
of these systems, they make it possible to evaluate the per-
formance of the reparameterized force fields in the important
initial process of relaxing and equilibrating experimental
(NMR or x-ray crystallographic) starting structures. Results
in Fig. 8 show that the new force field behaves very well in
all cases studied, providing stable trajectories, with RMSd
from the respective MD-averaged conformations around 1.2
Å, and around 1.6–2.8 Å from experimental structures, the
largest deviations being found in all the cases for the longest
duplexes. Analysis of the 36 trajectories did not reveal any
artifactual behavior or local distortions that might indicate
potential sequence-dependent errors in the simulations (see
Supplementary Fig. S9). We can then safely recommend the
use of parmbsc0 to study any B-DNA duplex.

Can parmbsc0 repair incorrect structures?

Previous simulations show that parmbsc0 leads to a correct
representation of the a/g configurational space in very long
simulations started from a crystal structure without anom-
alous a/g conformations. In fact, transitions to minor a/g
conformers are not avoided but are reversible in the nano-
second time scale (see Fig. 7 bottom), suggesting that the

force field is robust enough to recover from starting struc-
tures containing a few isolated anomalous conformations.
It is, however, unclear what will happen when the MD simu-
lation starts from a very severely distorted conformation
containing many a/g transitions. To evaluate this point, we
performed a series of simulations of the DNA duplex (d(CCA-
TGCGCTGAC)!d(GTCAGCGCATGG)), which should exist
in the B-form in solution, starting with the very corrupted struc-
ture obtained previously by Varnai and Zakrzewska (37) at the
end of their 50-ns-long parm99 force field simulation. The
duplex initially contained 13 anomalousa/g conformers, which
severely distorted the backbone. However, the parmbsc0 sim-
ulation that started with this structure corrected the anoma-
lous conformations within 25 ns in three distinct simulations
(with different initial conditions), leading to samplings close to
those expected for a canonical B-helix (see Fig. 9). Extension
of this trajectory to 100 ns simulation time (data not shown)
confirms that the duplex is maintained in the canonical
region. Similar simulations performed with shorter oligonu-
cleotides (such as d(GCGC)2; data not shown) confirm the
ability of the parmbsc0 force field to correct erroneous NA
conformations. In summary, we can conclude, based on our
validation on a large set of NA structures, that the parmbsc0
force field can safely be used to study canonical B-DNAs
over long temporal scales and is robust enough to recognize
and repair large structural errors while still preserving the
essential flexibility of the duplex, not artificially penalizing
a/g transitions as required for a correct representation of
distorted NAs (for example, those in complexes with
proteins).

Can parmbsc0 be used to represent RNAs?

Considering the changes introduced in parmbsc0 with re-
spect to parm99 and the similarity of a/g potential energy

FIGURE 4 Structures of Dickerson’s dodecamer ob-
tained by averaging the last 5 ns of the trajectories obtained

with parm99 and parmbsc0 force fields. The crystal struc-

ture is shown as reference.
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explaining the pathological behavior detected in parm94/
parm99 MD simulations.

Simulations of Dickerson’s dodecamer

No oligonucleotide has been the subject of more studies,
both theoretical and experimental, than the DD (d(CGC-

GAATTGCGC)2). All the experimental data indicate that it is
a stable duplex pertaining to the B-family, but with sizable
sequence dependence in its helical parameters. Analysis of 12
structures of DD deposited in the PDB (six solved by x-ray
crystallography and six by NMR) show that all sugars are in
South and South-East regions except some cytidines, which
in certain structures sample N regions. All backbones are in
the canonical g!g1 a/g region, without any nucleotide in the
g1t region. The major groove width is around 18 Å, and the
minor groove oscillates between 10 (NMR) and 12 (x-ray) Å.
Hydrogen bonding is well preserved in all experimental
structures, though local distortions of linearity appear. The
average roll is around 0! (x-ray) or 3! (NMR), and the
average twist is 346 3! (NMR) or 356 0.3! (x-ray), with a
clear dependence on sequence (stronger in x-ray-derived
structures; Table 4).
DD has been successfully simulated over the 1- to 50-ns

time scale using parm94 or parm99 (see Introduction), but
longer simulations approaching the 100-ns barrier are scarce
(51). Analysis of Fig. 3 shows that at around 60 ns the structure
of the duplex is severely distorted because of numerous a/g
transitions to the g1t region (Figs. 3 and 4 and extended data at
Supplementary Fig. S3; http://mmb.pcb.ub.es/PARMBSC0).
These transitions, similar to those reported in shorter trajec-
tories (see, for example, ABC simulations), are stochastic in
nature and irreversible on the 100-ns time scale for both
parm94 and parm99 force fields. A few of these transitions
could be tolerated in the duplex, but when they accumulate,
they result in a considerable departure of the structure from
the canonical B-form: lower helical twist (average twist
around 30! (parm94) or 26! (parm99); see Table 4), distorted
grooves, and even the wrong puckering population. Clearly,

TABLE 2 Energies (kcal/mol) relative to the canonical
g!g1 minimum computed at different levels of theory

Geometry Energy g! g! g1 g! g1 g1 g1 t (pathol)

Energy maps B3LYP/6-311G(d) 0.9 0.8 2.4 6.8

LMP26-311G(d) 1.3 0.7 2.2 8.0

Parm99 2.5 3.5 1.9 4.3
parmbsc0 1.4 2.6 2.3 8.1

MP2 /

aug-cc-pVDZ

MP2 /complete

basis set

2.0 2.4 2.7 –

CCSD(T) /complete

basis set

2.1 2.4 2.8 –

Parm99 2.8 4.2 2.0 –

parmbsc0 1.8 3.2 2.0 –

Top entries correspond to the energy minima in the QM maps, and those at

the bottom to geometries reoptimized at the quoted level of theory. The

pathological g1t conformation is not a minimum, and optimization drives

geometry out of the region.

TABLE 3 Force field parameters describing the a/g torsion in
parmbsc0 force field

Torsion No. of dihedrals Vn/2 Phase Periodicity

X-CI-OS-X 3 1.15 0 3

X-CI-OH-X 3 0.5 0 3

X-CI-CT-X 9 1.4 0 3

CT-OS-CT-CI 1 0.383 0 !3
CT-OS-CT-CI 1 0.1 180 2

H1-CI-CT-OS 1 0.25 0 1

H1-CI-CT-OH 1 0.25 0 1
H1-CT-CI-OS 1 0.25 0 1

H1-CT-CI-OH 1 0.25 0 1

CI-CT-CT-CT 1 0.18 0 !3

CI-CT-CT-CT 1 0.25 180 !2
CI-CT-CT-CT 1 0.2 180 1

OS-P-OS-CI 1 0.185181 31.79508 !1
OS-P-OS-CI 1 1.256531 351.9596 !2
OS-P-OS-CI 1 0.354858 357.24748 3
OH-P-OS-CI 1 0.185181 31.79508 !1
OH-P-OS-CI 1 1.256531 351.9596 !2
OH-P-OS-CI 1 0.354858 357.24748 3
CT-CT-CI-OS 1 1.17804 190.97653 !1
CT-CT-CI-OS 1 0.092102 295.63279 !2
CT-CT-CI-OS 1 0.96283 348.09535 3
CT-CT-CI-OH 1 1.17804 190.97653 !1
CT-CT-CI-OH 1 0.092102 295.63279 !2
CT-CT-CI-OH 1 0.96283 348.09535 3

Vn/2 are in kcal/mol, and phase angles in degrees. For atom description see

Fig. 1. Van der Waals and bond and angle parameters involving the new CI

atom are taken from equivalent ones in parm99. A library file containing all
parameters is accessible from http://mmb.pcb.ub.es/PARMBSC0. Note that

we use standard nomenclature in AMBER datafile, where a negative value

of periodicity means that additional Fourier terms for the dihedral will

follow. Values in bold are those that were parameterized here under the
restraint imposed by the other parameters transferred from standard parm99.

TABLE 4 Selected parameters describing an average
Dickerson’s dodecamer (DD) from x-ray, NMR, and MD
simulations (parm94, parm99, and parmbsc0)

Parameter NMR X-ray parm94 parm99 parmbsc0

Average twist 34 6 2 35 6 0.1 30 6 2 26 6 4 33 6 1

Average roll 3 6 1 0 6 0.5 4 6 2 4 6 2 3 6 2

mG-width 12 6 1 10 6 0.2 13 6 2 12 6 1 12 6 1
MG-width 18 6 3 18 6 0.3 20 6 1 21 6 1 19 6 1

% S-puckering ;100 6 0 89 6 5 75 6 16 96 6 5 93 6 6

G ;100 100 85 6 15 98 6 6 97 6 6
C ;100 64 6 16 80 6 18 96 6 8 88 6 12

A ;100 100 56 6 36 94 6 12 94 6 12

T ;100 100 72 6 27 94 6 12 91 6 14

% g! g1 98 6 4 99 6 2 66 6 17 67 6 8 98 6 4
No. H-bonds 26 6 0 26 6 0 26 6 0.3 25 6 1 26.0 6 0.1

% BI in

(BI/BII) Eq.

98 6 4 87 6 3 84 6 8 80 6 6 82 6 7

Rotational parameters are in degrees, and distances in Å. The canonical

g!g1 is defined in regions of a 240–360! and g 0–120!. North is defined
by phase angles smaller than 90!.
No detailed NMR analysis of sugar puckering is provided in DD structures

deposited in PDB. Accurate estimates for a related sequence suggest an

average South population around 81%, with more purines than pyrimidines
in the South conformations (see text for details).
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ABSTRACT We present here the parmbsc0 force field, a refinement of the AMBER parm99 force field, where emphasis has
been made on the correct representation of the a/g concerted rotation in nucleic acids (NAs). The modified force field corrects
overpopulations of the a/g ¼ (g1,t) backbone that were seen in long (more than 10 ns) simulations with previous AMBER
parameter sets (parm94-99). The force field has been derived by fitting to high-level quantum mechanical data and verified by
comparison with very high-level quantum mechanical calculations and by a very extensive comparison between simulations
and experimental data. The set of validation simulations includes two of the longest trajectories published to date for the DNA
duplex (200 ns each) and the largest variety of NA structures studied to date (15 different NA families and 97 individual
structures). The total simulation time used to validate the force field includes near 1 ms of state-of-the-art molecular dynamics
simulations in aqueous solution.

INTRODUCTION

Although the first molecular dynamics (MD) simulations of
proteins were published in the late 1970s (1,2), the first
restrained simulations of nucleic acids (NAs) did not appear
until the mid-1980s (3,4), and reliable unrestrained simula-
tions of these molecules were not possible until the mid-
1990s, when new force fields were developed and methods
for the proper representation of long-range electrostatic ef-
fects were incorporated into simulation codes (5–12). This
time lag illustrates the technical problems intrinsic to the MD
simulation of very charged and flexible polymers, such as
NAs, in aqueous solution.
With these difficulties addressed, the last decade has seen a

wide use of MD to study a very large number of NAs (13–18)
in water for simulation periods in the range 1–50 ns. Most of
these simulations have used explicit models of solvent and
the particle mesh Ewald method (PME) (5) to account for
long-range electrostatic effects. Although others are avail-
able, the force fields implemented in AMBER and CHARMM
have been the most widely used (6–8,10). In particular, MD
simulations using AMBER force fields have been shown to
accurately reproduce the structural and dynamic properties

of a large variety of canonical and noncanonical NAs in
water (13–20). Moreover, they have satisfactorily described
complex conformational changes such as the A / B
transition in duplex and triplex DNAs (21–27) and have per-
formed well in simulations of DNAs in extreme environments
(28–30). Finally, several systematic studies have demon-
strated the excellent ability of the standard AMBER force
field to reproduce very high-level QM data for hydrogen
bond and stacking interactions in the gas phase (31–36).
Overall, these studies suggest that the AMBER force field is
physically meaningful and retains a proper balance between
intramolecular and intermolecular forces.
The latest versions of the AMBER force field, parm94 and

parm99 (6,10), were parameterized when ‘‘state-of-the-art’’
simulations were on the 1-ns time scale and QM calculations
were limited to small model systems and to moderate levels
of theory. Quite surprisingly, both still perform well in
simulations in the 10-ns range, which is the normal simu-
lation period at the present time. However, in an extended
MD simulation of a DNA duplex, Varnai and Zakrzewska
(37) found massive a/g transitions to the gauche1, trans
geometry (away from the g",g1 state), which introduced
severe distortions in DNA in 50-ns trajectories. This ef-
fect, which was later found in other simulations by different
groups, emerged as a general sequence-independent problem
of parm99 or parm94 simulations (see simulations from the
Ascona B-DNA consortium, http://humphry.chem.wesleyan.
edu:8080/MDDNA, and more extensive simulations by our
collaborative groups) (38–40). Fortunately, analysis of data
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Current common force fields

• CHARMM: Karplus Harvard, http://www.charmm.org/ 

• AMBER: Kollman UCSF, http://ambermd.org/ 

• GROMOS: van Gunsteren, ETHZ, www.igc.ethz.ch/
GROMOS/index 

• OPLS: Jorgensen, Yale, http://zarbi.chem.yale.edu/ 

• DESMOND: Shaw, http://www.deshawresearch.com/ 

• AMOEBA-2013: polarizable protein force field 

• ...

http://www.charmm.org
http://www.igc.ethz.ch/GROMOS/index
http://www.igc.ethz.ch/GROMOS/index
http://zarbi.chem.yale.edu
http://www.deshawresearch.com
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Like Sydney Altman1, I too was initially
rejected by the renowned Medical
Research Council (MRC) Laboratory of
Molecular Biology in Cambridge,
England. The year was 1967 and I was
then in my final year of a B.Sc. degree in
Physics at Kings College in London.
Enthralled by John Kendrew’s BBC 1964
television series “The Thread of Life”, I
wanted desperately to do my Ph.D. at the
MRC in Cambridge. Alas there was no
room for any new postgraduate students
in 1967!

After some negotiations, I was accepted
for the following year. More importantly,
John Kendrew said that I should spend the
intervening period at the Weizmann
Institute in Israel with Shneior Lifson.
Kendrew had just heard of Lifson’s initial
ideas2 on the consistent force field (CFF),
which was an attempt to simulate the
properties of any molecular system from a
simple potential energy function. He
believed that these methods should be
applied to protein and nucleic acid macro-
molecules. I arrived in Israel in October,
1967 and set to work programming the
consistent force field under the supervi-
sion of Lifson and his Ph.D. student Arieh
Warshel. At that time, computing at the
Weizmann Institute was amongst the best
in the world; in 1963 computer engineers
there had built their own machine, appro-
priately known as the Golem, after the
Jewish folklore automaton.
In a few short months we had a program

called CFF that allowed us to calculate the
energy, forces (energy first derivatives with
respect to atomic positions) and curvature
(energy second derivatives with respect to
atomic positions) of any molecular system.
Warshel went on to use the program to cal-
culate structural, thermodynamic and
spectroscopic properties of small organic
molecules3, while I followed Kendrew’s
dictum and applied these same programs
to proteins. This led to the first energy
minimization of an entire protein struc-
ture (in fact we did two, myoglobin and
lysozyme) in a process that became known
as energy refinement4.
I began my Ph.D. at the MRC in

Cambridge in September, 1968 and was
immediately immersed in the annual tra-

dition of Lab Talks. These talks by mem-
bers of the three divisions at the
Laboratory of Molecular Biology at that
time (Structural Studies Division under
Kendrew, the Cell Biology Division under
Sydney Brenner and Francis Crick, and
Protein and Nucleic Acid Chemistry
Division under Fred Sanger) were a treat
for newcomers to the Lab. The ‘Molecule
of the Year’ was tRNA, which had been
predicted to exist by Francis Crick 10 years
before5 and was now the subject of intense
structural and genetic interest. I decided
to try to build a model of tRNA and start-
ed off playing with CPK space-filling
models at home. Transfer RNA has almost
2,000 atoms and a space-filling model
weighs over 100 pounds. My most vivid
memory is lowering the tRNA CPK model
from the first floor window of our terrace
cottage in Newnham, while my somewhat
pregnant wife was having a hard time con-
trolling her laughter. The model, which
was then rebuilt from brass components,
towered over me as I measured all atomic
positions with a plumb line (a pointed
metal weight hanging from a string onto
graph paper) so that the model could be
energy refined. Modeling tRNA led me to

interact closely with both Crick and Aaron
Klug and so I was exposed to the wonders
of molecular and structural biology.

The model was published in 1969 
(ref. 6) and I settled down to work on my
thesis entitled “Conformation Analysis of
Proteins”7. This was entirely devoted to
computational biology and included
chapters entitled “Energy Parameters
from Proteins”, “Interpreting Problematic
Regions of Electron Density Maps Using
Convergent Energy Refinement”, “Energy
Refinement of Enzyme/Substrate Com-
plexes: Lysozyme and Hexa-N-Acetyl-
glucosamine” and “Energy Refinement of
Tertiary Structure Changes Caused by
Oxygenation of Horse Haemoglobin”.

Work on nucleic acids was not neglect-
ed and at that time it seemed that RNA
folding would be easier to tackle than pro-
tein folding8. Computational work on
protein folding began in 1973 during my
postdoctoral research with Shneior Lifson
back at the Weizmann Institute. Arieh
Warshel had returned from his postdoc at
Harvard and we started to work together
again on both protein folding and enzyme
reactions. Each project led to novel simu-
lations9,10 that became the basis for a great

The birth of computational structural
biology
M ichael Levitt

Fig. 1 The total potential energy of any molecule is the sum of simple allo wing for bond stre tch-
ing , bond angle bending , bond twist ing , van der Waals in teract ions and electrosta tics. M any prop-
erties o f a biomolecules can be simulated with such an empirical energy funct ion .
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Multiscale resolution in modeling

• electrons 

• atoms 

• amino-acids  

• domains 

• mesoscopic to continuum
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Speeding up timescales of Chemical 
Reactions 

• Enzymes enhance the rate of                                      
chemical reactions by several                                          
orders of magnitude (e.g. arginine 
decarboxylase, alkaline 
phosphatase, staphylococcal 
nuclease up to 1014 fold) 

• the transition rate depends on the 
activation barrier 

• and enzymes affect this, not the R 
and P states

Γreactants→products ∝ e−Gbarrier/kBT



MM

QM

 

bonds

anglesdihedrals

evaluated with some wavefunction Ψ0, is certainly a function of the nuclear posi-
tions {RI}. But at the same time it can be considered to be a functional of the
wavefunction Ψ0 and thus of a set of one–particle orbitals {ψi} (or in general of
other functions such as two–particle geminals) used to build up this wavefunction
(being for instance a Slater determinant Ψ0 = det{ψi} or a combination thereof).
Now, in classical mechanics the force on the nuclei is obtained from the deriva-
tive of a Lagrangian with respect to the nuclear positions. This suggests that a
functional derivative with respect to the orbitals, which are interpreted as classical
fields, might yield the force on the orbitals, given a suitable Lagrangian. In addi-
tion, possible constraints within the set of orbitals have to be imposed, such as e.g.
orthonormality (or generalized orthonormality conditions that include an overlap
matrix).

Car and Parrinello postulated the following class of Lagrangians 108

LCP =
∑

I

1
2
MIṘ2

I +
∑

i

1
2
µi

〈
ψ̇i

∣∣∣ψ̇i

〉

︸ ︷︷ ︸
kinetic energy

− 〈Ψ0|He|Ψ0〉︸ ︷︷ ︸
potential energy

+ constraints︸ ︷︷ ︸
orthonormality

(41)

to serve this purpose. The corresponding Newtonian equations of motion are ob-
tained from the associated Euler–Lagrange equations

d

dt

∂L
∂ṘI

=
∂L
∂RI

(42)

d

dt

δL
δψ̇!

i

=
δL
δψ!

i

(43)

like in classical mechanics, but here for both the nuclear positions and the orbitals;
note ψ!

i = 〈ψi| and that the constraints are holonomic 244. Following this route of
ideas, generic Car–Parrinello equations of motion are found to be of the form

MIR̈I(t) = − ∂

∂RI
〈Ψ0|He|Ψ0〉+

∂

∂RI
{constraints} (44)

µiψ̈i(t) = − δ

δψ!
i

〈Ψ0|He|Ψ0〉+
δ

δψ!
i

{constraints} (45)

where µi (= µ) are the “fictitious masses” or inertia parameters assigned to the
orbital degrees of freedom; the units of the mass parameter µ are energy times a
squared time for reasons of dimensionality. Note that the constraints within the
total wavefunction lead to “constraint forces” in the equations of motion. Note also
that these constraints

constraints = constraints ({ψi}, {RI}) (46)

might be a function of both the set of orbitals {ψi} and the nuclear positions {RI}.
These dependencies have to be taken into account properly in deriving the Car–
Parrinello equations following from Eq. (41) using Eqs. (42)–(43), see Sect. 2.5 for
a general discussion and see e.g. Ref. 351 for a case with an additional dependence
of the wavefunction constraint on nuclear positions.

15

H = HQM + HMM + HQM/MM}
coupling term

QM: First principles Density functional theory MD

MM: Classical molecular dynamics (e.g. AMBER, Gromos force fields)

 QM/MM: - boundary atom (ad hoc monovalent pseudopotential or H capping)
- hierarchical scheme to compute Coulomb interactions

Hybrid QM/MM molecular dynamics

Car, Parrinello, PRL 1985, Laio, Vandevondele, Rothlisberger JCP 2004, Dal Peraro et al., Curr. Opin. Struct. Biol. 2007



CcrA complexed with cefotaxime  

• stable Michaelis complex 
  OH-β-lactam distance=3.3(2)Å 
   during 5 ns MD and 20ps QM/MM 

• Zn2-bound WAT is the 
  only water between the 
  zinc center and CEF in 5Å 

➡Classical force-field based MD is 
used as a tool to sample 
conformational space within the 
nanosecond timescale 

 

Reactant state

Text

Zn1Zn2

Asp120

His263

His116

His118

His196

Cys221

CEF  
(cefotaxime)

Asn233

OH

WAT
dRC

Thermodynamic integration along the reaction coordinate dRC 
DFT-BLYP, Martins-Troullier PPs, 70 Ry cutoff,  
Nose’ thermostat at 300 K,  
2 reactions pathways for a total of ~150 ps trajectory

CcrA MβL from Bacteroides fragilis 



• OH- loses Zn2 coordination 
• Zn1, Zn2 flexibility  
• WAT  protonates β-lactam N 
• N-C β-lactam bond breaks 
•  WAT replaces OH- as an hydroxide 

• ΔF = 18(2) kcal/mol  is in good 
agreement with experiments  
• if Asn233 does H-bond β-lactam: 
formation of a high unfavorable 
intermediate (Path II) 
 

water-mediated single-step

Asn233

Zn1Zn2

Asp120

His263

His116

His118

His196

CEF*

OH-WAT

Path I 
Path II

... from transition state to products

Dal Peraro et al., JACS 2007
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Coarse-graining degrees of freedom

• CG is the process of consistently reduce the complexity of 
your problem integrating out degrees of freedom which 
can be in principle neglected for your system.  

• the CG process implies a simplification of your potential 
that is not always rigorous and includes approximations 

• what you obtain is an effective potentials which is 
parametrized to reproduce given properties

VQM → VMM → VCG−MM → Vmesoscopic



Coarse-graining degrees of freedom

UMM UCG
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VCG
• CG FF models are not topologically 

biased on the native structure 
• softer interactions allow for longer 

timestep in MD simulations 
• sampling on the millisecond timescale 
• accuracy can be a problem (e.g. no 

explicit electrostatic contribution) 
• biases on the secondary structures

Coarse-grained force fields



Coarse-grained MARTINI FFMapping atoms onto CG sites

Validation: antimicrobial peptides
can form toroidal pores

Magainin H2 in a DPPC bilayer, at low concentration (a) and high
concentration.

Magainin H2 in a DPPC bilayer, at low concentration (a) and high concentration

Monticelli et al, JCTC 2008 
Klein and coworkers 

• MARTINI CG FF has functional 
form similar to MM FF 

• 4-to-1 mapping from MM to CG 
• very convenient for membranes 

and peptide-membrane 
interactions




