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Welcome !!!!!!



• physicist, studied at University of Padova, Italy

• became a biophysicist (PhD at SISSA in Trieste)

• postdoc at UPenn Chemistry, Philadelphia USA

• associate professor at SV, Institute of Bioengineering (IBI) 

• associate director of the Institute of Bioengineering (IBI)
• office AAB 048 - matteo.dalperaro@epfl.ch 

About me …

mailto:matteo.dalperaro@epfl.ch


About my lab …

• Laboratory of Biomolecular Modeling (LBM) - AAB  0th floor, AI 2nd floor

• computational and experimental structural biology  

• goal: understanding the physico-chemical principles of biological function 
and use them for bioengineering (e.g., drug and protein design, nanopores)  

quasipore is a more compact structure than the prepore and post

prepore: the pocket previously occupied by the prestem loop

becomes an inter-subunit contact (Supplementary Fig. 6e).

To verify that the quasipore conformation is indeed

representative of the full pore conformation, we analysed the

structure of wild-type aerolysin heptamers. Detergent added

during proteolytic activation reduced, but could not completely

prevent aggregation of the fully formed pores (Supplementary

Fig. 2b). If performed at sufficiently low aerolysin concentration,

it allowed us to reduce aggregation and to obtain relatively

well-dispersed individual pores in detergent micelles. Cryo-EM

analysis led to a 7.9 Å resolution map of the wild-type pore

(Fig. 4a; Supplementary Fig. 10a). This resolution was sufficient to

fit the quasipore model by rigid-body docking, demonstrating

that it very closely corresponds the wild-type final pore density

map (Fig. 4). The 28 amino acids of the fully extended inner

b-barrel that were not resolved in the quasipore structure were

modelled, using the recently solved anthrax protective antigen

transmembrane barrel as structural template (gold in Figs 3 and

4; boxed in Fig. 3a; Supplementary Fig. 9). This modelled region,

which is flanked by the detergent micelle density, fits also the

wild-type pore density (Fig. 4). Most interestingly, the nine amino

acids at the tip of each b-hairpins adopt a different conformation

than in anthrax protective antigen and fold sideways in a

rivet-like fashion, confirming our previous experimental

conclusions5. Similarly, to other transmembrane b-barrels,

including the lysenin pore13, the position of two rings of

aromatic residues spaced by 32 Å delineate the edge of the

transmembrane regions (highlighted in Fig. 4a). The extended

inner b-barrel of the pore is 87 Å long, spanning the entire length

of the protein (Supplementary Fig. 4). Interestingly, a comparison

of the concentric b-barrel structures of aerolysin and lysenin with

other membrane-spanning b-barrels reveals a strand inversion in

the b-hairpins (Supplementary Fig. 9a). While in both aerolysin

family members, the N-terminal strand is on the right side of the

b-hairpin (when viewed from outside of the b-barrel with the

extracellular side upwards), it is on left side in all other available

b-PFT structures. The reason or consequences of this strand

inversion are intriguing and remain to be determined.

Discussion

Our near-atomic resolution analysis of aerolysin at different

stages towards pore formation reveals that aerolysin secreted by

the bacterium is folded as a loaded spring, blocked by two pegs,

the CTP and the prestem loop (Fig. 5; Supplementary Movie 1).

Upon removal of the CTP, the protein straightens its fourth

domain and oligomerizes, thereby generating a novel structure

formed of two concentric b-barrels held together mainly through

hydrophobic interactions. A second peg, the prestem loop, then

gradually folds in a zipper-like manner through H-bonding and

extends the inner b-barrel to an estimated length of 87 Å in

the final pore conformation (Supplementary Movie 2), similar in

the length to the barrel formed by anthrax protective antigen23

and lysenin13 (Supplementary Fig. 9b). Furthermore, the protein

collapses vertically, bringing both concentric b-barrels towards

the target membrane in a piston-like movement. A similar

collapse also occurs upon pore formation by the unrelated family

of cholesterol-dependent cytolysins22,24, but not for anthrax

Soluble

Prepore
Post prepore

Extended inner

barrel

Pore

39 Å

Figure 5 | Aerolysin mode of action. Schematics of the structural changes observed during aerolysin mode of action from the soluble inactive monomer to

membrane-inserted oligomer subunit (Supplementary Movie 1). In soluble aerolysin, the CTP (black) acts as a peg blocking the protein in its inactive

conformation. Removal of the CTP and oligomerization lead initially to the rotation of domain 1 (red), which together with domain 2 is now able to bind the

receptor (green), as well as to a reorganization of the domain 4 into a b-sandwich, which through oligomerization becomes a concentric b-barrel

(turquoise; prepore). The reorganization of domain 4 triggers the gradual extraction of the prestem loop (yellow), as more residues are folded in the stem

domain (post prepore). The elongation of the stem b-barrel, as visualized in our cryo-EM structures proceeds from the top in a zipper-like manner as

previously hypothesized23. We speculate that before the oligomer collapses, the complete prestem loop has refolded and formed an elongated 100-Å inner

b-barrel, which is long enough to partially insert its hydrophobic tip into the membrane (extended inner barrel state). Subsequently, torsions at a first hinge

located at the interface of domains 2 (blue) and 3 (purple), and at a second hinge at the interface of domains 3 and 4 (turquoise) lead to the collapse of the

structure by 39 Å and the insertion of the inner b-barrel through the membrane, resulting in the formation of a pore, while the tips of the b-barrel loops fold

back to anchor the pore as a rivet (pore).

a

b

Figure 4 | Wild-type aerolysin pore structure. (a) The pore structure

obtained from the quasipore map was rigid-body docked into the wild-type

aerolysin map. The fit confirms that the quasipore structure indeed

represents the structure adopted by the wild-type aerolysin in the pore

conformation. For clarity, one monomer of the pore structure has been

colour coded as in Fig. 3 with domain 1 in red, domain 2 in blue, domain 3 in

purple and domain 4 in turquoise. The part of the prestem loop that was

resolved in the quasipore map is shown in yellow, while the residues

missing from the quasipore map are shown in gold (see text and Fig. 3). The

position of aromatic residues in the b-barrel (shown in ball and stick

representation) hint at the position of the two leaflets of the membrane

(dashed lines). (b) Tilted view of a showing the fit of the loops at the end of

the transmembrane b-barrel (asterisk). As previously reported, upon

crossing the bilayer the tips of the b-barrel loops fold back forming a rivet5.
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• deep learning for molecular modeling and design

http//pesto.epfl.ch

Matteo Dal Peraro                                       School of Life Sciences, EPFL                                                       Part A

A.16 Three important publications

1. Aerolysin nanopores decode digital information stored                                                
in tailored macromolecular analytes 3

C Cao, LF Krapp, A Al Ouahabi, NF König, N Cirauqui, A Radenovic*, J-F Lutz*,                
M Dal Peraro*

Science Advances, 6:eabc2661, 2020 

 
Topic: Nanopore sensing

Abstract: Digital data storage is a growing need for our society and finding alternative solu-
tions than those based on silicon or magnetic tapes is a challenge in the era of “big data.” 
The recent development of polymers that can store information at the molecular level has 
opened up new opportunities for ultrahigh density data storage, long-term archival, anti-coun-
terfeiting systems, and molecular cryptography. However, synthetic informational polymers 
are so far only deciphered by tandem mass spectrometry. In comparison, nanopore technol-
ogy can be faster, cheaper, non-destructive and provide detection at the single-molecule lev-
el; moreover, it can be massively parallelized and miniaturized in portable devices. Here, we 
demonstrate the ability of engineered aerolysin nanopores to accurately read, with single-bit 
resolution, the digital information encoded in tailored informational polymers alone and in 
mixed samples, without compromising information density. These findings open promising 
possibilities to develop writing-reading technologies to process digital data using a biological-
inspired platform. 

Background: This recent work highlights and summarise at best the latest efforts of my lab 
to develop aerolysin nanopores into promising single-molecule biological sensors. In this 
specific application in the field of data writing, storage and retrieval, we capitalised on our 
unique structural and dynamic knowledge of the pore acquired along the last decade thanks 
to our integrative structural biology approach. Thanks to computational and experimental 
electrophysiological measurements we could first understand the molecular mechanism of 
pore translocation, which then allowed us to rationally design both pore mutations and tai-
lored-made informational polymers, in order to achieve unprecedented single-molecule reso-
lution.  

† equally contributing author; * senior correspondent author; underlined are members of my lab.

January 2020                                                                                                                                                   of 52 54

• biological nanopore sensing 

• large molecular assembly 

similar set of peptides with phosphorylated serine or threonine
residues (Figures 6A and S6A). Sixteen phosphorylation sites
were identified more than twice. These included 15 previously
reported sites and one site (S2423) previously unreported
(Aiken et al., 2009; Anne et al., 2007; DeGuire et al., 2018; De-
phoure et al., 2008; Dong et al., 2012; Hornbeck et al., 2012;
Huang et al., 2015; Humbert et al., 2002; Luo et al., 2005; Mor-
itz et al., 2010; Phanstiel et al., 2011; Rangone et al., 2004; Ra-
tovitski et al., 2017; Schilling et al., 2006; Warby et al., 2005),
confirming the utility of insect cells for studying phosphoryla-
tion patterns in HTT. Most phosphorylation sites except
S2114, S2116, S2423, and S2550 located in the C-HEAT
domain are located in disordered regions in the cryo-EM
structures.

To systematically examine the potential impact of polyQ tract
length on the pattern of HTT phosphorylation, we first generated
a panel of phosphosite-specific affinity purified antibodies for
each of these 16 sites, demonstrating their site and phosphory-
lation specificities in a dot-blot assay using the phospho and the
corresponding non-phospho peptides (Figures S6A and S6B).
Using this panel of phosphosite-specific antibodies, immunoblot
analysis of the purified recombinant Q2-, Q23-, Q46-, Q67-, and
Q78-HTT series demonstrated that for eight reagents, the band
intensities (normalized to total HTT detected by mAb2166 and
relative to Q2-HTT) increased with polyQ tract length (Figures
6B, S6B, and S6C; Table S4). This finding reveals that the size
of the polyQ tract affected the level of HTT phosphorylation at
sites (S421, S434, S1181, S1201, S1864, S1876, S2116, and

Figure 5. Conformational Flexibility of the C-HEAT Domain of HTT
(A) Superimposition of Q23-HTT, Q78-HTT, andHTTHAP40models aligning N-HEAT domains. Left panel: the Bridge andC-HEAT domains colored in cyan for Q23-

HTT, pink for Q78-HTT, and pale yellow for HTTHAP40. For clarity, the N-HEAT domains are colored white. The rotation angles at the pivot joint (pale-blue circle)

located at the beginning of Bridge domain are indicated below, and the angles between the Bridge and C-HEAT are shown above. Right panel: 90! rotated view

from the left panel. The rotation angles of C-HEAT at the pivot joint (pale-blue circle) are indicated.

(B) A schematic model for conformational flexibility of HTT. The angles in HTTHAP40 are set 0! to compare relative positions in Q23- and Q78-HTT. N-HEAT

domains are shown in blue, Bridge in yellow, and C-HEAT in red. Pale-blue and pal- red circles indicate two pivot joints.

ll
Article

1042 Structure 28, 1035–1050, September 1, 2020
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Laboratory of Virology and Structural Immunology (Aleksandar Antanasijevic)

Viruses and Antibodies

• Structural analyses of antibodies

• Immunogen design and evaluation

Technology development

• Custom EM grids and nanobeads

• Tools for studying mucosal Abs

Structural Antivenomics

• Venom – antivenom interactions

• Novel antivenom formulations

10nm

IO



Overview
• Material (slides, exercises, Q&A forum …) on Moodle  

• Organization of exercises: ~10 TAs:  
• Jana, Fernando, Evgenia, Edoardo, Arthur, Alissa, Evgenia, Camilla, 

Kiruthika, Yangyang, Yash 

• Exam: 3h written exam, questions will be provided in both 
English and French and you may answer in either 
language, you can bring anything, mix of QCM and open 
exercises  

• Textbook (but not everything will be there):  
Kuriyan et al. ‘The  Molecules of Life’ 5



Vision and Rules
– build an understanding of biology from the molecular level 
– understanding of the energetic principles that govern molecular interactions in 

biomolecules 
– leverage protein structures to understand biological function 
– learn about experimental and computational methods to analyze proteins 

• You are encouraged to ask questions 
• Take notes 
• Read the book if you can - expand what we discuss in class 
• Attend lecture regularly 
• Attend exercises regularly 
• Provide early feedback - week 4/5 feedback questionnaire (provided by EPFL)



Exercise Session Guidelines

• 4 ECTS  = 2h exercise session (8-10 am Thursdays morning) 

• Give a look ahead of time if you can 

• pair up with classmates and discuss 

• discuss with the TAs - do not be shy, they are there to help  

• work on series before checking the solutions 

7



material on Moodle lecture & questions
exercises

check the lecture material corrections

Friday/Saturday -1 Monday-Tuesday Wednesday Thursday 



Common Problems in this class
• ”I don’t understand the subject, too difficult” 

• “The pace is too fast” 

• “The slides are not very helpful” 

• ”We have heard this subject in other courses” 

• “The lectures and the exercises are disconnected”  

• “The exercise sessions are too short” 

• “The lectures are not well structured” 

• “ I do not know what to learn and remember (for the exam)”
9



Lecture 1 - Outline
Today: 

• The molecules of life 
• Energetic principles of molecular interactions 
• The building blocks: 

• Nucleic Acids  

    Reading suggestions: 
-The Molecules of Life (Chapters 1-2) 

10
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Molecular machinery 

Boundary

▪ Proteins 
▪ Metabolites

▪ DNA 
▪ RNA

Heritable information

▪ Lipids ▪ Cell wall

inspired from M. Hecht  
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▪ Genetic information is used to build molecules 
▪ Proteins are the workhorse of the cell 
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12The central dogma of molecular biology 

© Jenny Li
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▪ Cells are small, complex and crowded systems  
▪ Molecular self-sustained factories 

Cells: the minimal unit of life 13

VE.coli  ≈  1 µm3 = 1 fL

E. coli

from Physical Biology of the Cell
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▪ Constituted by billions molecules  
▪ They regulate all the cellular functions 
▪ They are governed by the laws of physics 

Census of an E. coli cell 
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from Physical Biology of the Cell

nm [10-9 m]



Numbers of Life

15

size

time

concentration 

Å nm

ns — ms
protein conformational changes

these are the relevant scales important 
when we talk about biomolecules 



E.coli as molecular ruler 

• it is a good representative of biological cells 
(e.g. DNA-based genome, transcription 
machinery, lipid bilayer membranes)  

• cell size and molecular population can be used 
as a biological ruler   (≈ 1 µm3) 

• cellular equilibrium and dynamics depends on 
the concentration inside the cell (in vivo 
conditions)

AFM image 

VE.coli  ≈  1 µm3 = 1 fL

AE.coli  ≈  6 µm2

1 µm

≈
≈



     Estimate the number of proteins: Nprotein = [mtotal protein / m per protein] 

VE.coli ≈ 1fL, assume ρE.coli ≈ ρH20 =1 g/mL => mE.coli ≈ 1 pg 

Counting up E.coli 

in 1 µm ~ 100 proteins each 
with 10 nm linear space, given 
~2 nm of radius per protein, 
the space between 2 protein 
is ~ 5 nm  

- experimentally is known that dry weight is 30% total weight, and proteins take up to  
50% of dry weight, thus mtotal protein ≈ 0.15 pg 

- average protein is ~30 kDa (300 AA, mAA≈100 Da >> mper protein~ 30 kDa);               
being a Da ≈ 1.66×10-24 g we obtain that mper protein= 5 ×10 -20 g, thus  

Nprotein = mtotal protein / m per protein ≈ (15 ×10 -14 g) / (5 ×10 -20 g) ≈ 3 ×106 

of which 1/3 are typically membrane proteins Ncytoplasmic ≈ 2 × 106, Nmembrane ≈ 106 
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▪ Constituted by billions molecules  
▪ They regulate all the cellular functions 
▪ They are governed by the laws of physics 

Census of an E. coli cell 
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from Physical Biology of the Cell

nm [10-9 m]
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ribosome 
(Nobel in Chemistry 2009)

myoglobin 1959
(Nobel in Chemistry 1962)

KcsA potassium channel 
(Nobel in Chemistry 2003)

RNA polymerase II 
(Nobel in Chemistry 2006)

GPCRs 
(Nobel in Chemistry 2012)

GFP 
(Nobel in Chemistry 2008)

http://www.rcsb.org

CRISPR/Cas9
(Nobel in Chemistry 2020)

Biomolecular structures

SARS-CoV2 
Spike

http://www.rcsb.org


If you want to understand function, study structure
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Watson and Crick (1953)

Pauling and Corey (1951)

F. Crick

Perutz and Kendrew (1959)
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▪  the goal is atomic resolution (~1-2 Å) 
▪  experimental methods are: 
▪  X-ray crystallography (any size) 
▪  nuclear magnetic resonance (< 50 kDa) 
▪  cryo-electron microscopy (> 100 kDa)

http://www.rcsb.org▪ The Protein DataBank — PDB 

>200K

http://www.rcsb.org
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▪ progress in cryo-electron microscopy 
led to much improved resolution 

▪ cryo-EM is becoming the new gold 
standard in structural biology  

Krios G4 Cryo-TEM

resolution record 1.22 Å
size record ~50 kDa

Abriata, Dal Peraro, JCIM 2020  Luciano Abriata
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▪ experimental-like accuracy 
▪ >200 M predicted models available in UniProt 

experimental structure

computational prediction

AlphaFold2

Abriata and Dal Peraro, Proteins 2019
Abriata, Tamo’ and Dal Peraro, Proteins 2018
 

CASP14CASP13

CASP12

above 90 a prediction is equivalent to an experimental structure

machine learning

evolutionary couplings

Critical Assessment of protein Structure Prediction — CASP

AlphaFold2 solved a 70yo problem 

Luciano Abriata



https://www.designinglifewithai.com/EPFL MAKE Project



Energy as the main driver of 
biological processes  

26
Changes that drive a molecular system to lower energies determines what 
happens at the molecular and higher levels in biology (eg protein folding)

856     CHAPTER 18:   Folding

favorable interactions in the transition state. A consistent picture of the folding 
pathway has emerged by combining information from the simulations and the 
ϕfolding analysis. We shall not go into the details of these results here, but simply 
note that the results of computer simulations, when correlated with experimental 
measurements, have allowed scientists to obtain detailed pictures of the folding 
process for many proteins.

18.12 The process of protein folding can be described as 
funneled movement on a multidimensional free-energy 
landscape

In our discussion of protein folding so far, we have used the term “folding path-
way” as if folding proceeds along a defi ned route. It is clear, however, that this 
simple description cannot be completely correct because, as we have discussed, 
the unfolded state of a protein is an ensemble and does not correspond to just one 
conformation. In fact, there are so many conformations available to an unfolded 
protein that essentially every unfolded protein molecule in a solution would have 
a diff erent conformation. As the molecules begin to fold, they move along dif-
ferent trajectories. Th e initial part of this process must be diff erent for diff erent 
molecules, but at some point the partially folded molecules begin to resemble 
each other. Eventually, the diff erent trajectories converge on the folded state. Th e 
folded state should also be represented as an ensemble, but when the members 
are tightly clustered, it is usually easier to think of it as one structure.

Protein folding can be visualized as movement on a many-dimensional sur-
face, the dimensions of the surface being the diff erent conformational variables, 
including the backbone torsion angles, ϕ and ψ, as well as sets of sidechain tor-
sion angles. Th is multidimensional surface is called a free-energy landscape, in 
which the value of the free energy for a particular combination of conformational 
variables is analogous to elevation in a conventional landscape (Figure 18.21).

It is impossible to visualize the >150-dimensional space that is required to describe 
the conformational variables for even a small protein of 50 residues. To represent 
the qualitative features of such surfaces, the conformational variables are pro-
jected in some way on to two dimensions, so that just the x and y dimensions 
refl ect the conformation of the whole protein, and the z axis is the free energy. 

unfolded unfolded foldedintermediate transition state

F F
F

(C)(B)(A)

Figure 18.20 Identifi cation of 
transition states by comparing 
 value analysis with the results-׋
of simulations. The unfolding of a 
small protease inhibitor known as 
CI2 was simulated, resulting in many 
conformations of the protein. A few 
of these structures are shown here. 
Information from ϕ-value analysis 
was used to validate the identifi cation 
of the transition state. (Adapted from 
V. Daggett and A. Fersht, Nat. Rev. Mol. 
Cell Biol. 4: 497–502, 2003. 
With permission from Macmillan 
Publishers Ltd.)

Figure 18.21 Hypothetical free-
energy landscapes for protein 
folding. These diagrams show free 
energy (vertical axis) as a function of 
combined conformational variables 
(two horizontal axes), for three different 
proteins. (A) There is a well-defi ned 
pathway of conformational transition 
from the unfolded state to the fi nal 
folded state (F), with no free-energy 
barrier. (B) There is no defi ned pathway 
at all. All molecules can move downhill 
in free energy from their starting 
conformation to reach the folded state, 
again with no barrier. (C) The free-
energy landscape is rugged; proteins 
starting in different conformations 
encounter different barriers. There are 
many local minima in which molecules 
could be trapped temporarily. (Adapted 
from K.A. Dill and H.S. Chan, Nat Struct. 
Biol. 4: 10–19, 1997. With permission 
from Macmillan Publishers Ltd.)
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27Protein folding 

▪ Stoony Brook University (2021)

https://www.youtube.com/watch?v=YANAso8Jxrk
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28Protein folding 

▪ Stoony Brook University (2021)



There are two levels:  
- interactions that happens within a biomolecule in a covalently by chemical bonds) 
- interaction between different biomolecules (intermolecular) or within the same molecule (intramolecular),    
  determined by noncovalent interactions

The energy of non-covalent interactions is dependent on the distances between molecules - U(r) 
29

Molecular Interactions in Biomolecules 

r

U(r)



Repulsive Attractive Non-InteractingNature of the  
Interaction

The energy of interaction between two molecules is determined by noncovalent interactions  

30

r0 = equilibrium distance 

 (due to the electronic repulsion 
Pauli exclusion principle)

Molecular Interactions in Biomolecules 



But how do we compute this energy ? 

-Given that we can describe our system of interest at the atomic level,  
we can compute the sum of the pairwise interactions between all the different pairs of atoms. 

-This approach is applicable to all the building blocks of life (based on classical mechanics, which is a good 
empirical approximation as quantum mechanics more accurately describes molecular interactions). 

Atomic pairwise Interactions 

The energy of interaction between two molecules is determined by noncovalent interactions  

N

r15

U(r) ⇠
NX

i<j

U(rij)

<latexit sha1_base64="uNeK/h67CiqGslI20nRfvMxNezA=">AAACCnicbZC7TsMwFIYdrqXcAowshgqpXaoEkGBgqGBhQkUibaUmRI7rtm5tJ7IdpCrqzMKrsDCAECtPwMbb4F4GaPklS5/+c46Ozx8ljCrtON/WwuLS8spqbi2/vrG5tW3v7NZUnEpMPByzWDYipAijgniaakYaiSSIR4zUo/7VqF5/IFLRWNzpQUICjjqCtilG2lihfeAVZQlCX1Huq5SHGb3oDe9voLEN94alfGgXnLIzFpwHdwoFMFU1tL/8VoxTToTGDCnVdJ1EBxmSmmJGhnk/VSRBuI86pGlQIE5UkI1PGcIj47RgO5bmCQ3H7u+JDHGlBjwynRzprpqtjcz/as1Ut8+DjIok1UTgyaJ2yqCO4SgX2KKSYM0GBhCW1PwV4i6SCGuT3igEd/bkeagdl92Tsnt7WqhcTuPIgX1wCIrABWegAq5BFXgAg0fwDF7Bm/VkvVjv1sekdcGazuyBP7I+fwDsyJkk</latexit>
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Noncovalent interactions are broken and remade simply due to thermal fluctuations (related to the thermal 
energy of every degree of freedom, kBT ~ 2.5 kJ/mol at 300 K) 

“everything that living things do can be understood in terms of the jigglings and wigglings of atoms.” R. 
Feynman  

-Important types of noncovalent interactions in biomolecules: 
	 - van der Waals interactions - 
	 - Ionic interactions 
	 - Hydrogen bonds   

Noncovalent interactions are transient noncovalent interactions  

protein protein

water
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- Notice the quantitative information of such potential (real energies and distances). 

- In this potential there is a repulsive, attractive and non interacting region. 

- The radius of each atom determines the distance of minimal energy (sum of vdW radii). 
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their van der Waals radii (see Figure 1.6). If the atoms approach each other more 
closely, they begin to repel each other. Two atoms that are separated by the sum of 
the van der Waals radii are said to be in van der Waals contact.

Th e repulsion between atoms at short distances is responsible for many funda-
mental aspects of the structures of DNA, RNA, and proteins. Th ese steric eff ects 
provide important constraints on the three-dimensional structures of biologi-
cal macromolecules. For example, van der Waals repulsions prevent RNA from 
adopting the standard double-helical structure adopted by DNA, as noted by 
Watson and Crick in their original paper describing the DNA double helix (Box 
1.1; RNA adopts a somewhat diff erent double-helical structure, as explained in 
Chapter 2). Steric eff ects also determine the principal architectural elements of 
proteins, as we will describe in Chapter 4.

Th e van der Waals attraction between atoms is very weak. We shall defer discus-
sion of energy units until Chapter 7, but for now you should note that we will use 
joules per mole (J•mol−1; 1 J = 0.24 calories) or kilojoules per mole (kJ•mol−1, 103 
J•mol−1), as units of energy per quantity of matter. As you can see from Figure 1.6, 
when two atoms are in van der Waals contact, the stabilization energy is about 
−1 kJ•mol−1. Th e stabilization energy is the amount by which the energy at the 
optimal distance is lower than when the atoms are far apart.

To understand why we say that the van der Waals attraction is very weak, con-
sider that thermal motion causes constant collisions between molecules that are 
in solution. In Section 8.11, we shall explain the concept of thermal energy. Th is 
is the amount of energy that is readily transferred between molecules by random 
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Figure 1.6 Graph of energy as a 
function of interatomic distance 
for the van der Waals interaction. 
This graph shows how the energy 
changes as the distance between two 
neutral atoms (for example, oxygen 
and hydrogen) is varied. The energy is 
lowest when the atoms are separated 
by the sum of their van der Waals 
radii (see Table 1.1). The horizontal 
blue lines represent thermal energy 
at room temperature, which is the 
energy that is easily transferred 
between molecules during random 
collisions. Notice that the magnitude 
of the thermal energy is greater than 
the stabilization afforded by the van 
der Waals interactions, so that the 
interactions between atoms can be 
easily disrupted by collisions.

Table 1.1 Van der Waals radii and 
the electronegativities for atoms 
commonly found in biological 
molecules.

Atom van der 
Waals 
radius (Å)

Electro-
negativity 
(Pauling 
scale)

O 1.5 3.4

Cl 1.9 3.2

N 1.6 3.0

S 1.8 2.6

C 1.7 2.6

P 1.8 2.2

H 1.2 2.1

The atoms are listed from largest 
electronegativity (electron 
withdrawing ability) to smallest, 
as determined by Linus Pauling.

- due to induced dipoles in atoms
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van der Walls interactions (London forces)  

µind = ↵E
↵ : polarizability
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their van der Waals radii (see Figure 1.6). If the atoms approach each other more 
closely, they begin to repel each other. Two atoms that are separated by the sum of 
the van der Waals radii are said to be in van der Waals contact.

Th e repulsion between atoms at short distances is responsible for many funda-
mental aspects of the structures of DNA, RNA, and proteins. Th ese steric eff ects 
provide important constraints on the three-dimensional structures of biologi-
cal macromolecules. For example, van der Waals repulsions prevent RNA from 
adopting the standard double-helical structure adopted by DNA, as noted by 
Watson and Crick in their original paper describing the DNA double helix (Box 
1.1; RNA adopts a somewhat diff erent double-helical structure, as explained in 
Chapter 2). Steric eff ects also determine the principal architectural elements of 
proteins, as we will describe in Chapter 4.

Th e van der Waals attraction between atoms is very weak. We shall defer discus-
sion of energy units until Chapter 7, but for now you should note that we will use 
joules per mole (J•mol−1; 1 J = 0.24 calories) or kilojoules per mole (kJ•mol−1, 103 
J•mol−1), as units of energy per quantity of matter. As you can see from Figure 1.6, 
when two atoms are in van der Waals contact, the stabilization energy is about 
−1 kJ•mol−1. Th e stabilization energy is the amount by which the energy at the 
optimal distance is lower than when the atoms are far apart.

To understand why we say that the van der Waals attraction is very weak, con-
sider that thermal motion causes constant collisions between molecules that are 
in solution. In Section 8.11, we shall explain the concept of thermal energy. Th is 
is the amount of energy that is readily transferred between molecules by random 
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Figure 1.6 Graph of energy as a 
function of interatomic distance 
for the van der Waals interaction. 
This graph shows how the energy 
changes as the distance between two 
neutral atoms (for example, oxygen 
and hydrogen) is varied. The energy is 
lowest when the atoms are separated 
by the sum of their van der Waals 
radii (see Table 1.1). The horizontal 
blue lines represent thermal energy 
at room temperature, which is the 
energy that is easily transferred 
between molecules during random 
collisions. Notice that the magnitude 
of the thermal energy is greater than 
the stabilization afforded by the van 
der Waals interactions, so that the 
interactions between atoms can be 
easily disrupted by collisions.

Table 1.1 Van der Waals radii and 
the electronegativities for atoms 
commonly found in biological 
molecules.

Atom van der 
Waals 
radius (Å)

Electro-
negativity 
(Pauling 
scale)

O 1.5 3.4

Cl 1.9 3.2

N 1.6 3.0

S 1.8 2.6

C 1.7 2.6

P 1.8 2.2

H 1.2 2.1

The atoms are listed from largest 
electronegativity (electron 
withdrawing ability) to smallest, 
as determined by Linus Pauling.

-Individual vdW interactions are very weak - attractive part goes like U(r) ~ -1/r6. 

-Magnitude of the thermal energy is greater than a vdW interaction. 

-Many add up to significant energies for the stabilization of biomolecules

- due to induced dipoles in atoms
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Ionic interactions:  Simplest kind of interaction is between two 
charged atoms (if charges are opposite are called salt bridges)   

Energy potential for ion pair interactions: 

-Similar distance dependency to van der Waals 

-Stabilization energy is much greater 

-The equilibrium distance is smaller  

35
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Ionic interactions:  Simplest kind of interaction is between two 
charged atoms (if charges are opposite are called salt bridges)   

Energy potential for ion pair interactions: 

-Similar distance dependency to van der Waals 

-Stabilization energy is much greater 

-The equilibrium distance is smaller  
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Ionic interactions are dependent on the environment: 
- Water and ions reduce electrostatic interaction strength  

U(r) =
1

4⇡✏0

1
D

q1q2

r

= 1391 kJ ·mol�1 qiqj
rij [Å]

1

D

Table 20.1 The dielectric constants D
of several organic liquids. Source: RC
Weast, editor, Chemical Rubber
Company Handbook of Chemistry and
Physics, 53rd edition, CRC, Cleveland,
1972.

Liquid T (°C) D
Heptane 0 1.958

Heptane 30 1.916

Methanol 25 33

Formamide 20 109

Formic acid 16 58

Nitrobenzene 25 35

HCN 0 158

HCN 20 114

Glycol 25 37

Water 0 88.00

Water 25 78.54

so the networks of hydrogen bonds in hydrogen-bonded liquids are labile when
electric fields are applied.

The Bjerrum Length

To show the effect of the polarizability of the medium, let’s first compute a
useful quantity called the Bjerrum length ℓB , defined as the charge separation
at which the coulomb energy between ions u(r) just equals the thermal energy
RT (see Figure 20.3). Substitute ℓB for r and RT for u in u(r) = Cq1q2/Dr
(Equation (20.6)), and solve for ℓB for single charges q1 = q2 = e:

ℓB =
Ce2N
DRT

. (20.7)

For a temperature T = 298.15, in a vacuum or air (D = 1),

ℓB =
1.386× 10−4 J m mol−1

(8.314 J K−1 mol−1 × 298.15 K)
= 560 Å.

560 Å is a relatively long distance, many times the diameter of an atom. When
two charges are much closer together than this distance, they feel a strong
repulsive or attractive interaction, much larger than the thermal energyRT . But
when two charges are much further apart than this distance, their interactions
are weaker than RT , and they are more strongly directed by Brownian motion
than by their coulombic interactions.

Dividing u(r) = Cq1q2/Dr by (RT = Cq1q2/DℓB) gives

u
RT

= ℓB
r
. (20.8)

Example 20.3 shows an effect of the polarizability of a medium on charge
interactions. Although Na+ is strongly attracted to Cl− in a vacuum (119 kcal
mol−1; Example 20.1), the attraction is much weaker in water, where D = 78.54
at 25 °C.

374 Chapter 20. Coulomb’s Law of Electrostatic Forces

D = dielectric constant
[air(T=0°C) D=1.00059]

in water 
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ture). But electrostatic eff ects are strongly modulated by the shielding provided 
by the medium in which the charged groups are dissolved. Water and ions can 
weaken electrostatic interactions, reducing both their strength and the distance 
over which they operate. If the same two ions are separated by 3 Å in water, the 
interaction energy is reduced by a factor of 80, to about −6 kJ•mol−1 (see Figure 
1.10B). 

Th e environment within the interior of a protein is closer to that of vacuum than 
water in terms of its eff ect on electrostatic interactions. Th e interaction energy of 
two charges separated by 3 Å in the interior of a protein can be very large, reduced 
by only a factor of two compared with the energy in vacuum (see Figure 1.10C). It 
turns out, however, that fully charged groups are very rarely found in the interior 
of proteins because there is an energetic penalty associated with separating them 
from strongly bound water molecules. Instead, charged groups are usually found 
on the surfaces of proteins. Th e interaction energy depends on the extent to which 
they are exposed to water and, for a 3 Å separation, is expected to be in the range 
of −6 to −20 kJ•mol−1. Th e graph of energy versus distance shown in Figure 1.9 is 
for a relatively strong ion pair on the surface of a protein in water.

1.4 Hydrogen bonds are very common in biological 
macromolecules

Covalent bonds are often polarized, which means that one of the atoms partici-
pating in the bond withdraws electrons towards it. Th is leads to the generation of 
an electric dipole, with the electron-withdrawing atom having a partial negative 
charge and the other atom in the bond having a partial positive charge (Figure 
1.11A). Recall from introductory chemistry that electronegativity is a property of 
an atom that describes its tendency to attract electrons. Linus Pauling developed 
a useful numerical scale for the electronegativity of atoms (see Table 1.1). Th e 
more positive the value of the electronegativity, the greater the tendency of the 
atom to attract electrons. Th e most common electronegative atoms in biological 
systems are oxygen (3.4 on the Pauling electronegativity scale) and nitrogen (3.0), 
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Figure 1.10 Effect of the 
environment on the strength of 
ion pairing interactions. (A) Two 
opposite charges separated by 3 Å 
in vacuum are shown, along with the 
interaction energy calculated using 
Coulomb’s law. (B) The interaction 
energy is attenuated by a factor of 80 
if the two charges are in water. 
(C) Two charges buried inside a protein 
interact strongly. (D) Charged groups 
are typically found at the surface of 
a protein. The interaction energy is 
closer to that in water and depends on 
the neighboring atoms of the protein 
and other associated molecules.

Electronegativity

Electronegativity is a parameter 
that describes the tendency of 
an atom to attract electrons 
towards it when it is participating 
in a covalent bond. The greater the 
electronegativity of an atom, the 
greater its tendency to withdraw 
electrons.

U(r) =
1

4⇡✏0

1
D

q1q2

r
= 1391 kJ ·mol�1 qiqj

rij [Å]
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Discussion

How are salt bridges affected by the environment ?
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ture). But electrostatic eff ects are strongly modulated by the shielding provided 
by the medium in which the charged groups are dissolved. Water and ions can 
weaken electrostatic interactions, reducing both their strength and the distance 
over which they operate. If the same two ions are separated by 3 Å in water, the 
interaction energy is reduced by a factor of 80, to about −6 kJ•mol−1 (see Figure 
1.10B). 

Th e environment within the interior of a protein is closer to that of vacuum than 
water in terms of its eff ect on electrostatic interactions. Th e interaction energy of 
two charges separated by 3 Å in the interior of a protein can be very large, reduced 
by only a factor of two compared with the energy in vacuum (see Figure 1.10C). It 
turns out, however, that fully charged groups are very rarely found in the interior 
of proteins because there is an energetic penalty associated with separating them 
from strongly bound water molecules. Instead, charged groups are usually found 
on the surfaces of proteins. Th e interaction energy depends on the extent to which 
they are exposed to water and, for a 3 Å separation, is expected to be in the range 
of −6 to −20 kJ•mol−1. Th e graph of energy versus distance shown in Figure 1.9 is 
for a relatively strong ion pair on the surface of a protein in water.

1.4 Hydrogen bonds are very common in biological 
macromolecules

Covalent bonds are often polarized, which means that one of the atoms partici-
pating in the bond withdraws electrons towards it. Th is leads to the generation of 
an electric dipole, with the electron-withdrawing atom having a partial negative 
charge and the other atom in the bond having a partial positive charge (Figure 
1.11A). Recall from introductory chemistry that electronegativity is a property of 
an atom that describes its tendency to attract electrons. Linus Pauling developed 
a useful numerical scale for the electronegativity of atoms (see Table 1.1). Th e 
more positive the value of the electronegativity, the greater the tendency of the 
atom to attract electrons. Th e most common electronegative atoms in biological 
systems are oxygen (3.4 on the Pauling electronegativity scale) and nitrogen (3.0), 
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opposite charges separated by 3 Å 
in vacuum are shown, along with the 
interaction energy calculated using 
Coulomb’s law. (B) The interaction 
energy is attenuated by a factor of 80 
if the two charges are in water. 
(C) Two charges buried inside a protein 
interact strongly. (D) Charged groups 
are typically found at the surface of 
a protein. The interaction energy is 
closer to that in water and depends on 
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Electronegativity
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that describes the tendency of 
an atom to attract electrons 
towards it when it is participating 
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ture). But electrostatic eff ects are strongly modulated by the shielding provided 
by the medium in which the charged groups are dissolved. Water and ions can 
weaken electrostatic interactions, reducing both their strength and the distance 
over which they operate. If the same two ions are separated by 3 Å in water, the 
interaction energy is reduced by a factor of 80, to about −6 kJ•mol−1 (see Figure 
1.10B). 

Th e environment within the interior of a protein is closer to that of vacuum than 
water in terms of its eff ect on electrostatic interactions. Th e interaction energy of 
two charges separated by 3 Å in the interior of a protein can be very large, reduced 
by only a factor of two compared with the energy in vacuum (see Figure 1.10C). It 
turns out, however, that fully charged groups are very rarely found in the interior 
of proteins because there is an energetic penalty associated with separating them 
from strongly bound water molecules. Instead, charged groups are usually found 
on the surfaces of proteins. Th e interaction energy depends on the extent to which 
they are exposed to water and, for a 3 Å separation, is expected to be in the range 
of −6 to −20 kJ•mol−1. Th e graph of energy versus distance shown in Figure 1.9 is 
for a relatively strong ion pair on the surface of a protein in water.

1.4 Hydrogen bonds are very common in biological 
macromolecules

Covalent bonds are often polarized, which means that one of the atoms partici-
pating in the bond withdraws electrons towards it. Th is leads to the generation of 
an electric dipole, with the electron-withdrawing atom having a partial negative 
charge and the other atom in the bond having a partial positive charge (Figure 
1.11A). Recall from introductory chemistry that electronegativity is a property of 
an atom that describes its tendency to attract electrons. Linus Pauling developed 
a useful numerical scale for the electronegativity of atoms (see Table 1.1). Th e 
more positive the value of the electronegativity, the greater the tendency of the 
atom to attract electrons. Th e most common electronegative atoms in biological 
systems are oxygen (3.4 on the Pauling electronegativity scale) and nitrogen (3.0), 
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by the medium in which the charged groups are dissolved. Water and ions can 
weaken electrostatic interactions, reducing both their strength and the distance 
over which they operate. If the same two ions are separated by 3 Å in water, the 
interaction energy is reduced by a factor of 80, to about −6 kJ•mol−1 (see Figure 
1.10B). 

Th e environment within the interior of a protein is closer to that of vacuum than 
water in terms of its eff ect on electrostatic interactions. Th e interaction energy of 
two charges separated by 3 Å in the interior of a protein can be very large, reduced 
by only a factor of two compared with the energy in vacuum (see Figure 1.10C). It 
turns out, however, that fully charged groups are very rarely found in the interior 
of proteins because there is an energetic penalty associated with separating them 
from strongly bound water molecules. Instead, charged groups are usually found 
on the surfaces of proteins. Th e interaction energy depends on the extent to which 
they are exposed to water and, for a 3 Å separation, is expected to be in the range 
of −6 to −20 kJ•mol−1. Th e graph of energy versus distance shown in Figure 1.9 is 
for a relatively strong ion pair on the surface of a protein in water.

1.4 Hydrogen bonds are very common in biological 
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Covalent bonds are often polarized, which means that one of the atoms partici-
pating in the bond withdraws electrons towards it. Th is leads to the generation of 
an electric dipole, with the electron-withdrawing atom having a partial negative 
charge and the other atom in the bond having a partial positive charge (Figure 
1.11A). Recall from introductory chemistry that electronegativity is a property of 
an atom that describes its tendency to attract electrons. Linus Pauling developed 
a useful numerical scale for the electronegativity of atoms (see Table 1.1). Th e 
more positive the value of the electronegativity, the greater the tendency of the 
atom to attract electrons. Th e most common electronegative atoms in biological 
systems are oxygen (3.4 on the Pauling electronegativity scale) and nitrogen (3.0), 
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ture). But electrostatic eff ects are strongly modulated by the shielding provided 
by the medium in which the charged groups are dissolved. Water and ions can 
weaken electrostatic interactions, reducing both their strength and the distance 
over which they operate. If the same two ions are separated by 3 Å in water, the 
interaction energy is reduced by a factor of 80, to about −6 kJ•mol−1 (see Figure 
1.10B). 

Th e environment within the interior of a protein is closer to that of vacuum than 
water in terms of its eff ect on electrostatic interactions. Th e interaction energy of 
two charges separated by 3 Å in the interior of a protein can be very large, reduced 
by only a factor of two compared with the energy in vacuum (see Figure 1.10C). It 
turns out, however, that fully charged groups are very rarely found in the interior 
of proteins because there is an energetic penalty associated with separating them 
from strongly bound water molecules. Instead, charged groups are usually found 
on the surfaces of proteins. Th e interaction energy depends on the extent to which 
they are exposed to water and, for a 3 Å separation, is expected to be in the range 
of −6 to −20 kJ•mol−1. Th e graph of energy versus distance shown in Figure 1.9 is 
for a relatively strong ion pair on the surface of a protein in water.

1.4 Hydrogen bonds are very common in biological 
macromolecules

Covalent bonds are often polarized, which means that one of the atoms partici-
pating in the bond withdraws electrons towards it. Th is leads to the generation of 
an electric dipole, with the electron-withdrawing atom having a partial negative 
charge and the other atom in the bond having a partial positive charge (Figure 
1.11A). Recall from introductory chemistry that electronegativity is a property of 
an atom that describes its tendency to attract electrons. Linus Pauling developed 
a useful numerical scale for the electronegativity of atoms (see Table 1.1). Th e 
more positive the value of the electronegativity, the greater the tendency of the 
atom to attract electrons. Th e most common electronegative atoms in biological 
systems are oxygen (3.4 on the Pauling electronegativity scale) and nitrogen (3.0), 

(A)

3 Å

in vacuum

JOUFSBDUJPO�FOFSHZ��_o����L+tNPM–1

(B) in water

water water

(C) protein interior (D) protein surface
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JOUFSBDUJPO�FOFSHZ��_o����L+tNPM–1 JOUFSBDUJPO�FOFSHZ��_o���L+tNPM–1

3 Å

3 Å

Figure 1.10 Effect of the 
environment on the strength of 
ion pairing interactions. (A) Two 
opposite charges separated by 3 Å 
in vacuum are shown, along with the 
interaction energy calculated using 
Coulomb’s law. (B) The interaction 
energy is attenuated by a factor of 80 
if the two charges are in water. 
(C) Two charges buried inside a protein 
interact strongly. (D) Charged groups 
are typically found at the surface of 
a protein. The interaction energy is 
closer to that in water and depends on 
the neighboring atoms of the protein 
and other associated molecules.

Electronegativity

Electronegativity is a parameter 
that describes the tendency of 
an atom to attract electrons 
towards it when it is participating 
in a covalent bond. The greater the 
electronegativity of an atom, the 
greater its tendency to withdraw 
electrons.



Hydrogen Bonds 
- Interactions between polar groups in which a hydrogen atom with a partial positive charge is close 
to an atom with a partial negative charge.  
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- H-bonds are distance- and angle-dependent (position of donor and acceptor atoms) 

- Typical distances between 2.4-2.7 Å and angles depends nature of donor/acceptor   

- Hydrogen bonds arise from the polarization of atoms involved in covalent bonds  (think in terms of dipole-dipole 
interactions) 

- H-bonds are  weaker than salt bridges - they go like U(r) ~ -1/r3

Molecular Interactions in Biomolecules 
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their van der Waals radii (see Figure 1.6). If the atoms approach each other more 
closely, they begin to repel each other. Two atoms that are separated by the sum of 
the van der Waals radii are said to be in van der Waals contact.

Th e repulsion between atoms at short distances is responsible for many funda-
mental aspects of the structures of DNA, RNA, and proteins. Th ese steric eff ects 
provide important constraints on the three-dimensional structures of biologi-
cal macromolecules. For example, van der Waals repulsions prevent RNA from 
adopting the standard double-helical structure adopted by DNA, as noted by 
Watson and Crick in their original paper describing the DNA double helix (Box 
1.1; RNA adopts a somewhat diff erent double-helical structure, as explained in 
Chapter 2). Steric eff ects also determine the principal architectural elements of 
proteins, as we will describe in Chapter 4.

Th e van der Waals attraction between atoms is very weak. We shall defer discus-
sion of energy units until Chapter 7, but for now you should note that we will use 
joules per mole (J•mol−1; 1 J = 0.24 calories) or kilojoules per mole (kJ•mol−1, 103 
J•mol−1), as units of energy per quantity of matter. As you can see from Figure 1.6, 
when two atoms are in van der Waals contact, the stabilization energy is about 
−1 kJ•mol−1. Th e stabilization energy is the amount by which the energy at the 
optimal distance is lower than when the atoms are far apart.

To understand why we say that the van der Waals attraction is very weak, con-
sider that thermal motion causes constant collisions between molecules that are 
in solution. In Section 8.11, we shall explain the concept of thermal energy. Th is 
is the amount of energy that is readily transferred between molecules by random 
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Figure 1.6 Graph of energy as a 
function of interatomic distance 
for the van der Waals interaction. 
This graph shows how the energy 
changes as the distance between two 
neutral atoms (for example, oxygen 
and hydrogen) is varied. The energy is 
lowest when the atoms are separated 
by the sum of their van der Waals 
radii (see Table 1.1). The horizontal 
blue lines represent thermal energy 
at room temperature, which is the 
energy that is easily transferred 
between molecules during random 
collisions. Notice that the magnitude 
of the thermal energy is greater than 
the stabilization afforded by the van 
der Waals interactions, so that the 
interactions between atoms can be 
easily disrupted by collisions.

Table 1.1 Van der Waals radii and 
the electronegativities for atoms 
commonly found in biological 
molecules.

Atom van der 
Waals 
radius (Å)

Electro-
negativity 
(Pauling 
scale)

O 1.5 3.4

Cl 1.9 3.2

N 1.6 3.0

S 1.8 2.6

C 1.7 2.6

P 1.8 2.2

H 1.2 2.1

The atoms are listed from largest 
electronegativity (electron 
withdrawing ability) to smallest, 
as determined by Linus Pauling.

H-bond 



Hydrogen Bonds 
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- H-bonds are also dependent on the environment – water molecules will weaken effective hydrogen 
bonds - solvation effect 

Molecular Interactions in Biomolecules 
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- what is important in these plots is the interacting 
energy (aka binding energy) of each interaction 

- the binding energy is nothing else that the energy it 
takes to break the interaction  

- in quantitative terms it is the difference between the 
energy at the minimum of the potential and the 
energy at very long distances when the two 
molecules do not feel each other  

- this is in the order of 1 kJ/mol for vdW interactions, 
10 kJ/mol for H-bonds and 20 kJ/mol or more for 
salt bridges. 

- if you want to break these interactions this is the 
amount of energy you need to inject into the system 

- now you have to compare these binding energies 
with the thermal energy kBT, and you understand 
why it is easier to break a vdW interaction in 
biomolecules rather to break a salt bridge

Extra explanation 

- kBT



We can now understand some of the energetic principles that govern the interactions  
between macromolecules and determine how complex biological processes occur   
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Atomic Interactions Macromolecular interactions

Molecular Interactions in Biomolecules 

2.5 kJ/mol
thermal energy
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(addictive) 



grees of freedom is to consider collective excitations. For
example, phonons characterize the vibrations of a crys-
talline solid and magnons describe collective excitations of
magnetic spins. 

Indeed, physicists talk of “-ons” of all kinds. The bio-
logical setting provides a loose analogy because some
biological structures are characterized with the label 
“-somes,” which derives from the Greek word for “body.”
The term refers to macromolecular assemblies that are
made from multiple molecular components that act in a
collective fashion to perform multiple functions. Some of
the most notable examples include the ribosome, used in
protein synthesis; the nucleosome, which is the individual
packing unit for eukaryotic DNA; the proteasome, an as-
sembly that mediates protein degradation; and the tran-
scriptisome, which mediates gene transcription. By mech-
anisms and principles that are still largely unknown,
proteins assemble into -somes, perform a task, and then
disassemble again.

One of the most pleasing examples of biological col-
lective action is revealed by the machines of the so-called
central dogma. The term refers to the set of processes
whereby DNA is copied (replication), genes are read and
turned into messenger RNA (transcription), and finally,
messenger RNA is turned into the corresponding protein
by ribosomes (translation). Such processes involve multi-
ple layers of orchestration that range from the assembly
of macromolecular complexes to the simultaneous action
of multiple machines to the collective manner in which
cells may undertake the processes. Figure 3 shows the ma-
chines of the central dogma in bacteria engaged in the
processes of transcription and translation simultaneously.

The theme of collective action is also revealed in the
flow of information in biological systems. For example, the
precise spatial and temporal orchestration of events that oc-
curs as an egg differentiates into an embryo requires that
information be managed in processes called signal trans-
duction. Biological signal transduction is often broadly pre-
sented as a series of cartoons: Various proteins signal by in-
teracting with each other via often poorly understood
means. That leads to a very simple representation: a net-
work of blobs sticking or pointing to other blobs. Despite lim-
ited knowledge, it should be possible to develop formal the-
ories for understanding such processes. Indeed, the general
analysis of biological networks—systems biology—is now
generating great excitement in the biology community.

Information flow in the central dogma is likewise often
presented as a cartoon: a series of directed arrows show-
ing that information moves from DNA to RNA to proteins,
and from DNA to DNA. But information also flows from
proteins to DNA because proteins regulate the expression
of genes by binding to DNA in various ways. Though all bi-
ologists know that interesting feature of information flow,
central-dogma cartoons continue to omit the arrow that
closes the loop. That omission is central to the difference
between a formal theory and a cartoon. A closed loop in a
formal theory would admit the possibility of feedback and
complicated dynamics, both of which are an essential part
of the biological information management implemented by
the collective action of genes, RNA, and proteins.

Understanding collective effects in the cell will require
merging two philosophical viewpoints. The first is that life
is like a computer program: An infrastructure of machines
carries out arbitrary instructions that are encoded into DNA

www.physicstoday.org May 2006    Physics Today 41
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Figure 2. The confluence of energy scales is illustrated in this graph, which shows how thermal, chemical, mechanical, and
electrostatic energies associated with an object scale with size. As the characteristic object size approaches that at which mo-
lecular machines operate (shaded), all the energies converge. The horizontal line shows the thermal energy scale kT which, of
course, does not depend on an object’s size. We estimate binding energy (purple) by considering an electron in a box; for com-
parison, the graph shows measured binding energies for hydrogen bonds (square), phosphate groups in ATP (triangle), and co-
valent bonds (circle), along with characteristic energies for nuclear and subatomic particles. In estimating the bending energy
(blue), we took an elastic rod with an aspect ratio of 20:1 bent into a semicircular arc, and to compute the fracture energy
(green) we estimated the energy in chemical bonds in a longitudinal cross section of the rod. The electrostatic energy (orange)
was obtained for a spherical protein with singly charged amino acids of specified size distributed on the surface.

Edet/kBT

kBT = 4.1 pN*nm
   = 0.6 kcal/mol
   = 2.5 kJ/mol
   = 0.025 eV

at room temperature 
(300K)

Phillips and Quake, Physics Today 2006

• biological systems are subjected to deterministic forces (enthalpy) and thermal forces (entropy) 

• at the dimension scale of biological systems these are however on the same order of magnitude  

• all transformations in cells are thus determined by this subtle interplay, defined by the free energy of the 
system (G=H-TS) (accuracy in a noisy world, and use of thermal fluctuations to deploy biological function) 

The intriguing nature of biological interactions 



Molecular Interactions in Biomolecules 

Some important take-home messages: 

-The energy of interaction between different biomolecules is determined by noncovalent interactions 

- Neutral atoms attract each other at short distances through van der Waals interactions 

- Ionic interactions between charged molecules can be very strong, but are attenuated by water molecules 
(screening effect)  

- Hydrogen bonds are very common in biological macromolecules and are a consequence of polarization of 
covalent bonds     

- Always consider these molecular interactions with respect to the thermal energy level

44



The Molecules of Life 
Nucleic Acids Proteins Lipids Glycans  
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DNA in the cell



Nucleic Acids 
-DNA and RNA are both polymers of nucleotides. 

47

Structure of a nucleotide 

-Key functional groups: 
	 - Five carbon sugar – pentose in black 
	 - nitrogen-containing aromatic ring system, i.e. base – adenine in green 
	 - phosphate group in red (ranging from 1 to 3)  
-Notice the linkages between the groups  



Nucleic Acids – The phosphate   

-Nucleotides with one, two or three phosphate groups are 
referred to as nucleotide mono, di or triphosphate. 

 -The three phosphate groups are called alpha, beta and gamma

48



Nucleic Acids are Polymers 
-Nucleotides are joined together in DNA and RNA by the formation of a phosphodiester 
linkage between the 3’ carbon of one nucleotide and the 5’ of another   

49

-The phosphate groups are negatively charged (anion nature)  
– important determinant for the 3D structure of DNA and RNA 



Nucleic Acids are Polymers 
-The synthesis of  new molecules of DNA and RNA involves the 
stepwise addition of nucleotide to one end of the chain. 

-The triphosphate group is high in energy and its hydrolysis 
drives the reaction   

50



Nucleic Acids are Polymers 
-The synthesis of  new molecules of DNA and RNA involves the 
stepwise addition of nucleotide to one end of the chain. 

-The triphosphate group is high in energy and its hydrolysis 
drives the reaction   
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-DNA and RNA synthesis are template directed – DNA polymerases use a template 
strand to select each nucleotide to be added  to the growing chain  

-3’->5’ phosphodiester linkage imposes directionality  

-By convention DNA sequences are written from 5’ to the 3’ end   
  



Nucleic Acids – The pentose   
-Sugars used in RNA are derived from ribose. 

-Sugars used in DNA are derived from 2’-deoxyribose  

52

ribonucleotides 2’-deoxyribonucleotides



Nucleic Acids – The pentose   

-In DNA/RNA molecules the pentose adopts a so-called sugar pucker conformation  

53

-In energetically favorable conformations  four of the atoms of the pentose ring are 
roughly coplanar and one is out of the plane  



Nucleic Acids – The base

-DNA and RNA are built with 5 different bases 

-The name “base” comes from its chemical composition – the 
ring systems contain lone pairs of electrons in the nitrogens 
being able to act as electron pair donors – so called Lewis 
bases        

54

Nucleotide bases in RNA and DNA  
are substituted forms of two 
heterocyclic molecules known as 
pyrimidine and purine 



Nucleic Acids – The base

-DNA contains two substituted purines (adenine and guanine) 

-DNA contains two substituted pyrimidines (cytosine and 
thymine) 

-In RNA thymine is replaced by uracil    

55

-Blue arrows point to hydrogen bond donor groups 
-Red arrows  point to hydrogen bond acceptor groups

Key for the ability of RNA and 
DNA to serve as templates for the 
transfer of  genetic information  
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Watson J.D. and Crick F.H.C.  
Nature 171, 737-738 (1953)

Rosalind Franklin's X-ray image of DNA

16 CHAPTER 1:  From Genes to RNA and Proteins

Box 1.1 Reprinted from Nature

historical detour
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James Watson Explains DNA Basepairing

https://www.youtube.com/watch?v=PDeaLxoL75M
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historical detour



Nucleic Acids - 3D structure 

-DNA forms a double helix with antiparallel strands 

-Two strands together  wind up to form a right-handed double-helix 

-Bases are on the inside of the helix and the phosphate backbone 
group are on the outside. Allowing for interactions with ions and 
water and minimizing repulsion between phosphates    

- Base pairing holds the DNA strands together and is strictly 
complementary     

59

The Watson-Crick base pairs: A-T, G-C and A-U

Phosphate groups 
in spheres
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Discussion : DNA 3D structure 

Associate the different molecular interactions discussed above to the DNA structure.

 DOUBLE-HELICAL STRUCTURES OF RNA AND DNA 53

Because each of the Watson-Crick base pairs has the same shape, the three-
dimensional structure of DNA does not depend on its primary sequence. Com-
plex genomes can evolve and be accommodated within the simple double helix. 
Folded proteins, on the other hand, have complex three-dimensional structures 
that are strongly infl uenced by the linear sequence of amino acids in the polypep-
tide chain (see Chapter 4). RNA lies in a middle ground, with helical secondary 
structure organized into complicated tertiary structures. RNA can also hold infor-
mation, but in general it is not self-complementary and thus cannot form a single, 
continuous double helix. 

2.2 Hydrogen bonding between bases is important for the 
formation of double helices, but its effect is weakened 
due to interactions with water

Hydrogen bonding between bases contributes to the stability of double-helical 
nucleic acids. Th ese hydrogen bonds are cooperative: establishing one of them 
favors the formation of others through geometrical factors (Figure 2.4A). Despite 
being such a striking feature of DNA, the hydrogen bonds do not contribute as 
much to the stabilization of the double helix as does the base stacking. Hydrogen 
bonds between water and bases in single-stranded DNA are replaced by hydrogen 
bonds between bases once the double helix forms (Figure 2.4B). As we explain in 
Section 19.7, where we discuss the energetics of DNA base-pairing, the eff ective 
contribution of hydrogen bonds to the stability of DNA is less than the intrinsic 
strength of the hydrogen bonds because of competition with water. 

Water forms reasonably strong hydrogen bonds with the functional groups of 
DNA or RNA. Th e net stabilization aff orded by the hydrogen bonds between bases 
is the diff erence in stability between the hydrogen bonds that the bases form with 
water (for example, in single-stranded DNA) and the hydrogen bonds between 
bases in duplex DNA. Th is diff erence is small, so the net contribution that hydro-
gen bonds make to the stabilization of the DNA is also small.

Despite this competition with water, the formation of hydrogen bonds between 
properly paired bases is crucial for the formation of the double helix. Th is appar-
ent contradiction is resolved if one considers what happens if a base is brought 
into the double helix without an appropriate hydrogen-bonding partner. Th e 
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Figure 2.3 DNA structure. (A) The 
sugar-phosphate backbone of DNA 
is charged due to a single negative 
charge on each phosphodiester 
linkage. (B) The Watson-Crick base 
pairs are shown with the hydrogen 
bonds formed by them indicated in 
blue. (A, adapted from C. Brändén 
and J. Tooze, Introduction to Protein 
Structure, 2nd ed. New York: Garland 
Science, 1999.)



Nucleic Acids - 3D structure 
-The difference between the A and B forms arise from the sugar pucker

61

-For RNA the hydroxyl group changes the conformation of the nucleotide 
conformation with larges impact in the overall structure  



Nucleic Acids - 3D structure 
-The difference between the A and B forms arise from the sugar pucker
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-For RNA the hydroxyl group changes the conformation of the nucleotide 
conformation with larges impact in the overall structure  
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64 CHAPTER 2:  Nucleic Acid Structure

each strand, rather than one nucleotide, as in B- or A-DNA. Th e alternation of 
sugar pucker gives the helix backbone a zigzag appearance, which gives Z-form 
DNA its name. Because RNA cannot adopt a C2މ endo sugar pucker, this confor-
mation is restricted to DNA. 

Th e physiological role of Z-form DNA in the cell is still not completely understood. 
One possibility is that it triggers the opening of DNA base pairs. If a region of 
B-DNA switches to Z-DNA, then the change in handedness of the double-helical 

major
groove

minor
groove

major
groove

minor
groove

Figure 2.20 Left-handed Z-form 
DNA. Carbon atoms in the bases are 
magenta in one strand and orange in 
the other. The Z-form is a left-handed 
helix with a repeating structural unit of 
two base pairs. The major “groove” is 
so shallow that it is not really a groove 
and the minor groove is deep and very 
narrow.

Table 2.1 Structural features of A-, B-, and Z-form helices.

Helical form A B Z

Helical sense Right Right Left

Diameter ~ 26 Å ~ 20 Å ~ 18 Å

Base pairs per turn ~ 11 ~ 10 ~ 12

Helical twist (rotation per base pair for A and B, 
per two-base repeat for Z)

~ 34° ~ 36° ~ 60° (CpGp)

Helix pitch (rise per helical turn) ~ 25 Å ~ 33 Å ~ 46 Å

Helix rise (along helix axis; per base pair for A 
and B, per two-base repeat for Z)

~ 2.3 Å ~ 3.3 Å ~ 7.4 Å (CpGp)

Base tilt (with respect to helix axis) ~ 20° ~ 0° ~ – 9°

Base orientation (with respect to sugar) Anti Anti C anti/G syn

Base pair positions (helix axis indicated by 
black dot)

Features of base pair positions Base pairs displaced 
from axis; deep major 
groove, less accessible

Base pairs on axis; 
both major and minor 
grooves accessible

Base pairs stick out into 
the major groove, the 
minor groove is deep 
and narrow

(Adapted from R.E. Dickerson et al., and M.L. Kopka, Science 216: 475–482, 1982. With permission from AAAS.)

minor

major
minor

major
minor major

https://x3dna.org



Nucleic Acids - 3D structure 
-One of the most important features of  DNA double helices are the grooves. 
(we focus on the B-DNA only) 
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 DOUBLE-HELICAL STRUCTURES OF RNA AND DNA 59

2.8 The standard Watson-Crick model of double-helical DNA 
is the B-form

Th e structure of double-helical DNA, as originally described by Watson and 
Crick on the basis of Franklin and Wilkinsމ x-ray diff raction data, is known as 
B-form DNA or B-DNA. Th ere are several characteristic features of this structure 
that stand out visually. Th e base pairs, for example, are perpendicular to the axis 
of the helix. Each base pair is centered on the helix axis, so that when viewed 
from above, the base pairs all cross each other, in projection, at the central axis 
(Figure 2.10).

Th e complementary chains are parallel, but run in opposite directions, and 
together they twist into a right-handed double helix. Th e helix forms two grooves 
of unequal size (Figure 2.10). Th e wider and more accessible major groove 
(Figure 2.11) allows regulatory proteins or other molecules to gain access to 
nucleotide functional groups on the edges of the groove. Th e narrower, less acces-
sible minor groove (Figure 2.12) allows much more limited access to the func-
tional groups lying within the groove. 

B-form DNA 

B-form DNA is the standard 
conformation of double-helical 
DNA. The sugar pucker is C2’ endo, 
which is inaccessible to RNA. The 
base is in the anti conformation 
with respect to the sugar.

(B)(A)

major
groove

minor
groove

B-DNA B-DNA

major
groove

minor
groove

B-DNA

major
groove

minor
groove

(C)

base pair

concave edge
minor groove

sugar sugar

convex edge
major groove

5′
3′

5′ 3′

Figure 2.10 The grooves of B-DNA. 
(A) This diagram shows one base 
pair. One edge of the base pair has a 
convex shape, and it faces the major 
groove in double helical DNA. The 
other edge has a concave shape, and 
it faces the minor groove. (B) The 
ladder of steps formed by the base 
pairs leads to the formation of the 
major and minor grooves. Each base 
pair is indicated schematically as a 
gray plank. (C) The structure of B-form 
DNA, showing the major and minor 
grooves. (Adapted from C. Brändén 
and J. Tooze, Introduction to Protein 
Structure, 2nd ed. New York: Garland 
Science, 1999.)

15 Å

major
groove

Figure 2.11 The major groove of B-DNA. The right-handed nature of the double helix 
is illustrated by a right hand grasping a cylinder. The phosphate groups are far apart 
across the major groove, and the edges of the base pairs are accessible. The “width” of 
the major groove depends on which atoms are used to measure the distance across the 
groove. Here the distance between two phosphate oxygen atoms across the groove is 
indicated. Considering the oxygen van der Waals radius of 1.5 Å there is ~12 Å available 
for interactions. The structure shown here is for ideal B-form DNA. In real DNA structures 
the width of the groove varies somewhat.



Nucleic Acids - 3D structure 
-One of the most important features of  DNA double helices are the grooves. 

65

-The major and minor groove present very distinct structural features 

-Very important for the recognition of DNA by proteins.   
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Statement: 
The major groove has a greater information content  
than the minor  groove.   

-Yes or No ?  

- Why ?  



Nucleic Acids - 3D structure 
-Potential interaction sites at the edges of Watson-crick base pairs 
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-Four type  of interactions are possible.  
-The major and minor grooves can be identified by looking at the connections of the 
base pairs with the sugars. Major groove on the convex edge and the minor groove 
in on the concave edge. 
-Notice the chemical diversity of the major grooves  vs the minor grooves.  
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2.8 The standard Watson-Crick model of double-helical DNA 
is the B-form

Th e structure of double-helical DNA, as originally described by Watson and 
Crick on the basis of Franklin and Wilkinsމ x-ray diff raction data, is known as 
B-form DNA or B-DNA. Th ere are several characteristic features of this structure 
that stand out visually. Th e base pairs, for example, are perpendicular to the axis 
of the helix. Each base pair is centered on the helix axis, so that when viewed 
from above, the base pairs all cross each other, in projection, at the central axis 
(Figure 2.10).

Th e complementary chains are parallel, but run in opposite directions, and 
together they twist into a right-handed double helix. Th e helix forms two grooves 
of unequal size (Figure 2.10). Th e wider and more accessible major groove 
(Figure 2.11) allows regulatory proteins or other molecules to gain access to 
nucleotide functional groups on the edges of the groove. Th e narrower, less acces-
sible minor groove (Figure 2.12) allows much more limited access to the func-
tional groups lying within the groove. 

B-form DNA 

B-form DNA is the standard 
conformation of double-helical 
DNA. The sugar pucker is C2’ endo, 
which is inaccessible to RNA. The 
base is in the anti conformation 
with respect to the sugar.
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Figure 2.10 The grooves of B-DNA. 
(A) This diagram shows one base 
pair. One edge of the base pair has a 
convex shape, and it faces the major 
groove in double helical DNA. The 
other edge has a concave shape, and 
it faces the minor groove. (B) The 
ladder of steps formed by the base 
pairs leads to the formation of the 
major and minor grooves. Each base 
pair is indicated schematically as a 
gray plank. (C) The structure of B-form 
DNA, showing the major and minor 
grooves. (Adapted from C. Brändén 
and J. Tooze, Introduction to Protein 
Structure, 2nd ed. New York: Garland 
Science, 1999.)
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Figure 2.11 The major groove of B-DNA. The right-handed nature of the double helix 
is illustrated by a right hand grasping a cylinder. The phosphate groups are far apart 
across the major groove, and the edges of the base pairs are accessible. The “width” of 
the major groove depends on which atoms are used to measure the distance across the 
groove. Here the distance between two phosphate oxygen atoms across the groove is 
indicated. Considering the oxygen van der Waals radius of 1.5 Å there is ~12 Å available 
for interactions. The structure shown here is for ideal B-form DNA. In real DNA structures 
the width of the groove varies somewhat.



DNA/protein interactions
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DNA in biotechnology 

DNA origami
Dey, S., Fan, C., Gothelf, K.V. et al. DNA origami. Nat Rev Methods 
Primers 1, 13 (2021). https://doi.org/10.1038/s43586-020-00009-8

Ceze, L., Nivala, J. & Strauss, K. Molecular digital data storage using 
DNA. Nat Rev Genet 20, 456–466 (2019). https://doi.org/10.1038/
s41576-019-0125-3

Data storage 



-DNA and RNA are the informational polymers in the cell – encode genetic 
information in a way that can be read by macromolecular machines, to direct the 
synthesis of other molecules. 

-Nucleotides have pentose sugars attached to nitrogenous bases and phosphate 
groups. 

-The nucleotide bases in DNA and RNA are substituted pyrimidines or purines.  

-4 deoxyribonucleotides in DNA  (A,T,G,C) and four ribonucleotides in RNA (A,U,C,G) 

-DNA and RNA are synthesized in 5’ to 3’ direction by sequential reactions that are 
driven by hydrolysis of nucleotide triphosphates 

-DNA forms a double helix with antiparallel strands 

-Double helix involves complementary base pairing (A-T and C-G) and is stabilized 
by, hydrogen bonds, base pair stacking and electrostatic interactions 

-B-form DNA allows sequence specific recognition of the major groove by proteins. 
Each base pair has a unique set of interacting elements in the major groove but not 
in the minor groove.     70

Nucleic Acids – Take Home Messages 
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Questions ?????
• now 
• Moodle forum  
• @ matteo.dalperaro@epfl.ch 
• all the TAs

mailto:matteo.dalperaro@epfl.ch
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Next week - Lecture 2

Lipids and glycans  


