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Summary

• Different cell types have the same DNA


• Transcriptional control


• Transcriptional regulators


• Activators


• Repressors


• Understanding other regulatory systems


• Combinatorial gene control and cell types
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Maintaining specialized cell types

369

An organism’s DNA encodes all of the RNA and protein molecules required to 
construct its cells. Yet a complete description of the DNA sequence of an organ-
ism—be it the few million nucleotides of a bacterium or the few billion nucleo-
tides of a human—no more enables us to reconstruct the organism than a list of 
English words enables us to reconstruct a play by Shakespeare. In both cases, the 
problem is to know how the elements in the DNA sequence or the words on the 
list are used. Under what conditions is each gene product made, and, once made, 
what does it do?

In this chapter, we focus on the !rst half of this problem—the rules and mech-
anisms that enable a subset of genes to be selectively expressed in each cell. "ese 
mechanisms operate at many levels, and we shall discuss each level in turn. But 
!rst we present some of the basic principles involved.

AN OVERVIEW OF GENE CONTROL
"e di#erent cell types in a multicellular organism di#er dramatically in both 
structure and function. If we compare a mammalian neuron with a liver cell, for 
example, the di#erences are so extreme that it is di$cult to imagine that the two 
cells contain the same genome (Figure 7–1). For this reason, and because cell dif-
ferentiation often seemed irreversible, biologists originally suspected that genes 
might be selectively lost when a cell di#erentiates. We now know, however, that 
cell di#erentiation generally occurs without changes in the nucleotide sequence 
of a cell’s genome.

The Different Cell Types of a Multicellular Organism Contain the 
Same DNA
"e cell types in a multicellular organism become di#erent from one another 
because they synthesize and accumulate di#erent sets of RNA and protein mol-
ecules. "e initial evidence that they do this without altering the sequence of 
their DNA came from a classic set of experiments in frogs. When the nucleus of 
a fully di#erentiated frog cell is injected into a frog egg whose nucleus has been 
removed, the injected donor nucleus is capable of directing the recipient egg to 
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liver cellneuron

Figure 7–1 A neuron and a liver cell share 
the same genome. The long branches 
of this neuron from the retina enable it to 
receive electrical signals from many other 
neurons and convey them to neighboring 
neurons. The liver cell, which is drawn 
to the same scale, is involved in many 
metabolic processes, including digestion 
and the detoxification of alcohol and other 
drugs. Both of these mammalian cells 
contain the same genome, but they express 
different sets of RNAs and proteins. (Neuron 
adapted from S. Ramón y Cajal, Histologie 
du Systeme Nerveux de l’Homme et de 
Vertebres, 1909–1911. Paris: Maloine; 
reprinted, Madrid: C.S.I.C, 1972.)

Transcription regulators can cause each gene to be transcribed at the right place and time
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Summary
!e genome of a cell contains in its DNA sequence the information to make many 
thousands of di"erent protein and RNA molecules. A cell typically expresses only a 
fraction of its genes, and the di"erent types of cells in multicellular organisms arise 
because di"erent sets of genes are expressed. Moreover, cells can change the pattern 
of genes they express in response to changes in their environment, such as signals 
from other cells. Although all of the steps involved in expressing a gene can in prin-
ciple be regulated, for most genes the initiation of RNA transcription provides the 
most important point of control.

CONTROL OF TRANSCRIPTION BY SEQUENCE-
SPECIFIC DNA-BINDING PROTEINS 
How does a cell determine which of its thousands of genes to transcribe? Perhaps 
the most important concept, one that applies to all species on Earth, is based on 
a group of proteins known as transcription regulators. !ese proteins recognize 
speci"c sequences of DNA (typically 5–10 nucleotide pairs in length) that are 
often called cis-regulatory sequences, because they must be on the same chro-
mosome (that is, in cis) to the genes they control. Transcription regulators bind 
to these sequences, which are dispersed throughout genomes, and this binding 
puts into motion a series of reactions that ultimately specify which genes are to be 
transcribed and at what rate. Approximately 10% of the protein-coding genes of 
most organisms are devoted to transcription regulators, making them one of the 
largest classes of proteins in the cell. In most cases, a given transcription regulator 
recognizes its own cis-regulatory sequence, which is di#erent from those recog-
nized by all the other regulators in the cell.

Transcription of each gene is, in turn, controlled by its own collection of 
cis-regulatory sequences. !ese typically lie near the gene, often in the intergenic 
region directly upstream from the transcription start point of the gene. Although 
a few genes are controlled by a single cis-regulatory sequence that is recognized 
by a single transcription regulator, the majority have complex arrangements of 
cis-regulatory sequences, each of which is recognized by a di#erent transcription 
regulator. It is therefore the positions, identity, and arrangement of cis-regulatory 
sequences—which are an important part of the information embedded in the 
genome—that ultimately determine the time and place that each gene is tran-
scribed.

We begin our discussion by describing how transcription regulators recognize 
cis-regulatory sequences.

The Sequence of Nucleotides in the DNA Double Helix Can Be 
Read by Proteins
As discussed in Chapter 4, the DNA in a chromosome consists of a very long 
double helix that has both a major and a minor groove (Figure 7–6). Transcrip-
tion regulators must recognize short, speci"c cis-regulatory sequences within 

CONTROL OF TRANSCRIPTION BY SEQUENCE-SPECIFIC DNA-BINDING PROTEINS

Figure 7–5 Six steps at which eukaryotic 
gene expression can be controlled. 
Controls that operate at steps 1 through 
5 are discussed in this chapter. Step 6, 
the regulation of protein activity, occurs 
largely through covalent post-translational 
modifications including phosphorylation, 
acetylation, and ubiquitylation (see  
Table 3–3, p. 165). Step 6 was introduced 
in Chapter 3 and is subsequently discussed 
in many chapters throughout the book.
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Figure 7–6 Double-helical structure of 
DNA. A space-filling model of DNA showing 
the major and minor grooves on the outside 
of the double helix (see Movie 4.1). The 
atoms are colored as follows: carbon, dark 
blue; nitrogen, light blue; hydrogen, white; 
oxygen, red; phosphorus, yellow.
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Different cell types

 Differentiated cells maintain their identity


• Progeny will remain the same cell type - cell 
memory


• Some are terminally differentiated (no further 
division) like neurons or skeletal muscle cells


• Positive feedback loop so a master transcription 
regulator activates transcription of its own gene 

  401

!broblasts, smooth muscle cells, and liver cells—will divide many times in the life 
of an individual. When they do, these specialized cell types give rise only to cells 
like themselves: smooth muscle cells do not give rise to liver cells, nor liver cells 
to !broblasts.

For a proliferating cell to maintain its identity—a property called cell mem-
ory—the patterns of gene expression responsible for that identity must be remem-
bered and passed on to its daughter cells through subsequent cell divisions. "us, 
in the model we discussed in Figure 7–33, the production of each transcription 
regulator, once begun, has to be continued in the daughter cells of each cell divi-
sion. How is such perpetuation accomplished?

Cells have several ways of ensuring that their daughters “remember” what 
kind of cells they are. One of the simplest and most important is through a pos-
itive feedback loop, where a master cell-type transcription regulator activates 
transcription of its own gene, in addition to that of other cell-type-speci!c genes. 
Each time a cell divides, the regulator is distributed to both daughter cells, where 
it continues to stimulate the positive feedback loop, making more of itself each 
division. Positive feedback is crucial for establishing “self-sustaining” circuits of 
gene expression that allow a cell to commit to a particular fate—and then to trans-
mit that information to its progeny (Figure 7–39).

As was previously shown in Figure 7–37B, the master regulators needed to 
maintain the pluripotency of iPS cells bind to cis-regulatory sequences in their 
own control regions, providing examples of the type of positive feedback loop. In 
addition, most of these pluripotent cell regulators also activate transcription of 
other master regulators, resulting in a complex series of indirect feedback loops. 
For example, if A activates B, and B activates A, this forms a positive feedback 
loop where A activates its own expression, albeit indirectly. "e series of direct 
and indirect feedback loops observed in the iPS circuit is typical of other special-
ized cell circuits. Such a network structure strengthens cell memory, increasing 
the probability that a particular pattern of gene expression is transmitted through 
successive generations. For example, if the level of A drops below the critical 
threshold to stimulate its own synthesis, regulator B can rescue it. By succes-
sive application of this mechanism, a complex series of positive feedback loops 
among multiple transcription regulators can stably maintain a di#erentiated state 
through many cell divisions. 

MOLECULAR GENETIC MECHANISMS THAT CREATE AND MAINTAIN SPECIALIZED CELL TYPES
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Figure 7–39 A positive feedback loop can create cell memory. Protein A is a master transcription 
regulator that activates the transcription of its own gene—as well as other cell-type-specific genes (not 
shown). All of the descendants of the original cell will therefore “remember” that the progenitor cell had 
experienced a transient signal that initiated the production of protein A.
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Cell memory
DNA methylation can be inherited when cells divide


• DNA methylation occurs on cytosine (largely in 
sequence CG)


• Maintenance methyl transferases act on these 
newly-made CG sequences (paired with methylated 
CG sequences)


• Methyl group lies in the major groove of DNA and 
interfere with the binding of proteins - represses 
transcription

404 Chapter 7:  Control of Gene Expression

Summary
!e many types of cells in animals and plants are created largely through mecha-
nisms that cause di"erent sets of genes to be transcribed in di"erent cells. !e tran-
scription of any particular gene is generally controlled by a combination of tran-
scription regulators. Each type of cell in a higher eukaryotic organism contains a 
speci#c set of transcription regulators that ensures the expression of only those genes 
appropriate to that type of cell. A given transcription regulator may be active in a 
variety of circumstances and is typically involved in the regulation of many di"er-
ent genes.

Since specialized animal cells can maintain their unique character through 
many cell-division cycles, and even when grown in culture, the gene regulatory 
mechanisms involved in creating them must be stable once established and herita-
ble when the cell divides. !ese features re$ect the cell’s memory of its developmen-
tal history. Direct or indirect positive feedback loops, which enable transcription 
regulators to perpetuate their own synthesis, provide the simplest mechanism for 
cell memory. Transcription circuits also provide the cell with the means to carry out 
other types of logic operations. Simple transcription circuits combined into large 
regulatory networks drive highly sophisticated programs of embryonic develop-
ment that will require new approaches to decipher.

MECHANISMS THAT REINFORCE CELL MEMORY IN 
PLANTS AND ANIMALS
!us far in this chapter, we have emphasized the regulation of gene transcription 
by proteins that associate either directly or indirectly with DNA. However, DNA 
itself can be covalently modi"ed, and certain types of chromatin states appear 
to be inherited. In this section, we shall see how these phenomena also provide 
opportunities for the regulation of gene expression. At the end of this section, we 
discuss how, in mice and humans, an entire chromosome can be transcription-
ally inactivated using such mechanisms, and how this state can be maintained 
through many cell divisions. 

Patterns of DNA Methylation Can Be Inherited When Vertebrate 
Cells Divide
In vertebrate cells, the methylation of cytosine provides a mechanism through 
which gene expression patterns can be passed on to progeny cells. !e methyl-
ated form of cytosine, 5-methyl cytosine (5-methyl C), has the same relation to 
cytosine that thymine has to uracil, and the modi"cation likewise has no e#ect on 
base-pairing (Figure 7–43). DNA methylation in vertebrate DNA occurs on cyto-
sine (C) nucleotides largely in the sequence CG, which is base-paired to exactly 
the same sequence (in opposite orientation) on the other strand of the DNA helix. 
Consequently, a simple mechanism permits the existing pattern of DNA meth-
ylation to be inherited directly by the daughter DNA strands. An enzyme called 
maintenance methyl transferase acts preferentially on those CG sequences that 
are base-paired with a CG sequence that is already methylated. As a result, the 
pattern of DNA methylation on the parental DNA strand serves as a template for 
the methylation of the daughter DNA strand, causing this pattern to be inherited 
directly following DNA replication (Figure 7–44).

Although DNA methylation patterns can be maintained in di#erentiated 
cells by the mechanism shown in Figure 7–44, methylation patterns are dynamic 
during mammalian development. Shortly after fertilization, there is a genome-
wide wave of demethylation, when the vast majority of methyl groups are lost 
from the DNA. !is demethylation may occur either by suppression of mainte-
nance DNA methyl transferase activity, resulting in the passive loss of methyl 
groups during each round of DNA replication, or by demethylating enzymes (dis-
cussed below). Later in development, new methylation patterns are established 
by several de novo DNA methyl transferases that are directed to DNA by sequence 

Figure 7–43 Formation of 5-methyl 
cytosine occurs by methylation of a 
cytosine base in the DNA double helix. 
In vertebrates, this event is largely confined 
to selected cytosine (C) nucleotides located 
in the sequence CG. CG sequences are 
sometimes denoted as CpG sequences, 
where the p indicates a phosphate linkage 
to distinguish it from a CG base pair. In 
this chapter, we will continue to use the 
simpler nomenclature CG to indicate this 
dinucleotide. 
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speci!c DNA-binding proteins. Once the new patterns of methylation are estab-
lished, they can be propagated through rounds of DNA replication by the mainte-
nance methyl transferases. 

DNA methylation has several uses in the vertebrate cell. A very important 
role is to work in conjunction with other gene expression control mechanisms 
to establish a particularly e"cient form of gene repression. #is combination of 
mechanisms ensures that unneeded eukaryotic genes can be repressed to very 
high degrees. For example, the rate at which a vertebrate gene is transcribed can 
vary 106-fold between one tissue and another. #e unexpressed vertebrate genes 
are much less “leaky” in terms of transcription than bacterial genes, in which the 
largest known di$erences in transcription rates between expressed and unex-
pressed gene states are about 1000-fold.

DNA methylation helps to repress transcription in several ways. #e methyl 
groups on methylated cytosines lie in the major groove of DNA and interfere 
directly with the binding of proteins (transcription regulators as well as the gen-
eral transcription factors) required for transcription initiation. In addition, the 
cell contains a repertoire of proteins that bind speci!cally to methylated DNA.#e 
best characterized of these associate with histone modifying enzymes, leading to 
a repressive chromatin state where chromatin structure and DNA methylation act 
synergistically (Figure 7–45). One re%ection of the importance of DNA methyla-
tion to humans is the widespread involvement of “incorrect” DNA methylation 
patterns in cancer progression (discussed in Chapter 20).

CG-Rich Islands Are Associated with Many Genes in Mammals 
Because of the way in which DNA repair enzymes work, methylated C nucleotides 
in the vertebrate genome tend to be eliminated in the course of evolution. Acci-
dental deamination of an unmethylated C gives rise to U (see Figure 5–38), which 
is not normally present in DNA and thus is recognized easily by the DNA repair 
enzyme uracil DNA glycosylase, excised, and then replaced with a C (as discussed 
in Chapter 5). But accidental deamination of a 5-methyl C cannot be repaired in 
this way, for the deamination product is a T and so is indistinguishable from the 
other, nonmutant T nucleotides in the DNA. Although a special repair system 
exists to remove these mutant T nucleotides, many of the deaminations escape 
detection, so that those C nucleotides in the genome that are methylated tend to 
mutate to T over evolutionary time.

MECHANISMS THAT REINFORCE CELL MEMORY IN PLANTS AND ANIMALS
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Figure 7–44 How DNA methylation patterns are faithfully inherited. In vertebrate DNA, a large fraction of the cytosine 
nucleotides in the sequence CG is methylated (see Figure 7–43). Because of the existence of a methyl-directed methylating 
enzyme (the maintenance methyl transferase), once a pattern of DNA methylation is established, that pattern of methylation is 
inherited in the progeny DNA, as shown.
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Cell memory
• Some proteins bind specifically to methylated DNA


• E.g. histone modifying enzymes leading to 
repressive chromatin state


• Synergistic action of chromatin structure and DNA 
methylation

406 Chapter 7:  Control of Gene Expression

During the course of evolution, more than three out of every four CGs have 
been lost in this way, leaving vertebrates with a remarkable de!ciency of this 
dinucleotide. "e CG sequences that remain are very unevenly distributed in the 
genome; they are present at 10 times their average density in selected regions, 
called CG islands, which average 1000 nucleotide pairs in length. "e human 
genome contains roughly 20,000 CG islands and they usually include promot-
ers of genes. For example, 60% of human protein-coding genes have promot-
ers embedded in CG islands and these include virtually all the promoters of the 
so-called housekeeping genes—those genes that code for the many proteins that 
are essential for cell viability and are therefore expressed in nearly all cells (Figure 
7–46). Over evolutionary timescales, the CG islands were spared the accelerated 
mutation rate of bulk CG sequences because they remained unmethylated in the 
germ line (Figure 7–47).

CG islands also remain unmethylated in most somatic tissues whether or 
not the associated gene is expressed. "e unmethylated state is maintained 
by sequence-speci!c DNA-binding proteins, many of whose cis-regulatory 
sequences contain a CG. By binding to these sequences, which are spread across 
CG islands, they protect the DNA from methyl transferases. "ese proteins also 
recruit DNA demethylases, which convert 5-methyl C to hydroxy-methyl C, which 

MBoC6 m7.81/7.46
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represses gene expression

histone modifying
enzyme (”writer”)

DNA methylase enzyme
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methyl group
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Figure 7–45 Multiple mechanisms 
contribute to stable gene repression. 
In this schematic example, histone reader 
and writer proteins (discussed in Chapter 
4), under the direction of transcription 
regulators, establish a repressive form 
of chromatin. A de novo DNA methylase 
is attracted by the histone reader and 
methylates nearby cytosines in DNA, which 
are, in turn, bound by DNA methyl-binding 
proteins. During DNA replication, some 
of the modified (blue dot) histones will be 
inherited by one daughter chromosome, 
some by the other, and in each daughter 
they can induce reconstruction of the 
same pattern of chromatin modifications 
(discussed in Chapter 4). At the same 
time, the mechanism shown in Figure 7–44 
will cause both daughter chromosomes 
to inherit the same methylation pattern. 
In these cases where DNA methylation 
stimulates the activity of the histone writer, 
the two inheritance mechanisms will be 
mutually reinforcing. This scheme can 
account for the inheritance by daughter 
cells of both the histone and the DNA 
modifications. It can also explain the 
tendency of some chromatin modifications 
to spread along a chromosome (see  
Figure 4–44).
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Plan

• Transcriptional control


• Genomic imprinting


• X-chromosome inactivation


• Epigenetic inheritance


• Post-transcriptional control


• RNA processing


• RNA export


• Translational control


• mRNA stability
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Summary
!e genome of a cell contains in its DNA sequence the information to make many 
thousands of di"erent protein and RNA molecules. A cell typically expresses only a 
fraction of its genes, and the di"erent types of cells in multicellular organisms arise 
because di"erent sets of genes are expressed. Moreover, cells can change the pattern 
of genes they express in response to changes in their environment, such as signals 
from other cells. Although all of the steps involved in expressing a gene can in prin-
ciple be regulated, for most genes the initiation of RNA transcription provides the 
most important point of control.

CONTROL OF TRANSCRIPTION BY SEQUENCE-
SPECIFIC DNA-BINDING PROTEINS 
How does a cell determine which of its thousands of genes to transcribe? Perhaps 
the most important concept, one that applies to all species on Earth, is based on 
a group of proteins known as transcription regulators. !ese proteins recognize 
speci"c sequences of DNA (typically 5–10 nucleotide pairs in length) that are 
often called cis-regulatory sequences, because they must be on the same chro-
mosome (that is, in cis) to the genes they control. Transcription regulators bind 
to these sequences, which are dispersed throughout genomes, and this binding 
puts into motion a series of reactions that ultimately specify which genes are to be 
transcribed and at what rate. Approximately 10% of the protein-coding genes of 
most organisms are devoted to transcription regulators, making them one of the 
largest classes of proteins in the cell. In most cases, a given transcription regulator 
recognizes its own cis-regulatory sequence, which is di#erent from those recog-
nized by all the other regulators in the cell.

Transcription of each gene is, in turn, controlled by its own collection of 
cis-regulatory sequences. !ese typically lie near the gene, often in the intergenic 
region directly upstream from the transcription start point of the gene. Although 
a few genes are controlled by a single cis-regulatory sequence that is recognized 
by a single transcription regulator, the majority have complex arrangements of 
cis-regulatory sequences, each of which is recognized by a di#erent transcription 
regulator. It is therefore the positions, identity, and arrangement of cis-regulatory 
sequences—which are an important part of the information embedded in the 
genome—that ultimately determine the time and place that each gene is tran-
scribed.

We begin our discussion by describing how transcription regulators recognize 
cis-regulatory sequences.

The Sequence of Nucleotides in the DNA Double Helix Can Be 
Read by Proteins
As discussed in Chapter 4, the DNA in a chromosome consists of a very long 
double helix that has both a major and a minor groove (Figure 7–6). Transcrip-
tion regulators must recognize short, speci"c cis-regulatory sequences within 

CONTROL OF TRANSCRIPTION BY SEQUENCE-SPECIFIC DNA-BINDING PROTEINS

Figure 7–5 Six steps at which eukaryotic 
gene expression can be controlled. 
Controls that operate at steps 1 through 
5 are discussed in this chapter. Step 6, 
the regulation of protein activity, occurs 
largely through covalent post-translational 
modifications including phosphorylation, 
acetylation, and ubiquitylation (see  
Table 3–3, p. 165). Step 6 was introduced 
in Chapter 3 and is subsequently discussed 
in many chapters throughout the book.
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Figure 7–6 Double-helical structure of 
DNA. A space-filling model of DNA showing 
the major and minor grooves on the outside 
of the double helix (see Movie 4.1). The 
atoms are colored as follows: carbon, dark 
blue; nitrogen, light blue; hydrogen, white; 
oxygen, red; phosphorus, yellow.
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Genomic imprinting
• Mammalian cells are diploid (one set of gene from the father and one from the mother)


• For a small subset of genes, expression depends on whether they have been inherited from the 
mother or the father - when one copy is active, the other one is silent, and vice versa


• This phenomenon is called genomic imprinting


• 300 genes in humans


Genomic imprinting is an epigenetic phenomenon that causes genes to be expressed or not, depending on 

whether they are inherited from the female or male parent.
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Genomic imprinting
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Genomic imprinting
408 Chapter 7:  Control of Gene Expression

In the early embryo, genes subject to imprinting are marked by methylation 
according to whether they were derived from a sperm or an egg chromosome. 
In this way, DNA methylation is used as a mark to distinguish two copies of a 
gene that may be otherwise identical (Figure 7–48). Because imprinted genes 
are somehow protected from the wave of demethylation that takes place shortly 
after fertilization (see pp. 404–405), this mark enables somatic cells to “remem-
ber” the parental origin of each of the two copies of the gene and to regulate 
their expression accordingly. In most cases, the methyl imprint silences nearby 
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Figure 7–48 Imprinting in the mouse. The top portion of the figure shows a pair of homologous chromosomes in the somatic 
cells of two adult mice, one male and one female. In this example, both mice have inherited the top homolog from their father 
and the bottom homolog from their mother, and the paternal copy of a gene subject to imprinting (indicated in orange) is 
methylated, preventing its expression. The maternally derived copy of the same gene (yellow) is expressed. The remainder of 
the figure shows the outcome of a cross between these two mice. During germ-cell formation, but before meiosis, the imprints 
are erased and then, much later in germ-cell development, they are reimposed in a sex-specific pattern (middle portion of 
figure). In eggs produced from the female, neither allele of the A gene is methylated. In sperm from the male, both alleles of 
gene A are methylated. Shown at the bottom of the figure are two of the possible imprinting patterns inherited by the progeny 
mice; the mouse on the left has the same imprinting pattern as each of the parents, whereas the mouse on the right has the 
opposite pattern. If the two alleles of gene A are distinct, these different imprinting patterns can cause phenotypic differences 
in the progeny mice, even though they carry exactly the same DNA sequences of the two A gene alleles. Imprinting provides 
an important exception to classical genetic behavior, and several hundred mouse genes are thought to be affected in this way. 
However, the majority of mouse genes are not imprinted, and therefore the rules of Mendelian inheritance apply to most of the 
mouse genome.
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Genomic imprinting
• Example: Insulin-like growth factor-2 (Igf2) in mice


• Mice that do not express Ifg2 are smaller than 
normal mice


• Only the paternal copy of Igf2 is transcribed


• Mice with a mutated paternal gene are smaller 
whereas mice with a mutated maternal gene are 
normal


• In the embryo, these genes are marked by 
methylation according to whether they derive from 
egg or sperm chromosome


• DNA methylation is used to distinguish the 2 
copies
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Genomic imprinting

• Methyl imprint can silence or activate nearby gene expression


• For Igf2, methylation of an insulator element of the paternal 
chromosome blocks its function


• This allows a distant cis-regulatory element to activate the 
transcription of Igf2
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gene expression. In some cases, however, it can activate expression of a gene. In 
the case of Igf 2, for example, methylation of an insulator element on the pater-
nally derived chromosome blocks its function and allows distant cis-regulatory 
sequences to activate transcription of the Igf 2 gene. On the maternally derived 
chromosome, the insulator is not methylated and the Igf 2 gene is therefore not 
transcribed (Figure 7–49A).

Other cases of imprinting involve long noncoding RNAs, which are de!ned as 
RNA molecules over 200 nucleotides in length that do not code for proteins. We 
discuss lncRNAs broadly at the end of this chapter; here, we focus on the role of 
a speci!c lncRNA in imprinting. In the case of the Kcnq1 gene, which codes for a 
voltage-gated calcium channel needed for proper heart function, the lncRNA is 
made from the paternal allele (which is unmethylated) but it is not released by the 
RNA polymerase, remaining instead at its site of synthesis on the DNA template. 
"is RNA in turn recruits histone-modifying and DNA-methylating enzymes that 
direct the formation of repressive chromatin, which silences the protein-coding 
gene associated on the paternally derived chromosome (Figure 7–49B). "e mater-
nally derived gene, on the other hand, is immune to these e#ects because the spe-
ci!c methylation present from imprinting blocks the synthesis of the lncRNA but 
allows transcription of the protein-coding gene. Like Igf 2, the speci!city of Kcnq1 
imprinting arises from the inherited methylation patterns; the di#erence lies in 
the way these patterns bring about di#erential expression of the imprinted gene.

Why imprinting should exist at all is a mystery. In vertebrates, it is restricted to 
placental mammals, and many of the imprinted genes are involved in fetal devel-
opment. One idea is that imprinting re$ects a middle ground in the evolutionary 
struggle between males to produce larger o#spring and females to limit o#spring 
size. Whatever its purpose might be, imprinting provides startling evidence that 
features of DNA other than its sequence of nucleotides can be inherited.

Chromosome-Wide Alterations in Chromatin Structure Can Be 
Inherited
We have seen that DNA methylation and certain types of chromatin structure 
can be heritable, preserving patterns of gene expression across cell generations. 
Perhaps the most striking example of this e#ect occurs in mammals, in which an 
alteration in the chromatin structure of an entire chromosome can modulate the 
levels of expression of most genes on that chromosome.

MECHANISMS THAT REINFORCE CELL MEMORY IN PLANTS AND ANIMALS

Figure 7–49 Mechanisms of imprinting. 
(A) On chromosomes inherited from the 
female, a protein called CTCF binds to 
an insulator (see Figure 7–24), blocking 
communication between cis-regulatory 
sequences (green) and the Igf2 gene 
(orange). Igf2 is therefore not expressed 
from the maternally inherited chromosome. 
Because of imprinting, the insulator on the 
male-derived chromosome is methylated 
(red circles); this inactivates the insulator 
by blocking the binding of the CTCF 
protein, and allows the cis-regulatory 
sequences to activate transcription of the 
Igf2 gene. In other examples of imprinting, 
methylation simply blocks gene expression 
by interfering with the binding of proteins 
required for a gene’s transcription.  
(B) Imprinting of the mouse Kcnq1 gene. 
On the maternally derived chromosome, 
synthesis of the lncRNA is blocked by 
methylation of the DNA (red circles), 
and the Kcnq1 gene is expressed. On 
the paternally derived chromosome, the 
lncRNA is synthesized, remains in place, 
and by directing alterations in chromatin 
structure blocks expression of the Kcnq1 
gene. Although shown as directly binding 
to lncRNA, the histone-modifying enzymes 
are likely to be recruited indirectly, through 
additional proteins.
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Summary
!e genome of a cell contains in its DNA sequence the information to make many 
thousands of di"erent protein and RNA molecules. A cell typically expresses only a 
fraction of its genes, and the di"erent types of cells in multicellular organisms arise 
because di"erent sets of genes are expressed. Moreover, cells can change the pattern 
of genes they express in response to changes in their environment, such as signals 
from other cells. Although all of the steps involved in expressing a gene can in prin-
ciple be regulated, for most genes the initiation of RNA transcription provides the 
most important point of control.

CONTROL OF TRANSCRIPTION BY SEQUENCE-
SPECIFIC DNA-BINDING PROTEINS 
How does a cell determine which of its thousands of genes to transcribe? Perhaps 
the most important concept, one that applies to all species on Earth, is based on 
a group of proteins known as transcription regulators. !ese proteins recognize 
speci"c sequences of DNA (typically 5–10 nucleotide pairs in length) that are 
often called cis-regulatory sequences, because they must be on the same chro-
mosome (that is, in cis) to the genes they control. Transcription regulators bind 
to these sequences, which are dispersed throughout genomes, and this binding 
puts into motion a series of reactions that ultimately specify which genes are to be 
transcribed and at what rate. Approximately 10% of the protein-coding genes of 
most organisms are devoted to transcription regulators, making them one of the 
largest classes of proteins in the cell. In most cases, a given transcription regulator 
recognizes its own cis-regulatory sequence, which is di#erent from those recog-
nized by all the other regulators in the cell.

Transcription of each gene is, in turn, controlled by its own collection of 
cis-regulatory sequences. !ese typically lie near the gene, often in the intergenic 
region directly upstream from the transcription start point of the gene. Although 
a few genes are controlled by a single cis-regulatory sequence that is recognized 
by a single transcription regulator, the majority have complex arrangements of 
cis-regulatory sequences, each of which is recognized by a di#erent transcription 
regulator. It is therefore the positions, identity, and arrangement of cis-regulatory 
sequences—which are an important part of the information embedded in the 
genome—that ultimately determine the time and place that each gene is tran-
scribed.

We begin our discussion by describing how transcription regulators recognize 
cis-regulatory sequences.

The Sequence of Nucleotides in the DNA Double Helix Can Be 
Read by Proteins
As discussed in Chapter 4, the DNA in a chromosome consists of a very long 
double helix that has both a major and a minor groove (Figure 7–6). Transcrip-
tion regulators must recognize short, speci"c cis-regulatory sequences within 

CONTROL OF TRANSCRIPTION BY SEQUENCE-SPECIFIC DNA-BINDING PROTEINS

Figure 7–5 Six steps at which eukaryotic 
gene expression can be controlled. 
Controls that operate at steps 1 through 
5 are discussed in this chapter. Step 6, 
the regulation of protein activity, occurs 
largely through covalent post-translational 
modifications including phosphorylation, 
acetylation, and ubiquitylation (see  
Table 3–3, p. 165). Step 6 was introduced 
in Chapter 3 and is subsequently discussed 
in many chapters throughout the book.
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Figure 7–6 Double-helical structure of 
DNA. A space-filling model of DNA showing 
the major and minor grooves on the outside 
of the double helix (see Movie 4.1). The 
atoms are colored as follows: carbon, dark 
blue; nitrogen, light blue; hydrogen, white; 
oxygen, red; phosphorus, yellow.
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X chromosome inactivation

• Males and females differ in their sex chromosomes (XX and XY)


• Female cells contain twice the amount of X genes as do male cells


• The X chromosome contains > 1000 genes, whereas the Y <100 genes


• Mammals achieve dosage compensation by the transcriptional inactivation of one of the two X chromosome in 
female somatic cells
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X chromosome inactivation

410 Chapter 7:  Control of Gene Expression

Males and females di!er in their sex chromosomes. Females have two X chro-
mosomes, whereas males have one X and one Y chromosome. As a result, female 
cells contain twice as many copies of X-chromosome genes as do male cells. In 
mammals, the X and Y sex chromosomes di!er radically in gene content: the X 
chromosome is large and contains more than a thousand genes, whereas the Y 
chromosome is small and contains less than 100 genes. Mammals have evolved a 
dosage compensation mechanism to equalize the dosage of X-chromosome gene 
products between males and females. "e correct ratio of X chromosome to auto-
some (non-sex chromosome) gene products is carefully controlled, and mutations 
that interfere with this dosage compensation are generally lethal.

Mammals achieve dosage compensation by the transcriptional inactivation of 
one of the two X chromosomes in female somatic cells, a process known as X-in-
activation. As a result of X-inactivation, two X chromosomes can coexist within 
the same nucleus, exposed to the same di!usible transcription regulators, yet dif-
fer entirely in their expression. 

Early in the development of a female embryo, when it consists of a few hun-
dred cells, one of the two X chromosomes in each cell becomes highly condensed 
into a type of heterochromatin. "e initial choice of which X chromosome to inac-
tivate, the maternally inherited one (Xm) or the paternally inherited one (Xp), is 
random. Once either Xp or Xm has been inactivated, it remains silent through-
out all subsequent cell divisions of that cell and its progeny, indicating that the 
inactive state is faithfully maintained through many cycles of DNA replication and 
mitosis. Because X-inactivation is random and takes place after several hundred 
cells have already formed in the embryo, every female is a mosaic of clonal groups 
of cells in which either Xp or Xm is silenced (Figure 7–50). "ese clonal groups are 

Xp Xm

Xp Xm Xp Xm

CONDENSATION OF A RANDOMLY
SELECTED X CHROMOSOME

DIRECT INHERITANCE OF THE PATTERN OF CHROMOSOME CONDENSATION

DIRECT INHERITANCE OF THE PATTERN OF CHROMOSOME CONDENSATION

cell in early embryo

only Xm active in this clone only Xp active in this clone

MBoC6 m7.89/7.52

Figure 7–50 X-inactivation. The clonal 
inheritance in female mammals of a 
condensed, inactive X chromosome.

• In early embryo, one X chromosome (random) becomes 
highly condensed


• Once inactivated, it remains silent for all subsequent 
divisions


• It happens after several hundred cells are formed in the 
embryo, so every female is a mosaic of clonal groups of 
cells with either X chromosome silenced


• These clonal groups tend to remain close together during 
development


• Reversed during germ-cell formation
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https://www.nature.com/scitable/blog/student-voices/
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X chromosome inactivation

 How is the entire chromosome inactivated?


• initiated from a single site near the middle of the X = the 
X-inactivation center (XIC)


•Within the XIC, a lncRNA (long non-coding RNA) is 
transcribed = Xist


• Xist spreads over the chromosome and silences 
genes


• Xist recruits histone-modifying enzymes


• 10% of the genes (including Xist) escape the silencing

412 Chapter 7:  Control of Gene Expression

its identity is through a positive feedback loop in which a key transcription regu-
lator activates, either directly or indirectly, the transcription of its own gene (see 
Figure 7–39). Interlocking positive feedback loops of the type shown in Figure 
7–37 provide greater stability by bu!ering the circuit against "uctuations in the 
level of any one transcription regulator. Because transcription regulators are syn-
thesized in the cytosol and di!use throughout the nucleus, feedback loops based 
on this mechanism will a!ect both copies of a gene in a diploid cell. However, as 
discussed in this section, the expression pattern of a gene on one chromosome 
can di!er from the copy of the same gene on the other chromosome (as in X-chro-
mosome inactivation or in imprinting), and such di!erences can also be inherited 
through many cell divisions.

#e ability of a daughter cell to retain a memory of the gene expression pat-
terns that were present in the parent cell is an example of epigenetic inheritance: 
a heritable alteration in a cell or organism’s phenotype that does not result from 
changes in the nucleotide sequence of DNA (discussed in Chapter 4). (Unfortu-
nately, the term epigenetic is sometimes also used to refer to all covalent modi$-
cations to histones and DNA, whether or not they are self-propagating; many of 
these modi$cations are erased each time a cell divides and do not generate cell 
memory.)

In Figure 7–53, we contrast two self-propagating epigenetic mechanisms 
that work in cis, a!ecting only one chromosomal copy with two self-propagating 
mechanisms that work in trans, a!ecting both chromosomal copies of a gene. 
Cells can combine these mechanisms to ensure that patterns of gene expression 
are maintained and inherited accurately and reliably—over a period of up to a 
hundred years or more, in our own case.

We can get some idea of the prevalence of epigenetic changes by comparing 
identical twins. #eir genomes have the same sequence of nucleotides, and, obvi-
ously, many features of identical twins—such as their appearance—are strongly 
determined by the genome sequences they inherit. When their gene expression, 
histone modi$cation, and DNA methylation patterns are compared, however, 
many di!erences are observed. Because these di!erences are roughly correlated 
not only with age but also with the time that the twins have spent apart from each 
other, it has been proposed that some of these di!erences are heritable from cell 
to cell and are the result of environmental factors. Although these studies are in 
early stages, the idea that environmental events can be permanently registered 
as epigenetic changes in our cells is a fascinating one that presents an important 
challenge to the next generation of biological scientists. 

Figure 7–52 Mammalian X-chromosome 
inactivation. X-chromosome inactivation 
begins with the synthesis of Xist 
(X-inactivation specific transcript) RNA from 
the XIC (X-inactivation center) locus and 
moves outward to the chromosome ends. 
According to the model depicted here, 
the long (≈20,000 nucleotides) Xist RNA 
has many low-affinity binding sites for the 
structural components of chromosomes 
and spreads by releasing its hold on one 
portion of the chromosome while grasping 
another. The continued synthesis of Xist 
from the center of the chromosome drives 
it to the ends. As shown, Xist RNA does 
not move linearly along the chromosomal 
DNA, but, instead, moves first across the 
base of chromosome loops. It has been 
proposed that the portions of chromosomal 
DNA at the tips of long loops contain the 
10% of genes that escape X-chromosome 
inactivation.
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Both imprinting and X-inactivation lead to monoallelic gene expression - only one of the two copies of a gene is expressed
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Summary
!e genome of a cell contains in its DNA sequence the information to make many 
thousands of di"erent protein and RNA molecules. A cell typically expresses only a 
fraction of its genes, and the di"erent types of cells in multicellular organisms arise 
because di"erent sets of genes are expressed. Moreover, cells can change the pattern 
of genes they express in response to changes in their environment, such as signals 
from other cells. Although all of the steps involved in expressing a gene can in prin-
ciple be regulated, for most genes the initiation of RNA transcription provides the 
most important point of control.

CONTROL OF TRANSCRIPTION BY SEQUENCE-
SPECIFIC DNA-BINDING PROTEINS 
How does a cell determine which of its thousands of genes to transcribe? Perhaps 
the most important concept, one that applies to all species on Earth, is based on 
a group of proteins known as transcription regulators. !ese proteins recognize 
speci"c sequences of DNA (typically 5–10 nucleotide pairs in length) that are 
often called cis-regulatory sequences, because they must be on the same chro-
mosome (that is, in cis) to the genes they control. Transcription regulators bind 
to these sequences, which are dispersed throughout genomes, and this binding 
puts into motion a series of reactions that ultimately specify which genes are to be 
transcribed and at what rate. Approximately 10% of the protein-coding genes of 
most organisms are devoted to transcription regulators, making them one of the 
largest classes of proteins in the cell. In most cases, a given transcription regulator 
recognizes its own cis-regulatory sequence, which is di#erent from those recog-
nized by all the other regulators in the cell.

Transcription of each gene is, in turn, controlled by its own collection of 
cis-regulatory sequences. !ese typically lie near the gene, often in the intergenic 
region directly upstream from the transcription start point of the gene. Although 
a few genes are controlled by a single cis-regulatory sequence that is recognized 
by a single transcription regulator, the majority have complex arrangements of 
cis-regulatory sequences, each of which is recognized by a di#erent transcription 
regulator. It is therefore the positions, identity, and arrangement of cis-regulatory 
sequences—which are an important part of the information embedded in the 
genome—that ultimately determine the time and place that each gene is tran-
scribed.

We begin our discussion by describing how transcription regulators recognize 
cis-regulatory sequences.

The Sequence of Nucleotides in the DNA Double Helix Can Be 
Read by Proteins
As discussed in Chapter 4, the DNA in a chromosome consists of a very long 
double helix that has both a major and a minor groove (Figure 7–6). Transcrip-
tion regulators must recognize short, speci"c cis-regulatory sequences within 

CONTROL OF TRANSCRIPTION BY SEQUENCE-SPECIFIC DNA-BINDING PROTEINS

Figure 7–5 Six steps at which eukaryotic 
gene expression can be controlled. 
Controls that operate at steps 1 through 
5 are discussed in this chapter. Step 6, 
the regulation of protein activity, occurs 
largely through covalent post-translational 
modifications including phosphorylation, 
acetylation, and ubiquitylation (see  
Table 3–3, p. 165). Step 6 was introduced 
in Chapter 3 and is subsequently discussed 
in many chapters throughout the book.
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Figure 7–6 Double-helical structure of 
DNA. A space-filling model of DNA showing 
the major and minor grooves on the outside 
of the double helix (see Movie 4.1). The 
atoms are colored as follows: carbon, dark 
blue; nitrogen, light blue; hydrogen, white; 
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Epigenetic inheritance

= The ability of a daughter cell to retain a memory of the gene expression patterns that were present in the parent cell


• Heritable alteration in a cell’s phenotype


• Does not result from changes in the sequence of DNA


• 4 mechanisms of epigenetic inheritance
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Summary
Eukaryotic cells can use inherited forms of DNA methylation and inherited states 
of chromatin condensation as additional mechanisms for generating cell memory 
of gene expression patterns. An especially dramatic case that involves chromatin 
condensation is the inactivation of an entire X chromosome in female mammals. 
DNA methylation underlies the phenomenon in mammals of genomic imprinting, 
in which the expression of a gene depends on whether it was inherited from the 
mother or the father.

POST-TRANSCRIPTIONAL CONTROLS
In principle, every step required for the process of gene expression can be con-
trolled. Indeed, one can !nd examples of each type of regulation, and many genes 
are regulated by multiple mechanisms. As we have seen, controls on the initiation 
of gene transcription are a critical form of regulation for all genes. But other con-
trols can act later in the pathway from DNA to protein to modulate the amount 
of gene product that is made—and in some cases, to determine the exact amino 
acid sequence of the protein product. "ese post-transcriptional controls, which 
operate after RNA polymerase has bound to the gene’s promoter and has begun 
RNA synthesis, are crucial for the regulation of many genes.

In the following sections, we consider the varieties of post-transcriptional reg-
ulation in temporal order, according to the sequence of events that an RNA mole-
cule might experience after its transcription has begun (Figure 7–54). 
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Figure 7–53 Four distinct mechanisms 
that can produce an epigenetic 
form of inheritance in an organism. 
(A) Epigenetic mechanisms that act 
in cis. As discussed in this chapter, a 
maintenance methylase can propagate 
specific patterns of cytosine methylation 
(see Figure 7–44). As discussed in 
Chapter 4, a histone modifying enzyme 
that replicates the same modification that 
attracts it to chromatin can result in the 
modification being self-propagating (see 
Figure 4–44). (B) Epigenetic mechanisms 
that act in trans. Positive feedback loops, 
formed by transcriptional regulators are 
found in all species and are probably the 
most common form of cell memory. As 
discussed in Chapter 3, some proteins 
can form self-propagating prions (Figure 
3–33). If these proteins are involved in gene 
expression, they can transmit patterns of 
gene expression to daughter cells.
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Figure 7–54 Post-transcriptional 
controls of gene expression. The final 
synthesis rate of a protein can, in principle, 
be controlled at any of the steps listed in 
capital letters. In addition, RNA splicing, 
RNA editing, and translation recoding can 
also alter the sequence of amino acids in 
a protein, making it possible for the cell to 
produce more than one protein variant from 
the same gene. Only a few of the steps 
depicted here are likely to be critical for the 
regulation of any one particular protein.
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Summary
!e genome of a cell contains in its DNA sequence the information to make many 
thousands of di"erent protein and RNA molecules. A cell typically expresses only a 
fraction of its genes, and the di"erent types of cells in multicellular organisms arise 
because di"erent sets of genes are expressed. Moreover, cells can change the pattern 
of genes they express in response to changes in their environment, such as signals 
from other cells. Although all of the steps involved in expressing a gene can in prin-
ciple be regulated, for most genes the initiation of RNA transcription provides the 
most important point of control.

CONTROL OF TRANSCRIPTION BY SEQUENCE-
SPECIFIC DNA-BINDING PROTEINS 
How does a cell determine which of its thousands of genes to transcribe? Perhaps 
the most important concept, one that applies to all species on Earth, is based on 
a group of proteins known as transcription regulators. !ese proteins recognize 
speci"c sequences of DNA (typically 5–10 nucleotide pairs in length) that are 
often called cis-regulatory sequences, because they must be on the same chro-
mosome (that is, in cis) to the genes they control. Transcription regulators bind 
to these sequences, which are dispersed throughout genomes, and this binding 
puts into motion a series of reactions that ultimately specify which genes are to be 
transcribed and at what rate. Approximately 10% of the protein-coding genes of 
most organisms are devoted to transcription regulators, making them one of the 
largest classes of proteins in the cell. In most cases, a given transcription regulator 
recognizes its own cis-regulatory sequence, which is di#erent from those recog-
nized by all the other regulators in the cell.

Transcription of each gene is, in turn, controlled by its own collection of 
cis-regulatory sequences. !ese typically lie near the gene, often in the intergenic 
region directly upstream from the transcription start point of the gene. Although 
a few genes are controlled by a single cis-regulatory sequence that is recognized 
by a single transcription regulator, the majority have complex arrangements of 
cis-regulatory sequences, each of which is recognized by a di#erent transcription 
regulator. It is therefore the positions, identity, and arrangement of cis-regulatory 
sequences—which are an important part of the information embedded in the 
genome—that ultimately determine the time and place that each gene is tran-
scribed.

We begin our discussion by describing how transcription regulators recognize 
cis-regulatory sequences.

The Sequence of Nucleotides in the DNA Double Helix Can Be 
Read by Proteins
As discussed in Chapter 4, the DNA in a chromosome consists of a very long 
double helix that has both a major and a minor groove (Figure 7–6). Transcrip-
tion regulators must recognize short, speci"c cis-regulatory sequences within 

CONTROL OF TRANSCRIPTION BY SEQUENCE-SPECIFIC DNA-BINDING PROTEINS

Figure 7–5 Six steps at which eukaryotic 
gene expression can be controlled. 
Controls that operate at steps 1 through 
5 are discussed in this chapter. Step 6, 
the regulation of protein activity, occurs 
largely through covalent post-translational 
modifications including phosphorylation, 
acetylation, and ubiquitylation (see  
Table 3–3, p. 165). Step 6 was introduced 
in Chapter 3 and is subsequently discussed 
in many chapters throughout the book.
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Figure 7–6 Double-helical structure of 
DNA. A space-filling model of DNA showing 
the major and minor grooves on the outside 
of the double helix (see Movie 4.1). The 
atoms are colored as follows: carbon, dark 
blue; nitrogen, light blue; hydrogen, white; 
oxygen, red; phosphorus, yellow.
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Summary
Eukaryotic cells can use inherited forms of DNA methylation and inherited states 
of chromatin condensation as additional mechanisms for generating cell memory 
of gene expression patterns. An especially dramatic case that involves chromatin 
condensation is the inactivation of an entire X chromosome in female mammals. 
DNA methylation underlies the phenomenon in mammals of genomic imprinting, 
in which the expression of a gene depends on whether it was inherited from the 
mother or the father.

POST-TRANSCRIPTIONAL CONTROLS
In principle, every step required for the process of gene expression can be con-
trolled. Indeed, one can !nd examples of each type of regulation, and many genes 
are regulated by multiple mechanisms. As we have seen, controls on the initiation 
of gene transcription are a critical form of regulation for all genes. But other con-
trols can act later in the pathway from DNA to protein to modulate the amount 
of gene product that is made—and in some cases, to determine the exact amino 
acid sequence of the protein product. "ese post-transcriptional controls, which 
operate after RNA polymerase has bound to the gene’s promoter and has begun 
RNA synthesis, are crucial for the regulation of many genes.

In the following sections, we consider the varieties of post-transcriptional reg-
ulation in temporal order, according to the sequence of events that an RNA mole-
cule might experience after its transcription has begun (Figure 7–54). 
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Figure 7–53 Four distinct mechanisms 
that can produce an epigenetic 
form of inheritance in an organism. 
(A) Epigenetic mechanisms that act 
in cis. As discussed in this chapter, a 
maintenance methylase can propagate 
specific patterns of cytosine methylation 
(see Figure 7–44). As discussed in 
Chapter 4, a histone modifying enzyme 
that replicates the same modification that 
attracts it to chromatin can result in the 
modification being self-propagating (see 
Figure 4–44). (B) Epigenetic mechanisms 
that act in trans. Positive feedback loops, 
formed by transcriptional regulators are 
found in all species and are probably the 
most common form of cell memory. As 
discussed in Chapter 3, some proteins 
can form self-propagating prions (Figure 
3–33). If these proteins are involved in gene 
expression, they can transmit patterns of 
gene expression to daughter cells.
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Figure 7–54 Post-transcriptional 
controls of gene expression. The final 
synthesis rate of a protein can, in principle, 
be controlled at any of the steps listed in 
capital letters. In addition, RNA splicing, 
RNA editing, and translation recoding can 
also alter the sequence of amino acids in 
a protein, making it possible for the cell to 
produce more than one protein variant from 
the same gene. Only a few of the steps 
depicted here are likely to be critical for the 
regulation of any one particular protein.
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Transcription attenuation

The expression of some genes is inhibited by premature termination of transcription

• The nascent RNA chain can adopt a structure that causes it to interact with the RNA 
polymerase


• This leads to the abortion of transcription


• When the gene is needed, proteins bind to the RNA and remove the attenuation
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Transcription attenuation
The expression of some genes is inhibited by premature termination of transcription
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Riboswitches
• Short sequences of RNA that change conformation upon metabolite binding


• The conformational change regulates gene expression


• Often at 5’ end of mRNA, folding during mRNA synthesis


• Blocking or permitting progress of the RNA polymerase
414 Chapter 7:  Control of Gene Expression

Transcription Attenuation Causes the Premature Termination of 
Some RNA Molecules
It has long been known that the expression of some genes is inhibited by pre-
mature termination of transcription, a phenomenon called transcription attenua-
tion. In some of these cases, the nascent RNA chain adopts a structure that causes 
it to interact with the RNA polymerase in such a way as to abort its transcription. 
When the gene product is required, regulatory proteins bind to the nascent RNA 
chain and remove the attenuation, allowing the transcription of a complete RNA 
molecule.

A well-studied example of transcription attenuation occurs during the life 
cycle of HIV, the human immunode!ciency virus that is the causative agent of 
acquired immune de!ciency syndrome, or AIDS. Once the HIV genome has been 
integrated into the host genome, the viral DNA is transcribed by the cell’s RNA 
polymerase II (see Figure 5–62). However, this polymerase usually terminates 
transcription after synthesizing transcripts of several hundred nucleotides and 
therefore fails to e"ciently transcribe the entire viral genome. When conditions 
for viral growth are optimal, a virus-encoded protein called Tat, which binds to 
a speci!c stem-loop structure in the nascent RNA that contains a “bulged base,” 
prevents this premature termination (see Figure 6–89). Once bound to this spe-
ci!c RNA structure (called TAR), Tat assembles several host-cell proteins that 
allow the RNA polymerase to continue transcribing. #e normal role of at least 
some of these proteins is to prevent pausing and premature termination by RNA 
polymerase when it transcribes normal cell genes. #us, a normal cell mechanism 
has apparently been highjacked by HIV to permit transcription of its genome to be 
controlled by a single viral protein. 

Riboswitches Probably Represent Ancient Forms of Gene Control
In Chapter 6, we discussed the idea that, before modern cells arose on Earth, RNA 
played the role of both DNA and proteins, both storing hereditary information 
and catalyzing chemical reactions (see pp. 362–366). #e discovery of riboswitches 
shows that RNA can also form control devices. Riboswitches are short sequences 
of RNA that change their conformation on binding small molecules, such as 
metabolites. Each riboswitch recognizes a speci!c small molecule and the result-
ing conformational change is used to regulate gene expression. Riboswitches are 
often located near the 5ʹ end of mRNAs, and they fold while the mRNA is being 
synthesized, blocking or permitting progress of the RNA polymerase according to 
whether the regulatory small molecule is bound (Figure 7–55).

Riboswitches are particularly common in bacteria, in which they sense key 
small metabolites in the cell and adjust gene expression accordingly. Perhaps 
their most remarkable feature is the high speci!city and a"nity with which each 
recognizes only the appropriate small molecule; in many cases, every chemical 
feature of the small molecule is read by the RNA (Figure 7–55C). Moreover, the 
binding a"nities observed are as tight as those typically observed between small 
molecules and proteins.
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Figure 7–55 A riboswitch that responds 
to guanine. (A) In this example from 
bacteria, the riboswitch controls expression 
of the purine biosynthetic genes. When 
guanine levels in cells are low, an 
elongating RNA polymerase transcribes 
the purine biosynthetic genes, and the 
enzymes needed for guanine synthesis are 
therefore expressed. (B) When guanine is 
abundant, it binds the riboswitch, causing 
it to undergo a conformational change that 
forces the RNA polymerase to terminate 
transcription (see Figure 6–11). (C) Guanine 
(red) bound to the riboswitch. Only those 
nucleotides that form the guanine-binding 
pocket are shown. Many other riboswitches 
exist, including those that recognize 
S-adenosylmethionine, coenzyme B12, 
flavin mononucleotide, adenine, lysine, and 
glycine. (Adapted from M. Mandal and  
R.R. Breaker, Nat. Rev. Mol. Cell Biol. 
5:451–463, 2004. With permission from 
Macmillan Publishers Ltd; and C.K. 
Vanderpool and S. Gottesman, Mol. 
Microbiol. 54:1076–1089, 2004. With 
permission from Blackwell Publishing.)
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Alternative RNA splicing

• Splicing = removes the introns from the mRNA precursor


• Alternative splicing allows to make different polypeptide chains from the 
same gene


• ~ 90% of human genes produce multiple proteins this way

  415

Riboswitches are perhaps the most economical examples of gene control 
devices, inasmuch as they bypass the need for regulatory proteins altogether. In 
the example shown in Figure 7–55, the riboswitch controls transcription elonga-
tion, but they can also regulate other steps in gene expression, as we shall see later 
in this chapter. Clearly, highly sophisticated gene control devices can be made 
from short sequences of RNA, a fact that supports the hypothesis of an early “RNA 
world.”

Alternative RNA Splicing Can Produce Different Forms of a Protein 
from the Same Gene 
As discussed in Chapter 6 (see Figure 6–26), RNA splicing shortens the transcripts 
of many eukaryotic genes by removing the intron sequences from the mRNA pre-
cursor. We also saw that a cell can splice an RNA transcript di!erently and thereby 
make di!erent polypeptide chains from the same gene—a process called alterna-
tive RNA splicing (Figure 7–56). A substantial proportion of animal genes (esti-
mated at 90% in humans) produce multiple proteins in this way.

When di!erent splicing possibilities exist at several positions in the transcript, 
a single gene can produce dozens of di!erent proteins. In one extreme case, a 
Drosophila gene may produce as many as 38,000 di!erent proteins from a single 
gene through alternative splicing (Figure 7–57), although only a fraction of these 
forms have thus far been experimentally observed. Considering that the Drosoph-
ila genome has approximately 14,000 identi"ed genes, it is clear that the protein 
complexity of an organism can greatly exceed the number of its genes. #is exam-
ple also illustrates the perils in equating gene number with an organism’s com-
plexity. For example, alternative splicing is rare in single-celled budding yeasts 
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Figure 7–57 Alternative splicing of RNA transcripts of the Drosophila Dscam gene. DSCAM proteins have several different functions. In cells 
of the fly immune system, they mediate the phagocytosis of bacterial pathogens. In cells of the nervous system, DSCAM proteins are needed for 
proper wiring of neurons. The final mRNA contains 24 exons, four of which (denoted A, B, C, and D) are present in the Dscam gene as arrays of 
alternative exons. Each RNA contains 1 of 12 alternatives for exon A (red), 1 of 48 alternatives for exon B (green), 1 of 33 alternatives for exon C 
(blue), and 1 of 2 alternatives for exon D (yellow). This figure shows only one of the many possible splicing patterns (indicated by the red line and 
by the mature mRNA below it). Each variant DSCAM protein would fold into roughly the same structure (predominantly a series of extracellular 
immunoglobulin-like domains linked to a membrane-spanning region; see Figure 24–48), but the amino acid sequence of the domains vary 
according to the splicing pattern. The diversity of DSCAM variants contributes to the plasticity of the immune system as well as the formation of 
complex neural circuits; we take up the specific role of the DSCAM variants in more detail when we describe the development of the nervous system 
in Chapter 21. (Adapted from D.L. Black, Cell 103:367–370, 2000. With permission from Elsevier.)

Figure 7–56 Five patterns of alternative RNA splicing. In each case, a 
single type of RNA transcript is spliced in two alternative ways to produce 
two distinct mRNAs (1 and 2). The dark blue boxes mark exon sequences 
that are retained in both mRNAs. The light blue boxes mark possible exon 
sequences that are included in only one of the mRNAs. The boxes are 
joined by red lines to indicate where intron sequences (yellow) are removed. 
(Adapted from H. Keren et al. Nat. Rev. Genet. 11:345–355, 2010. With 
permission from Macmillan Publishers Ltd.)
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Alternative RNA splicing

• RNA splicing can be regulated negatively (i.e. a 
regulatory molecule prevents the splicing 
machinery from accessing a site)


• RNA splicing can be regulated positively (i.e. a 
regulatory molecule helps direct the splicing 
machinery to a site)

416 Chapter 7:  Control of Gene Expression

but very common in !ies. Budding yeast has ≈6200 genes, only about 300 of which 
are subject to splicing, and nearly all of these have only a single intron. To say that 
!ies have only 2–3 times as many genes as yeasts greatly underestimates the dif-
ference in complexity of these two genomes. 

In some cases, alternative RNA splicing occurs because there is an intron 
sequence ambiguity: the standard spliceosome mechanism for removing intron 
sequences (discussed in Chapter 6) is unable to distinguish clearly between two 
or more alternative pairings of 5ʹ and 3ʹ splice sites, so that di#erent choices are 
made by chance on di#erent individual transcripts. Where such constitutive alter-
native splicing occurs, several versions of the protein encoded by the gene are 
made in all cells in which the gene is expressed.

In many cases, however, alternative RNA splicing is regulated. In the simplest 
examples, regulated splicing is used to switch from the production of a nonfunc-
tional protein to the production of a functional one (or the other way around). 
$e transposase that catalyzes the transposition of the Drosophila P element, 
for example, is produced in a functional form in germ cells and a nonfunctional 
form in somatic cells of the !y, allowing the P element to spread throughout the 
genome of the !y without causing damage in somatic cells (see Figure 5–61). $e 
di#erence in transposon activity has been traced to the presence of an intron 
sequence in the transposase RNA that is removed only in germ cells.

In addition to enabling switching from the production of a functional protein 
to the production of a nonfunctional one (or vice versa), the regulation of RNA 
splicing can generate di#erent versions of a protein in di#erent cell types, accord-
ing to the needs of the cell. Tropomyosin, for example, is produced in specialized 
forms in di#erent types of cells (see Figure 6–26). Cell-type-speci%c forms of many 
other proteins are produced in the same way.

RNA splicing can be regulated either negatively, by a regulatory molecule that 
prevents the splicing machinery from gaining access to a particular splice site 
on the RNA, or positively, by a regulatory molecule that helps direct the splicing 
machinery to an otherwise overlooked splice site (Figure 7–58).

Because of the plasticity of RNA splicing, the blocking of a “strong” splicing 
site will often expose a “weak” site and result in a di#erent pattern of splicing. 
$us, the splicing of a pre-mRNA molecule can be thought of as a delicate balance 
between competing splice sites—a balance that can easily be tipped by e#ects on 
splicing of regulatory proteins.

The Definition of a Gene Has Been Modified Since the Discovery 
of Alternative RNA Splicing
$e discovery that eukaryotic genes usually contain introns and that their coding 
sequences can be assembled in more than one way raised new questions about 
the de%nition of a gene. A gene was %rst clearly de%ned in molecular terms in 
the early 1940s from work on the biochemical genetics of the fungus Neurospora. 
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Figure 7–58 Negative and positive 
control of alternative RNA splicing.  
(A) In negative control, a repressor protein 
binds to a specific sequence in the pre-
mRNA transcript and blocks access of  
the splicing machinery to a splice junction.  
This often results in the use of a secondary 
splice site, thereby producing an altered 
pattern of splicing (see Figure 7–56).  
(B) In positive control, the splicing 
machinery is unable to remove a particular 
intron sequence efficiently without 
assistance from an activator protein. 
Because RNA is flexible, the nucleotide 
sequences that bind these activators can 
be located many nucleotide pairs from 
the splice junctions they control, and they 
are often called splicing enhancers, by 
analogy with the transcriptional enhancers 
mentioned earlier in this chapter.
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Transcript cleavage and polyA addition
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Both of these proteins travel with the RNA polymerase tail and are transferred to 
the 3ʹ-end processing sequence on an RNA molecule as it emerges from the RNA 
polymerase. 

Once CstF and CPSF bind to their recognition sequences on the emerging 
RNA molecule, additional proteins assemble with them to create the 3ʹ end of the 
mRNA. First, the RNA is cleaved from the polymerase (see Figure 6–35). Next an 
enzyme called poly-A polymerase (PAP) adds, one at a time, approximately 200 A 
nucleotides to the 3ʹ end produced by the cleavage. !e nucleotide precursor for 
these additions is ATP, and the same type of 5ʹ-to-3ʹ bonds are formed as in con-
ventional RNA synthesis. But unlike other RNA polymerases, poly-A polymerase 
does not require a template; hence the poly-A tail of eukaryotic mRNAs is not 
directly encoded in the genome. As the poly-A tail is synthesized, proteins called 
poly-A-binding proteins assemble onto it and, by a poorly understood mecha-
nism, help determine the "nal length of the tail. 

After the 3ʹ-end of a eukaryotic pre-mRNA molecule has been cleaved, the RNA 
polymerase II continues to transcribe, in some cases for hundreds of nucleotides. 
Once 3ʹ-end cleavage has occurred, the newly synthesized RNA that emerges from 
the polymerases lacks a 5ʹ cap; this unprotected RNA is rapidly degraded by a 5ʹ 
→ 3ʹ exonuclease carried along on the polymerase tail. Apparently, it is this con-
tinued RNA degradation that eventually causes the RNA polymerase to release its 
grip on the template and terminate transcription. 

Mature Eukaryotic mRNAs Are Selectively Exported from the 
Nucleus
Eukaryotic pre-mRNA synthesis and processing take place in an orderly fashion 
within the cell nucleus. But of the pre-mRNA that is synthesized, only a small frac-
tion—the mature mRNA—is of further use to the cell. Most of the rest—excised 
introns, broken RNAs, and aberrantly processed pre-mRNAs—is not only useless 
but potentially dangerous. How does the cell distinguish between the relatively 
rare mature mRNA molecules it wishes to keep and the overwhelming amount of 
debris created by RNA processing? 

!e answer is that, as an RNA molecule is processed, it loses certain proteins 
and acquires others. For example, we have seen that acquisition of cap-binding 
complexes, exon junction complexes, and poly-A-binding proteins mark the com-
pletion of capping, splicing, and poly-A addition, respectively. A properly com-
pleted mRNA molecule is also distinguished by the proteins it lacks. For example, 
the presence of an snRNP protein would signify incomplete or aberrant splicing. 
Only when the proteins present on an mRNA molecule collectively signify that pro-
cessing was successfully completed is the mRNA exported from the nucleus into 
the cytosol, where it can be translated into protein. Improperly processed mRNAs 
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Figure 6–34 Consensus nucleotide 
sequences that direct cleavage and 
polyadenylation to form the 3ʹ end of 
a eukaryotic mRNA. These sequences 
are encoded in the genome, and specific 
proteins recognize them—as RNA—after 
they are transcribed. As shown in Figure 
6–35, the hexamer AAUAAA is bound by 
CPSF and the GU-rich element beyond 
the cleavage site is bound by CstF; the 
CA sequence is bound by a third protein 
factor required for the cleavage step. Like 
other consensus nucleotide sequences 
discussed in this chapter (see Figure 
6–12), the sequences shown in the figure 
represent a variety of individual cleavage 
and polyadenylation signals. 
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Figure 6–35 Some of the major steps in generating the 3ʹ end of a 
eukaryotic mRNA. This process is much more complicated than the 
analogous process in bacteria, where the RNA polymerase simply stops at a 
termination signal and releases both the 3ʹ end of its transcript and the DNA 
template (see Figure 6–11).
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Transcript cleavage and polyA addition

• Cells can control the site of cleavage and polyA (leading to longer or shorter proteins)418 Chapter 7:  Control of Gene Expression

of the longer RNA transcript. When activated to produce antibodies, the B lym-
phocyte increases its CstF concentration; as a result, cleavage now occurs at the 
suboptimal site, and the shorter transcript is produced. In this way, a change in 
concentration of a general RNA-processing factor has a dramatic e!ect on the 
expression of a particular gene.

RNA Editing Can Change the Meaning of the RNA Message
"e molecular mechanisms used by cells are a continual source of surprises. An 
example is the process of RNA editing, which alters the nucleotide sequences of 
RNA transcripts once they are synthesized and thereby changes the coded mes-
sage they carry. We saw in Chapter 6 that tRNA and rRNA molecules are chemi-
cally modi#ed after they are synthesized: here we focus on changes to mRNAs. 

In animals, two principal types of mRNA editing occur: the deamination of 
adenine to produce inosine (A-to-I editing) and, less frequently, the deamination 
of cytosine to produce uracil (C-to-U editing), as shown in Figure 5–43. Because 
these chemical modi#cations alter the pairing properties of the bases (I pairs with 
C, and U pairs with A), they can have profound e!ects on the meaning of the RNA. 
If the edit occurs in a coding region, it can change the amino acid sequence of the 
protein or produce a truncated protein by creating a premature stop codon. Edits 
that occur outside coding sequences can a!ect the pattern of pre-mRNA splicing, 
the transport of mRNA from the nucleus to the cytosol, the e$ciency with which 
the RNA is translated, or the base-pairing between microRNAs (miRNAs) and 
their mRNA targets, a form of regulation that will be discussed later in the chapter. 

"e process of A-to-I editing is particularly prevalent in humans, where it 
occurs in approximately 1000 genes. Enzymes called ADARs (adenosine deam-
inases acting on RNA) perform this type of editing; these enzymes recognize a 
double-stranded RNA structure that is formed through base-pairing between the 
site to be edited and a complementary sequence located elsewhere on the same 
RNA molecule, typically in an intron (Figure 7–60). "e structure of the dou-
ble-stranded RNA speci#es whether the mRNA is to be edited, and if so, where 
the edit should be made. An especially important example of A-to-I editing takes 
place in the mRNA that codes for a transmitter-gated ion channel in the brain. A 
single edit changes a glutamine to an arginine; the a!ected amino acid lies on 
the inner wall of the channel, and the editing change alters the Ca2+ permeabil-
ity of the channel. Mutant mice that cannot make this edit are prone to epileptic 
seizures and die during or shortly after weaning, showing that editing of the ion 
channel RNA is normally crucial for proper brain development. 

C-to-U editing, which is carried out by a di!erent set of enzymes, is also crucial 
in mammals. For example, in certain cells of the gut, the mRNA for apolipopro-
tein B undergoes a C-to-U edit that creates a premature stop codon and therefore 
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Figure 7–59 Regulation of the site of 
RNA cleavage and poly-A addition 
determines whether an antibody 
molecule is secreted or remains 
membrane-bound. In unstimulated B 
lymphocytes (left), a long RNA transcript is 
produced, and the intron sequence (yellow) 
near its 3ʹ end is removed by RNA splicing 
to provide an mRNA molecule that codes 
for a membrane-bound antibody molecule. 
Only a portion of the antibody gene is 
shown in the figure; the actual gene and  
its mRNA would extend further to the  
left of the diagram. After antigen stimulation 
(right), the RNA transcript is cleaved 
and polyadenylated upstream from the 
intron’s 3′ splice site. As a result, some 
of the intron sequence remains as a 
coding sequence in the short transcript 
and specifies the hydrophilic C-terminal 
portion of the secreted antibody molecule 
(brown). (Adapted from D. Di Giammartino 
et al., Mol. Cell 43:853–866, 2011. With 
permission from Elsevier.) 
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Figure 7–60 Mechanism of A-to-I RNA 
editing in mammals. Typically, a sequence 
complementary to the position of the edit 
is present in an intron, and the resulting 
double-stranded RNA structure attracts an 
A-to-I editing enzyme (ADAR). In the case 
illustrated, the edit is made in an exon; 
in most cases, however, this occurs in 
noncoding portions of the mRNA. Editing 
by ADAR takes place in the nucleus, before 
the pre-mRNA has been fully processed. 
Mice and humans have two ADAR genes: 
ADR1 is expressed in many tissues and is 
required in the liver for proper red blood 
cell development; ADR2 is expressed only 
in the brain, where it is required for proper 
brain development. 
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RNA editing

• Alters the nucleotide sequence of RNA transcripts


• deamination of adenines to produce inosine (A-to-I 
editing)


• deamination of cytosine to produce uracil (C-to-U-
editing)


• If it happens in a coding region, it may change the 
amino acid sequence of the protein


• If it happens outside of a coding region, it may affect 
splicing, transport of mRNA, efficiency of translation,…
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produces a shorter form of the protein. In cells of the liver, the editing enzyme is 
not expressed, and the full-length apolipoprotein B is produced. !e two protein 
isoforms have di"erent properties, and each plays a role in lipid metabolism that 
is speci#c to the organ that produces it (Figure 7–61).

Why RNA editing exists at all is a mystery. One idea is that it arose in evolution 
to correct “mistakes” in the genome. Another is that it arose as a somewhat slap-
dash way for the cell to produce subtly di"erent proteins from the same gene. A 
third possibility is that RNA editing originally evolved as a defense mechanism 
against retroviruses and retrotransposons and was later adapted by the cell to 
change the meanings of certain mRNAs. Indeed, RNA editing still plays important 
roles in cell defense. Some retroviruses, including HIV, are extensively edited after 
they infect cells. !is hyperediting creates many harmful mutations in the viral 
RNA genome and also causes viral mRNAs to be retained in the nucleus, where 
they are eventually degraded. Although some modern retroviruses protect them-
selves against this defense mechanism, RNA editing presumably helps to hold 
many viruses in check. 

RNA Transport from the Nucleus Can Be Regulated
It has been estimated that in mammals only about one-twentieth of the total mass 
of RNA synthesized ever leaves the nucleus. We saw in Chapter 6 that most mam-
malian RNA molecules undergo extensive processing and that the “leftover” RNA 
fragments (excised introns and RNA sequences 3ʹ to the cleavage/poly-A site) are 
degraded in the nucleus. Incompletely processed and otherwise damaged RNAs 
are also eventually degraded as part of the quality control system for RNA produc-
tion. 

As described in Chapter 6, the export of RNA molecules from the nucleus is 
delayed until processing has been completed. However, mechanisms that delib-
erately override this control point can be used to regulate gene expression. !is 
strategy forms the basis for one of the best-understood examples of regulated 
nuclear transport of mRNA, which occurs in the human AIDS virus, HIV.

As we saw in Chapter 5, HIV, once inside the cell, directs the formation of a 
double-stranded DNA copy of its genome, which is then inserted into the genome 
of the host (see Figure 5–62). Once inserted, the viral DNA can be transcribed as 
one long RNA molecule by the host cell’s RNA polymerase II. !is transcript is 
then spliced in many di"erent ways to produce over 30 di"erent species of mRNA, 
which in turn are translated into a variety of di"erent proteins (Figure 7–62). In 
order to make progeny virus, entire, unspliced viral transcripts must be exported 
from the nucleus to the cytosol, where they are packaged into viral capsids and 
serve as the viral genome. !is large transcript, as well as alternatively spliced 
HIV mRNAs that the virus needs to move to the cytoplasm for protein synthesis, 
still carries complete introns. !e host cell’s normal block to the nuclear export of 
unspliced RNAs therefore presents a special problem for HIV.
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Figure 7–61 C-to-U RNA editing 
produces a truncated form of 
apolipoprotein B.
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• Genomic imprinting


• X-chromosome inactivation


• Epigenetic inheritance


• Post-transcriptional control


• RNA processing


• RNA export


• Translational control


• mRNA stability
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Summary
!e genome of a cell contains in its DNA sequence the information to make many 
thousands of di"erent protein and RNA molecules. A cell typically expresses only a 
fraction of its genes, and the di"erent types of cells in multicellular organisms arise 
because di"erent sets of genes are expressed. Moreover, cells can change the pattern 
of genes they express in response to changes in their environment, such as signals 
from other cells. Although all of the steps involved in expressing a gene can in prin-
ciple be regulated, for most genes the initiation of RNA transcription provides the 
most important point of control.

CONTROL OF TRANSCRIPTION BY SEQUENCE-
SPECIFIC DNA-BINDING PROTEINS 
How does a cell determine which of its thousands of genes to transcribe? Perhaps 
the most important concept, one that applies to all species on Earth, is based on 
a group of proteins known as transcription regulators. !ese proteins recognize 
speci"c sequences of DNA (typically 5–10 nucleotide pairs in length) that are 
often called cis-regulatory sequences, because they must be on the same chro-
mosome (that is, in cis) to the genes they control. Transcription regulators bind 
to these sequences, which are dispersed throughout genomes, and this binding 
puts into motion a series of reactions that ultimately specify which genes are to be 
transcribed and at what rate. Approximately 10% of the protein-coding genes of 
most organisms are devoted to transcription regulators, making them one of the 
largest classes of proteins in the cell. In most cases, a given transcription regulator 
recognizes its own cis-regulatory sequence, which is di#erent from those recog-
nized by all the other regulators in the cell.

Transcription of each gene is, in turn, controlled by its own collection of 
cis-regulatory sequences. !ese typically lie near the gene, often in the intergenic 
region directly upstream from the transcription start point of the gene. Although 
a few genes are controlled by a single cis-regulatory sequence that is recognized 
by a single transcription regulator, the majority have complex arrangements of 
cis-regulatory sequences, each of which is recognized by a di#erent transcription 
regulator. It is therefore the positions, identity, and arrangement of cis-regulatory 
sequences—which are an important part of the information embedded in the 
genome—that ultimately determine the time and place that each gene is tran-
scribed.

We begin our discussion by describing how transcription regulators recognize 
cis-regulatory sequences.

The Sequence of Nucleotides in the DNA Double Helix Can Be 
Read by Proteins
As discussed in Chapter 4, the DNA in a chromosome consists of a very long 
double helix that has both a major and a minor groove (Figure 7–6). Transcrip-
tion regulators must recognize short, speci"c cis-regulatory sequences within 
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Figure 7–5 Six steps at which eukaryotic 
gene expression can be controlled. 
Controls that operate at steps 1 through 
5 are discussed in this chapter. Step 6, 
the regulation of protein activity, occurs 
largely through covalent post-translational 
modifications including phosphorylation, 
acetylation, and ubiquitylation (see  
Table 3–3, p. 165). Step 6 was introduced 
in Chapter 3 and is subsequently discussed 
in many chapters throughout the book.
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Figure 7–6 Double-helical structure of 
DNA. A space-filling model of DNA showing 
the major and minor grooves on the outside 
of the double helix (see Movie 4.1). The 
atoms are colored as follows: carbon, dark 
blue; nitrogen, light blue; hydrogen, white; 
oxygen, red; phosphorus, yellow.
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RNA transport

• Normally only happens once the mRNA has been 
processed


• In case of RNA viruses (e.g. HIV), the entire RNA has to 
come out of the nucleus to be packaged in new viral particles


• The HIV encodes a protein (Rev) that binds to a specific 
RNA sequence and interacts with a nuclear export receptor


• This directs the movement of RNA to the cytosol (despite 
the presence of introns)


• Importance of the 3’-UTR region of the mRNA (beyond the 
stop codon)

420 Chapter 7:  Control of Gene Expression

!e block is overcome in an ingenious way. !e virus encodes a protein (called 
Rev) that binds to a speci"c RNA sequence (called the Rev responsive element, 
RRE) located within a viral intron. !e Rev protein interacts with a nuclear export 
receptor (Crm1), which directs the movement of viral RNAs through nuclear pores 
into the cytosol despite the presence of intron sequences. We discuss in detail the 
way in which export receptors function in Chapter 12.

!e regulation of nuclear export by Rev has several important consequences 
for HIV growth and pathogenesis. In addition to ensuring the nuclear export 
of speci"c unspliced RNAs, it divides the viral infection into an early phase (in 
which Rev is translated from a fully spliced RNA and all of the intron-containing 
viral RNAs are retained in the nucleus and degraded) and a late phase (in which 
unspliced RNAs are exported due to Rev function). !is timing helps the virus 
replicate by providing the gene products in roughly the order in which they are 
needed (Figure 7–63). Regulation by Rev and by Tat, the HIV protein that counter-
acts premature transcription termination (see p. 414), allows the virus to achieve 
latency, a condition in which the HIV genome has become integrated into the 
host-cell genome but the production of viral proteins has temporarily ceased. 

RRE
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NefVpu
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Vpr

Pol
Gag

Rev

5′ splice sites

3′ splice sites

viral DNA
integrated
into host
genome

viral RNA
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1,000 nucleotide pairs

Figure 7–62 The compact genome of 
HIV, the human AIDS virus. The positions 
of the nine HIV genes are shown in green. 
The red double line indicates a DNA copy 
of the viral genome that has become 
integrated into the host DNA (gray). Note 
that the coding regions of many genes 
overlap, and that those of Tat and Rev are 
split by introns. The blue line at the bottom 
of the figure represents the pre-mRNA 
transcript of the viral DNA and shows 
the locations of all the possible splice 
sites (arrows). There are many alternative 
ways of splicing the viral transcript; for 
example, the Env mRNAs retain the intron 
that has been spliced out of the Tat and 
Rev mRNAs. The Rev response element 
(RRE) is indicated by a blue ball and stick. 
It is a 234-nucleotide-long stretch of RNA 
that folds into a defined structure; Rev 
recognizes a particular hairpin within this 
larger structure.
     The Gag gene codes for a protein that 
is cleaved into several smaller proteins 
that form the viral capsid. The Pol gene 
codes for a protein that is cleaved to 
produce reverse transcriptase (which 
transcribes RNA into DNA), as well as the 
integrase involved in integrating the viral 
genome (as double-stranded DNA) into 
the host genome. The Env gene codes for 
the envelope proteins (see Figure 5–62). 
Tat, Rev, Vif, Vpr, Vpu, and Nef are small 
proteins with a variety of functions. For 
example, Rev regulates nuclear export 
(see Figure 7–63) and Tat regulates the 
elongation of transcription across the 
integrated viral genome (see p. 414).

Figure 7–63 Regulation of nuclear export 
by the HIV Rev protein. (A) Early in HIV 
infection, only the fully spliced RNAs (which 
contain the coding sequences for Rev, Tat, 
and Nef) are exported from the nucleus and 
translated. (B) Once sufficient Rev protein 
has accumulated and been transported 
into the nucleus, unspliced viral RNAs can 
be exported from the nucleus. Many of 
these RNAs are translated into protein, and 
the full-length transcripts are packaged into 
new viral particles.
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RNA transport

• Once out of the nucleus, the mRNA can reach different 
locations in the cell


• For membrane or secreted proteins, the mRNA is targeted to the 
endoplasmic reticulum


• Many mRNAs are directed to specific intracellular locations, 
close to sites where the protein is needed


• This allows the establishment of asymmetries in the cytosol of 
the cell
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If, after its initial entry into a host cell, conditions become unfavorable for viral 
transcription and replication, Rev and Tat are made at levels too low to promote 
transcription and export of unspliced RNA. !is situation stalls the viral growth 
cycle until conditions improve, whereupon Rev and Tat levels increase, and the 
virus enters the replication cycle.

Some mRNAs Are Localized to Specific Regions of the Cytosol
Once a newly made eukaryotic mRNA molecule has passed through a nuclear 
pore and entered the cytosol, it is typically met by ribosomes, which translate 
it into a polypeptide chain (see Figure 6–8). Once the "rst round of translation 
“passes” the nonsense-mediated decay test (see Figure 6–76), the mRNA is usu-
ally translated in earnest. If the mRNA encodes a protein that is destined to be 
secreted or expressed on the cell surface, a signal sequence at the protein’s N-ter-
minus will direct it to the endoplasmic reticulum (ER). In this case, as discussed 
in Chapter 12, components of the cell’s protein-sorting apparatus recognize the 
signal sequence as soon as it emerges from the ribosome and direct the entire 
complex of ribosome, mRNA, and nascent protein to the membrane of the ER, 
where the remainder of the polypeptide chain is synthesized. In other cases, free 
ribosomes in the cytosol synthesize the entire protein, and signals in the com-
pleted polypeptide chain may then direct the protein to other sites in the cell.

Many mRNAs are themselves directed to speci"c intracellular locations before 
their e#cient translation begins, allowing the cell to position its mRNAs close 
to the sites where the encoded protein is needed. RNA localization has been 
observed in many organisms, including unicellular fungi, plants, and animals, 
and it is likely to be a common mechanism that cells use to concentrate high-level 
production of proteins at speci"c sites. !is strategy also provides the cell with 
other advantages. For example, it allows the establishment of asymmetries in the 
cytosol of the cell, a key step in many stages of development. Localized mRNA, 
coupled with translational control, also allows the cell to regulate gene expression 
independently in di$erent regions. !is feature is particularly important in large, 
highly polarized cells such as neurons, where it plays a central role in synaptic 
function. 

Several mechanisms for mRNA localization have been discovered (Figure 
7–64), all of which require speci"c signals in the mRNA itself. !ese signals are 
usually concentrated in the 3ʹ untranslated region (UTR), the region of RNA that 
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Figure 7–64 Mechanisms for the 
localization of mRNAs. The mRNA to 
be localized leaves the nucleus through 
nuclear pores (top). Some localized mRNAs 
(left diagram) travel to their destination by 
associating with cytoskeletal motors, which 
use the energy of ATP hydrolysis to move 
the mRNAs unidirectionally along filaments 
in the cytoskeleton (red) (see Chapter 16). 
At their destination, the mRNAs are held 
in place by anchor proteins (black). Other 
mRNAs randomly diffuse through the 
cytosol and are simply trapped by anchor 
proteins and at their sites of localization 
(center diagram). Some mRNAs (right 
diagram) are degraded in the cytosol unless 
they have bound, through random diffusion, 
a localized protein complex that anchors 
and protects the mRNA from degradation 
(black). Each mechanism requires 
specific signals on the mRNA, which are 
typically located in the 3ʹ UTR. Additional 
components can block the translation of the 
mRNA until it is properly localized. (Adapted 
from H.D. Lipshitz and C.A. Smibert, Curr. 
Opin. Genet. Dev. 10:476–488, 2000. With 
permission from Elsevier.)
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• Transcriptional control


• Genomic imprinting


• X-chromosome inactivation


• Epigenetic inheritance


• Post-transcriptional control


• RNA processing


• RNA export


• Translational control


• mRNA stability
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Summary
!e genome of a cell contains in its DNA sequence the information to make many 
thousands of di"erent protein and RNA molecules. A cell typically expresses only a 
fraction of its genes, and the di"erent types of cells in multicellular organisms arise 
because di"erent sets of genes are expressed. Moreover, cells can change the pattern 
of genes they express in response to changes in their environment, such as signals 
from other cells. Although all of the steps involved in expressing a gene can in prin-
ciple be regulated, for most genes the initiation of RNA transcription provides the 
most important point of control.

CONTROL OF TRANSCRIPTION BY SEQUENCE-
SPECIFIC DNA-BINDING PROTEINS 
How does a cell determine which of its thousands of genes to transcribe? Perhaps 
the most important concept, one that applies to all species on Earth, is based on 
a group of proteins known as transcription regulators. !ese proteins recognize 
speci"c sequences of DNA (typically 5–10 nucleotide pairs in length) that are 
often called cis-regulatory sequences, because they must be on the same chro-
mosome (that is, in cis) to the genes they control. Transcription regulators bind 
to these sequences, which are dispersed throughout genomes, and this binding 
puts into motion a series of reactions that ultimately specify which genes are to be 
transcribed and at what rate. Approximately 10% of the protein-coding genes of 
most organisms are devoted to transcription regulators, making them one of the 
largest classes of proteins in the cell. In most cases, a given transcription regulator 
recognizes its own cis-regulatory sequence, which is di#erent from those recog-
nized by all the other regulators in the cell.

Transcription of each gene is, in turn, controlled by its own collection of 
cis-regulatory sequences. !ese typically lie near the gene, often in the intergenic 
region directly upstream from the transcription start point of the gene. Although 
a few genes are controlled by a single cis-regulatory sequence that is recognized 
by a single transcription regulator, the majority have complex arrangements of 
cis-regulatory sequences, each of which is recognized by a di#erent transcription 
regulator. It is therefore the positions, identity, and arrangement of cis-regulatory 
sequences—which are an important part of the information embedded in the 
genome—that ultimately determine the time and place that each gene is tran-
scribed.

We begin our discussion by describing how transcription regulators recognize 
cis-regulatory sequences.

The Sequence of Nucleotides in the DNA Double Helix Can Be 
Read by Proteins
As discussed in Chapter 4, the DNA in a chromosome consists of a very long 
double helix that has both a major and a minor groove (Figure 7–6). Transcrip-
tion regulators must recognize short, speci"c cis-regulatory sequences within 
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Figure 7–5 Six steps at which eukaryotic 
gene expression can be controlled. 
Controls that operate at steps 1 through 
5 are discussed in this chapter. Step 6, 
the regulation of protein activity, occurs 
largely through covalent post-translational 
modifications including phosphorylation, 
acetylation, and ubiquitylation (see  
Table 3–3, p. 165). Step 6 was introduced 
in Chapter 3 and is subsequently discussed 
in many chapters throughout the book.
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Figure 7–6 Double-helical structure of 
DNA. A space-filling model of DNA showing 
the major and minor grooves on the outside 
of the double helix (see Movie 4.1). The 
atoms are colored as follows: carbon, dark 
blue; nitrogen, light blue; hydrogen, white; 
oxygen, red; phosphorus, yellow.
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for an initiating AUG codon. In eukaryotes, translational repressors can bind to 
the 5ʹ end of the mRNA and thereby inhibit translation initiation. Other repressors 
recognize nucleotide sequences in the 3ʹ UTR of speci!c mRNAs and decrease 
translation initiation by interfering with the communication between the 5ʹ cap 
and 3ʹ poly-A tail, a step required for e"cient translation (see Figure 6–70). A 
particularly important type of translational control in eukaryotes relies on small 
RNAs (termed microRNAs or miRNAs) that bind to mRNAs and reduce protein 
output, as described later in this chapter. 

The Phosphorylation of an Initiation Factor Regulates Protein 
Synthesis Globally
Eukaryotic cells decrease their overall rate of protein synthesis in response to a 
variety of situations, including deprivation of growth factors or nutrients, infec-
tion by viruses, and sudden increases in temperature. Much of this decrease is 
caused by the phosphorylation of the translation initiation factor eIF2 by speci!c 
protein kinases that respond to the changes in conditions.

#e normal function of eIF2 was outlined in Chapter 6. It forms a complex 
with GTP and mediates the binding of the methionyl initiator tRNA to the small 
ribosomal subunit, which then binds to the 5ʹ end of the mRNA and begins scan-
ning along the mRNA. When an AUG codon is recognized, the eIF2 protein hydro-
lyzes the bound GTP to GDP, causing a conformational change in the protein and 
releasing it from the small ribosomal subunit. #e large ribosomal subunit then 
joins the small one to form a complete ribosome that begins protein synthesis.
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Figure 7–66 Mechanisms of translational control. Although these examples are from bacteria, many of the same principles operate in eukaryotes. 
(A) Sequence-specific RNA-binding proteins repress translation of specific mRNAs by blocking access of the ribosome to the Shine–Dalgarno 
sequence (orange). For example, some ribosomal proteins repress translation of their own RNA. This mechanism allows the cell to maintain correctly 
balanced quantities of the various components needed to form ribosomes. (B) An RNA “thermosensor” permits efficient translation initiation only at 
elevated temperatures at which the stem-loop structure has been melted. An example occurs in the human pathogen Listeria monocytogenes, in 
which the translation of its virulence genes increases at 37°C, the temperature of the host. (C) Binding of a small molecule to a riboswitch causes 
a major rearrangement of the RNA forming a different set of stem-loop structures. In the bound structure, the Shine–Dalgarno sequence (orange) 
is sequestered and translation initiation is thereby blocked. In many bacteria, S-adenosylmethionine acts in this manner to block production of 
the enzymes that synthesize it. (D) An “antisense” RNA produced elsewhere from the genome base-pairs with a specific mRNA and blocks its 
translation. Many bacteria regulate expression of iron-storage proteins in this way. 

• In bacteria, translational control happens 
by interfering with the Shine-Dalgarno 
sequence (upstream of the AUG codon)


• In Eukaryotes, translational repressors


• bind to the 5’ of the mRNA


• bind to the 3’-UTR


• miRNAs
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Translational control
• Cells decrease protein synthesis in response to stresses (low nutrients, infection, temperature increase, etc.)


• In Eukaryotes, this happens through the phosphorylation of the translation initiation factor eIF2

424 Chapter 7:  Control of Gene Expression

Because eIF2 binds very tightly to GDP, a guanine nucleotide exchange fac-
tor (see p. 157), designated eIF2B, is required to cause GDP release so that a new 
GTP molecule can bind and eIF2 can be reused (Figure 7–67A). !e reuse of eIF2 
is inhibited when it is phosphorylated—the phosphorylated eIF2 binds to eIF2B 
unusually tightly, inactivating eIF2B. !ere is more eIF2 than eIF2B in cells, and 
even a fraction of phosphorylated eIF2 can trap nearly all of the eIF2B. !is pre-
vents the reuse of the nonphosphorylated eIF2 and greatly slows protein synthesis 
(Figure 7–67B).

Regulation of the level of active eIF2 is especially important in mammalian 
cells; eIF2 is part of the mechanism that allows cells to enter a nonproliferating, 
resting state (called G0) in which the rate of total protein synthesis is reduced to 
about one-"fth the rate in proliferating cells.

Initiation at AUG Codons Upstream of the Translation Start Can 
Regulate Eukaryotic Translation Initiation
We saw in Chapter 6 that eukaryotic translation typically begins at the "rst AUG 
downstream of the 5ʹ end of the mRNA, which is the "rst AUG encountered by a 
scanning small ribosomal subunit. But the nucleotides immediately surrounding 
the AUG also in#uence the e$ciency of translation initiation. If the recognition 
site is poor enough, scanning ribosomal subunits will sometimes ignore the "rst 
AUG codon in the mRNA and skip to the second or third AUG codon instead. !is 
phenomenon, known as “leaky scanning,” is a strategy frequently used to produce 
two or more closely related proteins, di%ering only in their N-termini, from the 
same mRNA. A particularly important use of this mechanism is the production 
of the same protein with and without a signal sequence attached at its N-termi-
nus. !is allows the protein to be directed to two di%erent locations in the cell (for 
example, to both mitochondria and the cytosol). Cells can regulate the relative 
abundance of the protein isoforms produced by leaky scanning; for example, a 
cell-type-speci"c increase in the abundance of the initiation factor eIF4F favors 
the use of the AUG closest to the 5ʹ end of the mRNA.

Another type of control found in eukaryotes uses one or more short open read-
ing frames—short stretches of DNA that begin with a start codon (ATG) and end 
with a stop codon, with no stop codons in between—that lie between the 5ʹ end of 
the mRNA and the beginning of the gene. Often, the amino acid sequences coded 
by these upstream open reading frames (uORFs) are not important; rather, the 
uORFs serve a purely regulatory function. An uORF present on an mRNA mol-
ecule will generally decrease translation of the downstream gene by trapping a 
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• Leaky scanning (scanning ribosomal units ignore the first AUG codon) leads to proteins with different N-terminus 
and same C-terminus


• This can be used to produce proteins with different signal sequences, that will be sent to different 
compartments
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Summary
!e genome of a cell contains in its DNA sequence the information to make many 
thousands of di"erent protein and RNA molecules. A cell typically expresses only a 
fraction of its genes, and the di"erent types of cells in multicellular organisms arise 
because di"erent sets of genes are expressed. Moreover, cells can change the pattern 
of genes they express in response to changes in their environment, such as signals 
from other cells. Although all of the steps involved in expressing a gene can in prin-
ciple be regulated, for most genes the initiation of RNA transcription provides the 
most important point of control.

CONTROL OF TRANSCRIPTION BY SEQUENCE-
SPECIFIC DNA-BINDING PROTEINS 
How does a cell determine which of its thousands of genes to transcribe? Perhaps 
the most important concept, one that applies to all species on Earth, is based on 
a group of proteins known as transcription regulators. !ese proteins recognize 
speci"c sequences of DNA (typically 5–10 nucleotide pairs in length) that are 
often called cis-regulatory sequences, because they must be on the same chro-
mosome (that is, in cis) to the genes they control. Transcription regulators bind 
to these sequences, which are dispersed throughout genomes, and this binding 
puts into motion a series of reactions that ultimately specify which genes are to be 
transcribed and at what rate. Approximately 10% of the protein-coding genes of 
most organisms are devoted to transcription regulators, making them one of the 
largest classes of proteins in the cell. In most cases, a given transcription regulator 
recognizes its own cis-regulatory sequence, which is di#erent from those recog-
nized by all the other regulators in the cell.

Transcription of each gene is, in turn, controlled by its own collection of 
cis-regulatory sequences. !ese typically lie near the gene, often in the intergenic 
region directly upstream from the transcription start point of the gene. Although 
a few genes are controlled by a single cis-regulatory sequence that is recognized 
by a single transcription regulator, the majority have complex arrangements of 
cis-regulatory sequences, each of which is recognized by a di#erent transcription 
regulator. It is therefore the positions, identity, and arrangement of cis-regulatory 
sequences—which are an important part of the information embedded in the 
genome—that ultimately determine the time and place that each gene is tran-
scribed.

We begin our discussion by describing how transcription regulators recognize 
cis-regulatory sequences.

The Sequence of Nucleotides in the DNA Double Helix Can Be 
Read by Proteins
As discussed in Chapter 4, the DNA in a chromosome consists of a very long 
double helix that has both a major and a minor groove (Figure 7–6). Transcrip-
tion regulators must recognize short, speci"c cis-regulatory sequences within 
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Figure 7–5 Six steps at which eukaryotic 
gene expression can be controlled. 
Controls that operate at steps 1 through 
5 are discussed in this chapter. Step 6, 
the regulation of protein activity, occurs 
largely through covalent post-translational 
modifications including phosphorylation, 
acetylation, and ubiquitylation (see  
Table 3–3, p. 165). Step 6 was introduced 
in Chapter 3 and is subsequently discussed 
in many chapters throughout the book.
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Figure 7–6 Double-helical structure of 
DNA. A space-filling model of DNA showing 
the major and minor grooves on the outside 
of the double helix (see Movie 4.1). The 
atoms are colored as follows: carbon, dark 
blue; nitrogen, light blue; hydrogen, white; 
oxygen, red; phosphorus, yellow.
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mRNA stability
 In bacteria, 


• Most mRNA are very unstable (half-life of <few minutes)


• Exonucleases (degrade from 3’ to 5’) are responsible for the degradation of 
mRNAs


In Eukaryotes, 


• mRNAs are more stable (half-lives from 30min to 10h)


• shortening of the polyA tail by exonucleases (count down of the mRNA 
half-live)


• when the polyA reaches ~ 25 nt 


• cap is removed and mRNA is degraded from 5’


• mRNA continues to be degraded from 3’

426 Chapter 7:  Control of Gene Expression

Some viruses use IRESs as part of a strategy to get their own mRNA molecules 
translated while blocking normal 5ʹ cap-dependent translation of host mRNAs. 
On infection, these viruses produce a protease (encoded in the viral genome) that 
cleaves the host-cell translation factor eIF4G, rendering it unable to bind to eIF4E, 
the cap-binding complex. !is shuts down most of the host cell’s translation and 
e"ectively diverts the translation machinery to the IRES sequences present on the 
viral mRNAs. (!e truncated eIF4G remains competent to initiate translation at 
these internal sites.)

!e many ways in which viruses manipulate their host’s protein-synthesis 
machinery for their own advantage continue to surprise cell biologists. Studying 
this “arms race” between humans and pathogens has led to many fundamental 
insights into the workings of the cell, and we revisit this topic in more detail in 
Chapter 23.

Changes in mRNA Stability Can Regulate Gene Expression
Most mRNAs in a bacterial cell are very unstable, having half-lives of less than a 
couple of minutes. Exonucleases, which degrade in the 3ʹ-to-5ʹ direction, are usu-
ally responsible for the rapid destruction of these mRNAs. Because its mRNAs are 
both rapidly synthesized and rapidly degraded, a bacterium can adapt quickly to 
environmental changes.

As a general rule, the mRNAs in eukaryotic cells are more stable. Some, such 
as that encoding β globin, have half-lives of more than 10 hours, but most have 
considerably shorter half-lives, typically less than 30 minutes. !e mRNAs that 
code for proteins such as growth factors and transcription regulators, whose pro-
duction rates need to change rapidly in cells, have especially short half-lives. 

We saw in Chapter 6 that the cell has several mechanisms that rapidly destroy 
incorrectly processed RNAs; here, we consider the fate of the typical “normal” 
eukaryotic mRNA. Two general mechanisms exist for eventually destroying each 
mRNA that is made by the cell. Both begin with the gradual shortening of the 
poly-A tail by an exonuclease, a process that starts as soon as the mRNA reaches 
the cytosol. In a broad sense, this poly-A shortening acts as a timer that counts 
down the lifetime of each mRNA. Once the poly-A tail is reduced to a critical 
length (about 25 nucleotides in humans), the two pathways diverge. In one, the 5ʹ 
cap is removed (a process called decapping) and the “exposed” mRNA is rapidly 
degraded from its 5ʹ end. In the other, the mRNA continues to be degraded from 
the 3ʹ end, through the poly-A tail, into the coding sequences (Figure 7–69). 

Nearly all mRNAs are subject to both types of decay, and the speci#c sequences 
of each mRNA determine how fast each step occurs and therefore how long 
each mRNA will persist in the cell and be able to produce protein. !e 3ʹ UTR 
sequences are especially important in controlling mRNA lifetimes, and they often 
carry binding sites for speci#c proteins that increase or decrease the rate of poly-A 
shortening, decapping, or 3ʹ-to-5ʹ degradation. !e half-life of an mRNA is also 
a"ected by how e$ciently it is translated. Poly-A shortening and decapping com-
pete directly with the machinery that translates the mRNA; therefore, any factors 
that a"ect the translation e$ciency of an mRNA will tend to have the opposite 
e"ect on its degradation (Figure 7–70).

Although poly-A shortening controls the half-life of most eukaryotic mRNAs, 
some mRNAs can be degraded by a specialized mechanism that bypasses this 
step altogether. In these cases, speci#c nucleases cleave the mRNA internally, 
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Figure 7–69 Two mechanisms of 
eukaryotic mRNA decay. A critical 
threshold of poly-A tail length induces 
rapid 3ʹ-to-5ʹ degradation, which may 
be triggered by the loss of the poly-A-
binding proteins. As shown in Figure 7–70, 
a deadenylase associates with both the 
3ʹ poly-A tail and the 5ʹ cap, and this 
connection may be involved in signaling 
decapping after poly-A shortening. 
Although 5ʹ-to-3ʹ and 3ʹ-to-5ʹ degradation 
are shown here on separate RNA 
molecules, these two processes can occur 
together on the same molecule. (Adapted 
from C.A. Beelman and R. Parker, Cell 
81:179–183, 1995. With permission from 
Elsevier.)
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P-bodies and stress granules428 Chapter 7:  Control of Gene Expression

section—including decapping and RNA degradation—take place in aggregates 
known as Processing- or P-bodies, which are present in the cytosol (Figure 7–72). 

Although many mRNAs are eventually degraded in P-bodies, some remain 
intact and are later returned to the pool of translating mRNAs. To be “rescued” 
in this way, mRNAs move from P-bodies to another type of aggregate known as a 
stress granule, which contains translation initiation factors, poly-A-binding pro-
tein, and small ribosomal subunits. Translation itself does not occur in stress 
granules, but mRNAs can become “translation-ready” as the proteins bound to 
them in P-bodies are replaced with those in stress granules. !e movement of 
mRNAs between active translation, P-bodies, and stress granules can be seen as 
an mRNA cycle (Figure 7–73) where the competition between translation and 
mRNA degradation is carefully controlled. !us, when translation initiation is 
blocked (by starvation, drugs, or genetic manipulation), stress granules enlarge 
as more and more nontranslated mRNAs are moved directly into them for storage. 
Clearly, once a cell has made the large investment in producing a properly pro-
cessed mRNA molecule, it carefully controls its subsequent fate.

Summary
Many steps in the pathway from RNA to protein are regulated by cells in order to 
control gene expression. Most genes are regulated at multiple levels, in addition 
to being controlled at the initiation stage of transcription. !e regulatory mecha-
nisms include (1) attenuation of the RNA transcript by its premature termination, 
(2) alternative RNA splice-site selection, (3) control of 3ʹ-end formation by cleavage 
and poly-A addition, (4) RNA editing, (5) control of transport from the nucleus to 
the cytosol, (6) localization of mRNAs to particular parts of the cell, (7) control of 
translation initiation, and (8) regulated mRNA degradation. Most of these control 
processes require the recognition of speci"c sequences or structures in the RNA mol-
ecule being regulated, a task performed by either regulatory proteins or regulatory 
RNA molecules.
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Figure 7–72 Visualization of P-bodies. 
Human cells were stained with antibodies 
to a component of the mRNA decapping 
enzyme Dcp1a (left panels) and to the 
Argonaute protein (middle panels). As 
described later in this chapter, Argonaute 
is a key component of RNA interference 
pathways. The merged image (right panels) 
shows that the two proteins co-localize to 
P-bodies in the cytoplasm. (Adapted from 
J. Liu et al., Nat. Cell Biol. 7:719–723, 
2005. With permission from Macmillan 
Publishers Ltd.)
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Figure 7–73 Possible fates of an mRNA 
molecule. An mRNA molecule released 
from the nucleus can be actively translated 
(center), stored in stress granules (right), or 
degraded in P-bodies (left). As the needs 
of the cell change, mRNAs can be shuffled 
from one pool to the next, as indicated by 
the arrows.

• P-bodies are large aggregates of proteins that work 
together and are held in close proximity, where mRNas 
are degraded


• Stress granules keep the mRNA “translation-ready”
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as more and more nontranslated mRNAs are moved directly into them for storage. 
Clearly, once a cell has made the large investment in producing a properly pro-
cessed mRNA molecule, it carefully controls its subsequent fate.
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to a component of the mRNA decapping 
enzyme Dcp1a (left panels) and to the 
Argonaute protein (middle panels). As 
described later in this chapter, Argonaute 
is a key component of RNA interference 
pathways. The merged image (right panels) 
shows that the two proteins co-localize to 
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molecule. An mRNA molecule released 
from the nucleus can be actively translated 
(center), stored in stress granules (right), or 
degraded in P-bodies (left). As the needs 
of the cell change, mRNAs can be shuffled 
from one pool to the next, as indicated by 
the arrows.
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Noncoding RNAs - RNA interference (RNAi)
• Short single-stranded RNAs (20-30 nucleotides) serving as guide RNAs that bind other RNAs in the cell


• When the target is an mRNA, it prevents its translation or catalyzes its degradation


• When the target is an RNA being transcribed, it can direct the formation of repressive chromatin


• microRNAs (miRNAs), small interfering RNAs (siRNAs) and piwi-interacting RNAs (piRNAs)
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REGULATION OF GENE EXPRESSION BY  
NONCODING RNAs
In the previous chapter, we introduced the central dogma, according to which the 
!ow of genetic information proceeds from DNA through RNA to protein (Figure 
6–1). But we have seen throughout this book that RNA molecules perform many 
critical tasks in the cell besides serving as intermediate carriers of genetic infor-
mation. Among these noncoding RNAs are the rRNA and tRNA molecules, which 
are responsible for reading the genetic code and synthesizing proteins. "e RNA 
molecule in telomerase serves as a template for the replication of chromosome 
ends, snoRNAs modify ribosomal RNA, and snRNAs carry out the major events of 
RNA splicing. And we saw in the previous section that Xist RNA has an important 
role in inactivating one copy of the X chromosome in females. 

A series of recent discoveries has revealed that noncoding RNAs are even more 
prevalent than previously imagined. We now know that such RNAs play wide-
spread roles in regulating gene expression and in protecting the genome from 
viruses and transposable elements. "ese newly discovered RNAs are the subject 
of this section.

Small Noncoding RNA Transcripts Regulate Many Animal and 
Plant Genes Through RNA Interference
We begin our discussion with a group of short RNAs that carry out RNA inter-
ference or RNAi. Here, short single-stranded RNAs (20–30 nucleotides) serve as 
guide RNAs that selectively reorganize and bind—through base-pairing—other 
RNAs in the cell. When the target is a mature mRNA, the small noncoding RNAs 
can inhibit its translation or even catalyze its destruction. If the target RNA mole-
cule is in the process of being transcribed, the small noncoding RNA can bind to 
it and direct the formation of certain types of repressive chromatin on its attached 
DNA template (Figure 7–74). "ree classes of small noncoding RNAs work in this 
way—microRNAs (miRNAs), small interfering RNAs (siRNAs), and piwi-interact-
ing RNAs (piRNAs)—and we discuss them in turn in the next sections. Although 
they di#er in the way the short pieces of single-stranded RNA are generated, all 
three types of short RNAs locate their targets through RNA–RNA base-pairing, and 
they generally cause reductions in gene expression. 

miRNAs Regulate mRNA Translation and Stability
Over 1000 di#erent microRNAs (miRNAs) are produced from the human genome, 
and these appear to regulate at least one-third of all human protein-coding genes. 
Once made, miRNAs base-pair with speci$c mRNAs and $ne-tune their transla-
tion and stability. "e miRNA precursors are synthesized by RNA polymerase II 
and are capped and polyadenylated. "ey then undergo a special type of process-
ing, after which the miRNA (typically 23 nucleotides in length) is assembled with 
a set of proteins to form an RNA-induced silencing complex or RISC. Once formed, 
the RISC seeks out its target mRNAs by searching for complementary nucleotide 
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Figure 7–74 RNA interference in 
eukaryotes. Single-stranded interfering 
RNAs are generated from double-stranded 
RNA. They locate target RNAs through 
base-pairing and, at this point, several fates 
are possible, as shown. As described in 
the text, there are several types of RNA 
interference; the way the double-stranded 
RNA is produced and processed and the 
ultimate fate of the target RNA depends on 
the particular system.
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miRNAs regulate mRNA translation and stability

• >1000 miRNAs in the human genome, controlling at least 
1/2 of the coding genes


• base-pair with mRNAs to fine-tune their translation and 
stability


• made by RNA polymerase II, capped and poly-
adenylated


• special processing and assembly with a set of proteins 
forming the RNA-induced silencing complex (RISC)


• The complex searches for complementary sequences


• a single miRNA can regulate a whole set of different 
mRNAs
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RNA interference as cell defense

• Degradation of foreign RNA (especially double-stranded 
RNA, as present in some viruses)


• The presence of dsRNA attract the protein complex 
containing Dicer (as for processing of miRNAs)


• This protein cleaves dsRNA into small fragments (~23 
nt) called small interfering RNAs or siRNAs


• One strand is degraded and the other bound to the RISC 
complex


• The complex now targets and degrades complementary 
RNA
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RNA interference and heterochromatin formation

• In some cases, RNAi shuts off synthesis of mRNA


• RITS = RNA-induced transcriptional silencing complex


• Causes the formation of heterochromatin (H3K9me3 
mark)


• Maintains transposable elements in the silent form
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piRNAs protect the germ-line from transposable elements

• piRNAs = Piwi-interacting RNAs, where Piwi is a class of proteins related to Agronaut


• In the germ-line, many histone modifications are erased, releasing transposons from their “normal contraints”


• piRNAs are transcribed from a specific cluster as long single-stranded RNA, that are further processed and 
assembled with Piwi proteins


• they then bind to complementary RNA, and both cleave the RNAs and package the chromatin into repressive 
forms
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Arms race between cell’s DNA and parasitic elements

• Even with our defense mechanisms, parasitic DNA (transposons, viruses, …) make up nearly half of our DNA


• siRNA and piRNA are surveillance systems (based on RNA-base pairing)


• Additional system with sequence-specific DNA-binding proteins (KRAB-ZPF proteins)


• They recognise viral or transposon sequences


• They recruit histone writers that place H3K9me3 marks on the nearby histones


• They recruit DNA methylases that methylate the surrounding DNA


• They recognise sequences that are crucial for the virus replication or transposon transposition
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Bacteria use CRISPR to protect themselves from viruses
• CRISPR = clustered regularly interspersed short palindromic repeat
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Long non-coding RNAs (lncRNA)

• >200 nt


• function mostly unknown


• > 5000 in the human genome


• Examples: RNA in telomerase, Xist 
RNA, RNA involved in imprinting


• They can work as scaffold RNA 
molecules, guide sequences to 
bind specific RNA/DNA, or affect 
transcription 
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Summary

• Transcriptional control


• Genomic imprinting


• X-chromosome inactivation


• Epigenetic inheritance


• Post-transcriptional control


• RNA processing


• RNA export


• Translational control


• mRNA stability

  373

Summary
!e genome of a cell contains in its DNA sequence the information to make many 
thousands of di"erent protein and RNA molecules. A cell typically expresses only a 
fraction of its genes, and the di"erent types of cells in multicellular organisms arise 
because di"erent sets of genes are expressed. Moreover, cells can change the pattern 
of genes they express in response to changes in their environment, such as signals 
from other cells. Although all of the steps involved in expressing a gene can in prin-
ciple be regulated, for most genes the initiation of RNA transcription provides the 
most important point of control.

CONTROL OF TRANSCRIPTION BY SEQUENCE-
SPECIFIC DNA-BINDING PROTEINS 
How does a cell determine which of its thousands of genes to transcribe? Perhaps 
the most important concept, one that applies to all species on Earth, is based on 
a group of proteins known as transcription regulators. !ese proteins recognize 
speci"c sequences of DNA (typically 5–10 nucleotide pairs in length) that are 
often called cis-regulatory sequences, because they must be on the same chro-
mosome (that is, in cis) to the genes they control. Transcription regulators bind 
to these sequences, which are dispersed throughout genomes, and this binding 
puts into motion a series of reactions that ultimately specify which genes are to be 
transcribed and at what rate. Approximately 10% of the protein-coding genes of 
most organisms are devoted to transcription regulators, making them one of the 
largest classes of proteins in the cell. In most cases, a given transcription regulator 
recognizes its own cis-regulatory sequence, which is di#erent from those recog-
nized by all the other regulators in the cell.

Transcription of each gene is, in turn, controlled by its own collection of 
cis-regulatory sequences. !ese typically lie near the gene, often in the intergenic 
region directly upstream from the transcription start point of the gene. Although 
a few genes are controlled by a single cis-regulatory sequence that is recognized 
by a single transcription regulator, the majority have complex arrangements of 
cis-regulatory sequences, each of which is recognized by a di#erent transcription 
regulator. It is therefore the positions, identity, and arrangement of cis-regulatory 
sequences—which are an important part of the information embedded in the 
genome—that ultimately determine the time and place that each gene is tran-
scribed.

We begin our discussion by describing how transcription regulators recognize 
cis-regulatory sequences.

The Sequence of Nucleotides in the DNA Double Helix Can Be 
Read by Proteins
As discussed in Chapter 4, the DNA in a chromosome consists of a very long 
double helix that has both a major and a minor groove (Figure 7–6). Transcrip-
tion regulators must recognize short, speci"c cis-regulatory sequences within 
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Figure 7–5 Six steps at which eukaryotic 
gene expression can be controlled. 
Controls that operate at steps 1 through 
5 are discussed in this chapter. Step 6, 
the regulation of protein activity, occurs 
largely through covalent post-translational 
modifications including phosphorylation, 
acetylation, and ubiquitylation (see  
Table 3–3, p. 165). Step 6 was introduced 
in Chapter 3 and is subsequently discussed 
in many chapters throughout the book.
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Figure 7–6 Double-helical structure of 
DNA. A space-filling model of DNA showing 
the major and minor grooves on the outside 
of the double helix (see Movie 4.1). The 
atoms are colored as follows: carbon, dark 
blue; nitrogen, light blue; hydrogen, white; 
oxygen, red; phosphorus, yellow.
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