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4.1 Tools for the replica method

4.1.1 Eigenvalues of the replica symmetric overlap

Consider an n X n matrix with all entries on the diagonal equal to ¢ and all entries outside of
the diagonal equal to r. This is called a replica symmetric (RS) matrix. We want to compute
the eigenvalues of the matrix.

1. Map this problem to finding the eigenvalues of a matrix with all entries equal to r.

The eigenvalues A of a matrix @) the solutions to the equation

Qu = v (1)

where v is a certain vector. Let’s call 1 the matrix with ones on every entry, and 1 the

identity matrix. We have @ = 1r +1(qg — r). If we substitute this in the definition of
eigenvalue we get

[1r+1(g—7)]v=XIv (2)

1ro=(A+r—qv (3)

2. Recognise that the eigenvalues of such a matrix are either 0 with multiplicity n — 1 or nr
with multiplicity one.

A matrix with the same value r on each entry is of rank one. The only non zero eigenvalue
needs to be equal to the trace, so it equals nr.

3. Find the eigenvalues of the original matrix.
The n — 1 degenerate eigenvalues correspond to A\ = g — r, the non-degenerate one to

A=qg+ (n—1)r

4.1.2 Entropic piece of the free entropy

A common ingredient of replica computations where the degrees of freedom are constrained on
the sphere is given by the integral

Sentropy (¢°) = log / [Tax*]]o (Nq“b - (x“)Txb> (4)

a<b



for a given symmetric matrix ¢®°, where ¢*® = 1 on the diagonal. Here a = 1,...,n, and each
2% € RN In the context of the storage problem we saw in the lecture, ¢?° is the n x n replica
overlap, with 1 < a,b < n, x® and x? are two replicas of the perceptron’s weights, which means
that they are two independent sample both extracted from the uniform distribution on the N-
dimensional sphere, and N is taken to be large. This quantity encodes the different ways in
which n vectors on the sphere 2% can have a certain overlap structure ¢

1. Use the Fourier representation of the delta functions to rewrite the integral as

N a a A
Sentmpy(qab) = log /dq@ 2y b/de exp Z b (x (5)

/de 115 (Nqab )Txb) _ (6)

a<b

/dq /de Hexp{Nqab ab _ gob(x )Txb} _ M)

a<b

/dq /de exp NZ 0b gab Z 7 (x _ (8)
/dfj N D dabtab /dea exp Z 7 (x )

where in the third line we sent §,;, — §u5/2 for all a # b plus used the symmetry in a, b to
promote the sums from a < b to a,b.

2. Show that one can write

N Gabqab+Ientro Geb
Sentropy(qab) — log (/ d(je [Ea,bq bqab tropy (4 )}) (10)

where

Ientropy (§°°) = log / de exp{ — > §%aa (11)

a,b

Notice that here the integral is not anymore over z is not R, but it is just over R.

/ [Toxeo Zwb = (12)
/Hdw?exp —quabzaxb = (13)

N

/HdL exp anb agb (14)



3. Now we are reduced to a n-dimensional integral. Using a Gaussian integration, show that
1 n
Tentropy (%) = — log det 24 + 5 log(27) (15)

We first integrate over z. This is a Gaussian integral, so

sab,a b\ _ (2m)"
/E[dwaexp —;q x4z’ = m (16)

The result follows from taking the log.

4. Using the saddle point method for N > 1 conclude that at leading order

1 1 n
Nsemmpy (q“b) =5 log det ¢ + 2n + 5 log(27) (17)

A comment on this formula: it’s typical in the physics literature to drop the last two pieces
because they are independent of g ie. they do not alter the state equations. Hint: you
can use Jacobi’s formula to take the derivative of a determinant.

We take a saddle point. We get the equation (remember to use the chain rule when taking

derivatives):
1 —1 —1
where the (-)~! is intended as a matrix inverse. Plugging this in back in our exponent we
obtain )
Z [qab(jab} _ Z I:qab (26111)) } - QZ [6ab] = 2n (19)
a,b a,b a,b
and

1 1 -1 1
3 log det 24%° = — B log det (qab) =5 log det ¢ (20)

5. Now let’s assume we are replica symmetric, with ¢ with entries on the diagonal equal to
one and entries out of the diagonal equal to q. Neglecting all g-independent term, show

that
q

2(1-4q)

The determinant of a matrix is the product of its eigenvalues. Using the previous exercise,
we have

Sentro
lim OBy

21
n—0 nN ( )

1
= ilog(l—q) +

det(¢") = (1—¢)" ' [1 + (n—1)q] (22)
Or equivalently

N N
Sentropy (4) = 7 logdet(q™) = - ((n—1)log(1 —q) +log[1 + (n —1)q]) (23
We need to be careful in taking the n — 0 limit. We have (expanding in powers of n):
n ngq
log[1+ (n—1)q] =log(1—q)+ 17_(1(—61) +0O(n) =log(1—-q)+ T—g +0(n) (24)

So we get
q

Sentropy
2(1-q)

lim

1
= Zlog(1 —
=N gls(l—a)

(25)


https://en.wikipedia.org/wiki/Jacobi%27s_formula

4.2 Zooming in close to the SAT/UNSAT transition in the storage
problem

We have seen in class that the overlap ¢ is the solution to the state equation

k—/t)> _ -2
4 [y g (A (26)
1—-q 27 VvV1—gqg

where D is the Normal Gaussian measure and H(z) is the cumulative function of the Gaussian

+00 2
H(z) = \/%/ ez dt (27)

Here k is the margin and o = P/ N is the number of patterns per dimension.

1. Assume that there is a phase transition at o = (k). For which values of « is there a
SAT phase and for which an UNSAT one? What is the effect of changing x on the critical
ac(k)?

If there are many patterns it’s hard to satisfy our constraints, so for & > a¢ is UNSAT,
and viceversa o < «a¢ is SAT. Having a larger x reduces the space of solutions, as the
contraints are more difficult to satisfy, so increasing k raises a. (k).

2. What is the overlap at small a? Answer intuitively and then check with the equation.

If there are very little constraints then basically all vectors J on the sphere solve the
constraints. Then ¢ is the projection of a random vector on the sphere on another one,
which in the high dimensional limit is zero (there are N —1 > 1 orthogonal direction to
each vector, so a random vector will have overlap zero with a given vector with very high
probability).

We can see that a = 0 in the state equation immediately implies that ¢ = 0.

3. What is the overlap as o approaches a, from the SAT phase, i.e. & — a7 ?

In the SAT phase there is an non-empty space of solutions by definition, which shrinks as
a — ag. This means that if we take two solutions they are going to be extremely similar
in this limit, so ¢ — 17.

4. We now use point 3 to compute a.(k). It is often the case that even if we cannot solve
analytically the state equations, we can at least characterise the phase transition points to
some extent. Show that in the limit ¢ — 17, the cumulative function H has the following

limit )
Iif\/at _(r=t)® 1—q 1
H| —— ) =0(t— O(k—t 2(1-q) 4 [ —— 28
(S2) = ot— )+ o) T L0 L (29

Hint: recall that for very large arguments  — 400, H(x) has the following asymptotics

1 22
H(x) ~ =€ 2 (29)

We have two cases.

(a) Case t < k: here k — /gt = kK —t > 0 will be positive and the argument of the H
function will diverge to plus infinity, where H(z) ~ 1.



(b) Case t > k: here Kk — ,/qt = k —t < 0 will be negative and the argument of the H
function will diverge to minus infinity, where H(x) vanishes. At leading order, H (z)
behaves as the hint suggests, giving the answer.

5. The decomposition of the H function strongly suggests us to split the integral in two
regions, namely ¢t € (—o00,k) and t € (k,+00). Using the expansion for the H function,
show that the contribution from the integral ¢ € (k, +00) goes to zero as ¢ — 1~

We consider the integral

o ZDte_ngt>2 {H (K_l\/%ﬁifﬂ_z . w

The H function converges to 1 as ¢ — 1~ as we saw in the previous point, so we have

+o0 _(s—van? K — /gt \] 2 too o (k—yah)? too g 2 (s—van?
Dte {H (\/‘7” ~ Dte —— ¢ Z 14
K

K

1—q 1—q = e
Vv1—gq P V2T

Now change variable to z = (k — /qt)/+/T—q to get

Foo _(r=vat)? — Jat\17? 1—qg [t° dz _(i—2vi=0?_ o
Dte  1-a {H <W§>} ~ —q/ e 2q (32
VIi—q qa Jo V2m

This, at leading order in 1 — ¢q equals

+oo _ (r—yan)? k—at\]~ 0o s W2 o
Dte T—q H | —— 1-— / Tz 33
7 ()] = )

and the remaining integral is independent on ¢, so that the overall expression vanishes.

K

(31)

K

K

6. Thus, in the ¢ — 17 limit we can approximate

G T ()

Now use again the expansion for H to show that the state equation can be written as

o= U;Dt(n—t)Q]_l (35)

We start by using the expansion of H

K k=2 [2 — )2 (k=)
L g Dte T—q Me T—q (36)
1—¢q 27 1—¢q
Doing some simplifications we get
K
1= a/ Dt (k —t)? (37)
— 00

which is equivalent to the result



7. Conclude that for Kk =0, a = 2
The result follows from the fact that

0 1
/ Dtt? = 3 (38)
J —00

To be precise, one should also consider a possible contribution to the integral ¢ € (k —
eyv/1 —q, £+ /T — q) where the expansion in point 4 breaks down, but one can show that in this
problem this contribution also vanishes. This part of the computation is outside of the scope
(and level of mathematical rigour) of the course, so we do not pursue it.
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