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12.1 Factor graph representations

1. Independent set problem

The independent set problem is a problem defined and studied in combinatorics and graph
theory. Given a (unweighted, undirected) graph G(V, E), an independent set S C V is
defined as a subset of nodes such that if i € S then for all j € 0i we have j ¢ S. In other
words in for all (ij) € E only 4 or j can belong to the independent set.

Example graph:

(a) Write a probability distribution that is uniform over all independent sets on a given
graph, and represent it as a factor graph in the example given above.

(b) Write a probability distribution that gives a larger weight to larger independent sets,
where the size of an independent set is simply its cardinality |S|. Represent it as a
factor graph for the example given above.

Hint: many probability distributions assign more weight to |S|, but some choices lead
to simpler factor graphs. ..

(c) Write the Belief Propagation equations for these problems (without coding or solving
them) and the expression for the Bethe free energy that would be computed from the
BP fixed points.

2. Matching problem

The matching problem is another classical problem of graph theory. It is related to the
dimer problem in statistical physics, where you aim at covering a graph with two-site



dimers. Given a (unweighted, undirected) graph G(V, FE) a matching M C F is defined as
a subset of edges such that if (ij) € M then no other edge that contains node i or j can
be in M. In other words a matching is a subset of edges such that no two edges of the set
share a node.

Example problem: same as the independent graph one.

(a) Write a probability distribution that is uniform over all matchings on a given graph,
and draw the factor graph corresponding to the example graph given for the indepen-
dent set problem.

(b) Write a probability distribution that that gives a larger weight to larger matchings,
where the size of a matching is the cardinality |M|. Then, draw the factor graph
corresponding to the example graph given for the independent set problem

(c) Write the Belief Propagation equations for these problems (without coding or solving
them) and the expression for the Bethe free energy that would be computed from the
BP fixed points.

12.2 The Ising model on d-regular random graphs

Consider the following probability distribution
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where G is a graph with N nodes, and edge set E. This is the Ising model on a graph G.
Assume that G is a uniformly sampled d-regular graph, i.e. a graph whose nodes have all
d = O(1) neighbours.

1.
2.

Sketch the associated factor graph, and write the BP equations.

When studying problems on random d-regular graphs, we often make a sort of RS ansatz
by saying that the BP messages will be uniform over all edges of the graph. This is because
all local neighbourhoods on the factor graphs are identical. Use this uniformity assumption
to derive the following reduced BP equation
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where for all nodes i and edges (ij) we called x = y (),

x(s) = (2)

Compute the marginal over a single spin s under the uniform ansatz.
Show that the paramagnetic fixed point x(s) = 1/2 is a solution of the BP equations.

Show that the ferromagnetic fixed point x(+1) = a € [0,1] and x(—1) = 1 —a is a solution
of the BP equations for some value of a4, and show that a, satisfies an equation.

We expect that in this model there is a second order phase transition, as this is the case
for d — oo (Curie-Weiss model), as well as for the finite dimensional counterparts of the



Ising model. To derive the second order phase transition threshold . we can study the
stability of the iteration
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around the paramagnetic solution a = 1/2. We expect that the iteration will fall back on
the paramagnetic solution in the paramagnetic phase, while it will diverge away from it in
the ferromagnetic phase.

Argue that the iteration initialized at ag = 1/2 + ¢ for small ¢ converges back to the
paramagnetic solution only if f/(1/2) < 1.

. Compute the critical threshold S.(d) as a function of the degree d.

. Compare the value of 8.(d) with the value for the phase transition of the 1d Ising model
Be = +0o0, and with the value for the Curie-Weiss model 3. = 1. To which values of d the
two correspond? How should we rescale 8 in our problem to be in the same scaling as the
Curie-Weiss model?
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