The following document, taken from
P.M.Bellan, Fundamentals of plasma physics, Cambridge University Press, 2006.

derives the Landau damping of electron plasma waves, similarly to what has been
presented during the lecture.

In particular, the treatment of Landau damping of plasma waves is presented on ¢ 168 =
f6A  The previous pages, } 53~ 15 contain the treatment of the Landau problem with
a procedure similar to what is done in the notes of Prof. Fasoli (those pages have been
posted here since the Landau damping treatment contains references to equations
contained in the previous pages).
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are worked out in the assignments showing that the maximum growth rate is

3 . 1/3
max w; = g (2”7;‘1) Wpe (5.18)
which occurs when
k-ug >~ wpe. (5.19)

Again this is a very fast growing instability, about one order of magnitude smaller than the
electron plasma frequency.

Streaming instabilities are a reason why certain simple proposed methods for attaining
thermonuclear fusion will not work. These methods involve shooting an energetic deu-
terium beam at an oppositely directed energetic tritium beam with the expectation that
collisions between the two beams would produce fusion reactions. However, such a system
is extremely unstable with respect to the two-stream instability. This instability typically
has a growth rate much faster than the fusion reaction rate and so will destroy the beams
before significant fusion reactions can occur.

5.2 The Landau problem

A plasma wave behavior that is both of great philosophical interest and great practical
importance can now be investigated. Before doing so, three seemingly disconnected results
obtained thus far should be mentioned, namely:

1. When the exchange of energy between charged particles and a simple one-dimensional
wave having dependence ~ exp(ikx —iwt) was considered, the particles were catego-
rized into two general classes, trapped and untrapped, and it was found that untrapped
particles tended to be dragged toward the wave phase velocity. Thus, untrapped par-
ticles moving slower than the wave gain kinetic energy, whereas those moving faster
lose kinetic energy. This has the consequence that if there are more slow than fast
particles, the particles gain net kinetic energy overall and this gain presumably comes
at the expense of the wave. Conversely if there are more fast than slow particles, net
energy flows from the particles to the wave.

2. When electrostatic plasma waves in an unmagnetized, uniform, stationary plasma
were considered it was found that wave behavior is characterized by a dispersion re-
lation 14, (w, k) +x;(w, k) = 0, where x, (w, k) is the susceptibility of each species
0. These susceptibilities had simple limiting forms when w/k << \/kT,0/m, (isother-
mal limit) and when w/k >> /kT,0/m, (adiabatic limit), but the fluid analysis
failed when w/k ~ \/kT,0/m, and the susceptibilities became undefined.

3. When the behavior of interacting beams of particles was considered, it was found that
under certain conditions a fast growing instability would develop.
These three results will be tied together by the analysis of the Landau problem.

5.2.1 Attempt to solve the linearized Vlasov-Poisson system of equations using
Fourier analysis

The method for manipulating fluid equations to find wave solutions was as follows: (i)
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the relevant fluid equations were linearized, (ii) a perturbation ~ exp(ik - x — iwt) was
assumed, (iii) the system of partial differential equations was transformed into a system
of algebraic equations, and then finally (iv) the roots of the determinant of the system of
algebraic equations provided the dispersion relations which characterized the various wave
solutions.

It seems reasonable to use this method again in order to investigate waves from the
Vlasov point of view. However, it will be seen that this approach fails and that instead, a
more complicated Laplace transform technique must be used in the Vlasov context. How-
ever, once the underlying difference between the Laplace and Fourier transform techniques
has been identified, it is possible to go back and “patch up” the Fourier technique. Al-
though perhaps not entirely elegant, this patching approach turns out to be a reasonable
compromise that incorporates both the simplicity of the Fourier method and the correct
mathematics/physics of the Laplace method.

The Fourier method will now be presented and, to highlight how this method fails, the
simplest relevant example will be considered, namely a one dimensional, unmagnetized
plasma with a stationary Maxwellian equilibrium. The ions are assumed to be so massive
as to be immobile and the ion density is assumed to equal the electron equilibrium density.
The electrostatic electric field E = —9¢/0x is therefore zero in equilibrium because there
is charge neutrality in equilibrium. Since ions do not move there is no need to track ion
dynamics. Thus, all perturbed quantities refer to electrons and so it is redundant to label
these with a subscript “e”. In order to have a well-defined, physically meaningful problem,
the equilibrium electron velocity distribution is assumed to be Maxwellian, i.e.,

S

1 2
fo(v) =ng—75—e™" /v

07y (5.20)

where vy = /2T /m.

The one dimensional, unmagnetized Vlasov equation is

af ~of q0pof
htl L _ 1777 21
ot +U8x m Ox Ov (5.21)

and linearization of this equation gives

of1 ofi q 9¢y 0 fo o
ot tv or m Or v =0 (5.22)

Because the Vlasov equation describes evolution in phase-space, v is an independent vari-
able just like = and ¢. Assuming a normal mode dependence ~ exp(ikz — iwt), Eq.(5.22)
becomes

q 9Jo

which gives
k qdfo
= —=—¢. 24
=R m e (5.24)
The electron density perturbation is
= == ———d 2
m= [ faw=—Lo [ %0, (525)
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a relationship between n; and ¢;. Another relationship between n; and ¢, is Poisson’s
equation

oy mg
=——. 5.26
ox2 €0 (5.26)
Replacing 9/9z by ik, Eq.(5.26) becomes
K2, = 19 (5.27)
€0
Combining Egs.(5.25) and (5.27) gives the dispersion relation
2 e’}
q k 9fo
1 —dv =0. 5.28
+ k2meg /,OO (w— kv) dv v (5:28)

This can be written more elegantly by substituting for fo using Eq.(5.20), defining the non-
dimensional particle velocity £ = v/vr , and the non-dimensional phase velocity o =

w/kvr to give
1 1 o° 1 0 2
l—-—— dé-———e ¢ =0. 529
2K2NE T/ /m e—wyact 6:29)
or
1+x=0 (5.30)
where the electron susceptibility is

1 1 ° 1 0 2
=" dfE————e ¢, 5.31

In contrast to the earlier two-fluid wave analysis where in effect the zeroth, first, and second
moments of the Vlasov equation were combined (continuity equation, equation of motion,
and equation of state), here only the Vlasov equation is involved. Thus the Vlasov equa-
tion contains all the information of the moment equations and more. The Vlasov method
therefore seems a simpler and more direct way for calculating the susceptibilities than the
fluid method, except for a serious difficulty: the integral in Eq.(5.31) is mathematically
ill-defined because the denominator vanishes when & = « (i.e., when w = kvr). Be-
cause it is not clear how to deal with this singularity, the ¢ integral cannot be evaluated and
the Fourier method fails. This is essentially the same as the problem encountered in fluid
analysis when w/k became comparable to /T"/m.

5.2.2 Landau method: Laplace transforms

Landau (1946) argued that the Fourier problem as presented above is ill-posed and showed
that the linearized Vlasov-Poisson problem should be treated as an initial value problem,
rather than as a normal mode problem. The initial value point of view is conceptually re-
lated to the analysis of single particle motion in sawtooth or sine waves. Before presenting
the Landau analysis of the linearized Vlasov-Poisson problem, certain important features
of Laplace transforms will now be reviewed.

The Laplace transform of a function ¢ (¢) is defined as

v(p) = / " iye (532)
0
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and can be considered as a “half of a Fourier transform” since the time integration starts at
t = O rather than { = —oo. Caution is required regarding the convergence of this integral
for situations where v(t) contains exponentially growing terms.

Suppose such exponentially growing terms exist. As ¢ — oo, the fastest growing term,
say exp(7t), will dominate all other terms contributing to t(¢). The integral in Eq.(5.32)
will then diverge as ¢ — oo, unless a restriction is imposed on the real part of p. In partic-
ular, if it is required that Rep > +y, then the decaying exp(—pt) factor will always over-
whelm the growing exp(7t) factor so that the integral in Eq.(5.32) will converge. These
issues of convergence are ignored in Fourier transforms where it is implicitly assumed that
the function being transformed has neither exponentially growing terms (which diverge at
t = oo) nor exponentially decaying terms (which diverge at t = —00).

Thus, the integral transform in Eq.(5.32) is defined only for Rep > . To emphasize
this restriction, Eq.(5.32) is re-written as

b= [ el vt Rep > (5.33)
0

where + is the fastest growing exponential term contained in 9(Z). Since p is typically
complex, Eq.(5.33) means that 1)(p) is only defined in that part of the complex p plane
lying to the right of -y as sketched in Fig.5.2(a). Whenever 9(p) is used, one must be
very careful to avoid venturing outside the region in p—space where t(p) is defined (this
restriction will later become an important issue).

To construct an inverse transform, consider the integral

9(t) = /C dp(p)e?. (534)

This integral is ambiguously defined for now because the integration contour C' is unspec-
ified. However, whatever integration contour is ultimately selected must not venture into
regions where t(p) is undefined. Thus, an allowed integration path must have Rep > +.
Substitution of Eq.(5.33) into Eq.(5.34) and interchanging the order of integration gives

g(t) = / dt’ / dpy(t")e? ) Rep > . (5.35)
0 C

A useful integration path C for the p integral will now be determined. Recall from the
theory of Fourier transforms that the Dirac delta function can be expressed as

1 [ ;
o(t) =— dw e'“? 5.36
=5 [ de (5.36)
which is an integral along the real w axis so that w is always real. The integration path
for Eq.(5.35) will now be chosen such that the real part of p stays constant, say at a value
B which is larger than 7, while the imaginary part of p goes from —oo to co. This path is
shown in Fig.5.2(b), and is called the Bromwich contour.
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Figure 5.2: Contours in complex p-plane

For this choice of path, Eq.(5.35) becomes

o B+ico
9() = /dt' / d(pr + ips) P(t')ePripat=t)
0 B—ioco
= i/dt/eﬁ(tft/)zy(t’) /dpieipi(t—t’)
0 Yoo
= 2wi/dt’eﬁ<t*’>w(t’)é(t—t')
0
= 2mig(t) (5.37)

where Eq.(5.36) has been used. Thus, ¢(t) = (27i) 'g(t) and so the inverse of the
Laplace transform is

1 B+ico
P(t) _/B dpy(p)et’, B >7. (5.38)

21 oo
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Before returning to physics, recall another peculiarity of Laplace transforms, namely
the transformation procedure for derivatives. The Laplace transform of dty/d¢; may be
simplified by integrating by parts to give

* Ay o > - -
/ dt d—?e*m = [v(t)e '], —I—p/ dty(t)e P = py(p) — ¥(0). (5.39)
0 0

Unlike Fourier transforms, here the initial value forms part of the transform. Thus, Laplace
transforms contain information about the initial value and so should be better suited than
Fourier transforms for investigating initial value problems. The importance of initial value
was also evident in the Chapter 3 analysis of particle motion in sawtooth or sine wave
potentials.

The requisite mathematical tools are now in hand for investigating the Vlasov-Poisson
system and its dependence on initial value. To obtain extra insights with little additional
effort the analysis is extended to the more general situation of a three dimensional plasma
where ions are allowed to move. Again electrostatic waves are considered and it is assumed
that the equilibrium plasma is stationary, spatially uniform, neutral, and unmagnetized.

The equilibrium velocity distribution of each species is assumed to be a three dimen-
sional Maxwellian distribution function

m

3/2
o _ —mgv? [2KT). 4
27mTa) exp(—mev” /26T,) (5.40)

f o0 (V) = No0 (
The equilibrium electric field is assumed to be zero so that the equilibrium potential is
a constant chosen to be zero. It is further assumed that at ¢ = O there exists a small
perturbation of the distribution function and that this perturbation evolves in time so that at
later times

fo(x,vit) = foo(V) + for(x,V,0). (541)
The linearized Vlasov equation for each species is therefore
afo’l qo afo’O

VYV [y — 2LV, - =0. 42

o Vo= V0 (5.42)

All perturbed quantities are assumed to have the spatial dependence ~ exp(ik - x); this is
equivalent to Fourier transforming in space. Equation (5.42) becomes

afa . qo . afo’O
8151 +ik-vf, — m—a¢1lk- o =0. (5.43)
Laplace transforming in time gives
. r3 o 7 - afa
(p +ik - V)fcrl(vap) - fo’l(v7 0) - 7;],L_§b1(p)lk : 8v0 =0 (544)

which may be solved for fal(v,p) to give

1
(p+ik-v)

afJO
ov

Jor(vip) = J1(v,0) + 2=, (p)ik - (5.45)
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This is similar to Eq.(5.24), except that now the Laplace variable p occurs instead of the
Fourier variable —iw and also the initial value f,;(v,0) appears. As before, Poisson’s
equation can be written as

Vg(pl = —— qungl = —— Zq(,/d vfe1(X,Vv,1). (5.46)

Replacing V' — ik and Laplace transforming with respect to time, Poisson’s equation
becomes

K2, (p) Z 0 [ @0t (5.47)
Substitution of Eq.(5.45) into the right hand side of Eq. (5.47) gives
9o ~ . afa
- S (v,0) + ~76y (p)ik - =72
- z 4
i = 4 Yoo o0 T 54

which is similar to Eq.(5.28) except that —iw — p and the initial value appears. Equation
(5.48) may be solved for ¢, (p) to give

o1 (p) = % (5.49)
where the numerator is
No) = o > [ ]fj e OV) (5.50)
and the denominator is
afaO
Dp)ZI_ﬁZEOmU p—l—lk v) SEN

Note that the denominator is similar to Eq.(5.28). All that has to be done now is take the
inverse Laplace transform of Eq.(5.49) to obtain

_ 1 Prico N(p)
¢1(t) = 5~ /E m dp Diy) e? (5.52)

where (3 is chosen to be larger than the fastest growing exponential term in N (p)/D(p).

This is an exact formal solution to the problem. However, because of the complexity of
N(p)and D(p) it is impossible to evaluate the integral in Eq.(5.52). Nevertheless, it turns
out to be feasible to evaluate the long-time asymptotic limit of this integral and for practical
purposes, this is a sufficient answer to the problem.
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5.2.3 The relationship between poles, exponential functions, and analytic
continuation

Before evaluating Eq.(5.52), it is useful to examine the relationship between exponentially
growing/decaying functions, Laplace transforms, poles, residues, and analytic continua-
tion. This relationship is demonstrated by considering the exponential function

f(t) = e (5.53)

where ¢ is a complex constant. If the real part of ¢ is positive, then the amplitude of f(t)
is exponentially growing, whereas if the real part of ¢ is negative, the amplitude of f(¢) is
exponentially decaying. Now, calculate the Laplace transform of f(¢); it is

- > 1
flp)= / eltPtqt = ——  defined only for Rep > Req. (5.54)
0 _

Let us examine the Bromwich contour integral for f (p) and temporarily call this integral
F(t); evaluation of F'(t) ought to yield F'(t) = f(t). Thus, we define

B+ico
Fit) = = dpf(p)e”’, B> Req. (5.55)
2mi B—ico
If the Bromwich contour could be closed in the left hand p plane, the integral could easily
be evaluated using the method of residues but closure of the contour to the left is forbidden
because of the restriction that 3 > Re g. This annoyance may be overcome by constructing
a new function f(p) which

1. equals f(p) in the region 5 > Regq,
2. is also defined in the region 8 < Regq , and

3. isanalytic.
Integration of f(p)along the Bromwich contour gives the same result as does inte-
gration of f(p) along the same contour because the two functions are identical along this
contour [cf. stipulation (1) above]. Thus, it is seen that

1 B+ico )
F(t) = —/ dpf(p)e, (5.56)
271 500
but now there is no restriction on which part of the p plane may be used. So long as the
end points are kept fixed and no poles are crossed, the path of integration of an analytic
function can be arbitrarily deformed. This is because the difference between the original
path and a deformed path is a closed contour which integrates to zero if it does not enclose
any poles. Because f(p) — 0 at the endpoints 5 £ co, the integration path of f(p) can be
deformed into the left hand plane as long as f (p) remains analytic (i.e., does not jump over
any poles or branch cuts). How can this magic function f (p) be constructed?
_ The answer is simple; we define a function f (p) having the identical functional form as
f(p), but without the restriction that Re p > Re ¢. Thus, the analytic continuation of

f(p) = —q, defined only for Rep > Req (5.57)
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is simply

1 .
f(p) = ——, defined for all p provided f(p) remains analytic. (5.58)

The Bromwich contour can now be deformed into the left hand plane as shown in Fig.
5.3. Because exp(pt) — 0 for positive ¢ and negative Re p, the integration contour can be
closed by an arc that goes to the left (cf. Fig.5.3) into the region where Re p — —oo. The
resulting contour encircles the pole at p = g and so the integral can be evaluated using the
method of residues as follows:

1 1 1
F(t) = — ¢ ——ePtdp = lim 27i(p — — — &P = e, 5.59
®) 27rij{p—qe p = lim 2mi(p q)[QWi(p—q) } € (5.59)
complex p plane
deformed contour
closure of . .
deformed contour Imp B+ ioc original
" Bromwich
contour
®
Rep
B i
only f(p) ) F )

defined in this region both defined in this region

Figure 5.3: Bromwich contour

This simple example shows that while the Bromwich contour formally gives the inverse
Laplace inverse transform of f(p), the Bromwich contour by itself does not allow use of
the method of residues, since the poles of interest are located precisely in the left hand
complex p plane where f(p) is undefined. However, analytic continuation of f(p) allows
deformation of the Bromwich contour into the formerly forbidden area, and then the inverse
transform may be easily evaluated using the method of residues.
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5.2.4 Asymptotic long time behavior of the potential oscillation

We now return to the more daunting problem of evaluating Eq.(5.52). As in the simple
example above, the goal is to close the contour to the left, but because the functions N (p)
and D(p) are not defined for Re p < -, this is not immediately possible. It is first necessary
to construct analytic continuations of N(p) and D(p) that extend the definition of these
functions into regions of negative Rep. As in the simple example, the desired analytic
continuations may be constructed by taking the same formal expressions as obtained before,
but now extending the definition to the entire p plane with the proviso that the functions
remain analytic as the region of definition is pushed leftwards in the p plane.

Consider first construction of an analytic continuation for the function N (p). This func-
tion can be written as

- =y For(v,0) 1 > Fe(v),0)
N = g ;q”/oodv (p+ikv)) — ikPeo ;q" /,oodv” (v)—ip/k)" (5.60)

Here, || means in the k direction, and the parallel component of the initial value of the
perturbed distribution function has been defined as

Fyi(v),0) = /dQVLfal(v,O). (5.61)

The integrand in Eq.(5.50) has a pole at vy = ip/k. Let us assume that & > O (the
general case where k can be of either sign will be left as an assignment). Before we
construct an analytic continuation, Re p is restricted to be greater than ~y so that the pole
v|| = ip/k is in the upper half of the complex v| plane as shown in Fig.5.4(a). When N (p)
is analytically continued to the left hand region, the definition of N (p) is extended to allow
Rep to become less than ~y and even negative. As shown in Figs. 5.4(b), decreasing Re p
means that the pole at v = ip/k in Eq.(5.50) drops from its initial location in the upper
half v plane toward the lower half v plane. A critical question now arises: how should
we arrange this construction when Rep passes through zero? If the pole is allowed to
jump from being above the path of v integration (which is along the real v|| axis) to being
below, the function N (p) will not be analytic because it will have a discontinuous jump of
271 times the residue associated with the pole. Since it was stipulated that N(p) must be
analytic, the pole cannot be allowed to jump over the v|| contour of integration. Instead,
the prescription proposed by Landau will be used which is to deform the v contour as Re p
becomes negative so that the contour always lies below the pole; this deformation is shown
in Figs.5.4(c).
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Figure 54: Complex v plane

D(p) involves a similar integration along the real v axis. It also has a pole that is
initially in the upper half plane when Rep > 0, but then drops to being below the axis as
Repis allowed to become negative. Thus analytic continuation of D(p) is also constructed
by deforming the path of the v)| integration so that the contour always lies below the pole.

Equipped with these suitably constructed analytic continuations of N(p) and D(p)
into the left-hand p plane, evaluation of Eq.(5.52) can now be undertaken. As shown in
the simple example, it is computationally advantageous to deform the Bromwich contour
into the left hand p-plane. The deformed contour evaluates to the same result as the orig-
inal Bromwich contour (provided the deformation does not jump over any poles) and this
evaluation may be accomplished via the method of residues. In the general case where
N(p)/D(p) has several poles in the left hand p plane, then as shown in Fig.5.2(c), the
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contour may be deformed so that the vertical portion is pushed to the far left, except
where there is a pole p;: the contour “snags” around each pole p; as shown in Fig.5.2(c).
For Rep — —o0, the numerator N(p) — 0, while the denominator D(p) — 1. Since
exp(pt) — 0 for Re p — —oo and positive ¢, the left hand vertical line does not contribute
to the integral and Eq.(5.52) simply consists of the sum of the residues of all the poles,
ie.

N
¢1(t) = ;plir;lj [(p —pj) Dg; e”t} : (5.62)
Where do the poles p; come from? Upon examining Eq.(5.62), it is clear that poles could
come either from (i) N (p) having an explicit pole, i.e. N(p) contains a term ~ 1/(p —p;),
or (ii) from D(p) containing a factor ~ (p — p;),i.e.,p; is aroot of the equation D(p) =
0. The integrand in Eq. (5.60) has a pole in the v plane; this pole is “used up” as a
residue upon performing the v integration, and so does not contribute a pole to N (p).
The only other possibility is that the initial value F,; (v|,0) somehow provides a pole, but
F,1(v),0) is a physical quantity with a bounded integral [i.e., [ F1 (v)|,0)dv is finite] and
so cannot contribute a pole in N (p). It is therefore concluded that all poles in N(p)/D(p)
must come from the roots (also called zeros) of D(p).

The problem can be simplified by deciding to be content with a less than complete so-
lution. Instead of attempting to calculate ¢, (¢) for all positive times (i.e., all the poles
p; contribute to the solution), we restrict ourselves to the less burdensome problem of find-
ing the long time asymptotic behavior of ¢, (¢). Because each term in Eq.(5.62) has a factor
exp(ip;t), the least damped term [i.e., the term with pole furthest to the right in Fig.5.2(c)],
will dominate all the other terms at large ¢. Hence, in order to find the long-term asymptotic
behavior, all that is required is to find the root p; having the largest real part.

The problem is thus reduced to finding the roots of D(p); this requires performing the
v integration sketched in Fig.5.4. Before doing this, it is convenient to integrate out the
perpendicular velocity dependence from D(p) so that

ik afo'O
1 o s oy
D(p) = 1-— d°v -
k? &~ gomg (p+ik-v)
aFaO
1 qQ > a'UH
= 1-= a d 5.63
k? & cgmq [oo o =ip/k) 069
Thus, the relation D(p) = 0 can be written in terms of susceptibilities as
D(p)=1+x;+x.=0 (5.64)

since the quantities being summed in Eq.(5.63) are essentially the electron and ion pertur-
bations associated with the oscillation, and D(p) is the Laplace transform analog of the
the Fourier transform of Poisson’s equation. In the special case where the equilibrium dis-
tribution function is Maxwellian, the susceptibilities can be written in a standardized form
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as
11 1 o
= - dé— - _g2
Xo U2NL TL/2 / g(g “ip/kury) O€ exp(—¢7)
1 1 b (& —ip/kvpe +ip/kvrs) 9
= — d _
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= 1+ aZ(a)] (5.65)
Do

where a = ip/kvr,, and the last line introduces the plasma dispersion function Z(«)
defined as

1 —¢
2(0) = =73 / dge’é’(_ i)) (5.66)

where the £ integration path is under the dropped pole.

5.2.5 Evaluation of the plasma dispersion function

If the pole corresponding to the fastest growing (i.e., least damped) mode turns out to have
dropped well below the real axis (corresponding to Re p being large and negative), the
fastest growing mode would be highly damped. We argue that this does not happen be-
cause there ought to be a correspondence between the Vlasov and fluid models in regimes
where both are valid. Since the fluid model indicated the existence of undamped plasma
waves when w/k was much larger than the thermal velocity, the Vlasov model should pre-
dict nearly the same wave in this regime. The fluid wave model had no damping and
so any damping introduced by the Vlasov model should be weak in order to maintain an
approximate correspondence between fluid and Vlasov models. The Vlasov solution cor-
responding to the fluid mode can therefore have a pole only slightly below the real axis,
i.e., only slightly negative. In this case, it is only necessary to analytically continue the de-
finition of N (p)/D(p) slightly into the negative p plane. Thus, the pole in Eq.(5.66) drops
only slightly below the real axis as shown in Fig.5.5.

The & integration contour can therefore be divided into three portions, namely (i) from
& =—ocoto & = a — 4, just to the left of the pole; (ii) a counterclockwise semicircle of
radius ¢ half way around and under the pole [cf. Fig.5.5]; and (iii) a straight line from
a+6 to +oo. The sum of the straight line segments (i) and (iii) in the limit § — O is called
the principle part of the integral and is denoted by a ‘P’ in front of the integral sign. The
semicircle portion is half a residue and so makes a contribution that is just 7i times the
residue (rather than the standard 27i for a complete residue). Hence, the plasma dispersion
function for a pole slightly below the real axis is
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[ee]

1 —£? .
Z(a):m P / dg% + ir'/? exp(—a?) (5.67)

where P means principle part of the integral. Equation (5.67) prescribes how to evaluate
ill-defined integrals of the type we first noted in Eq.(5.28).

Imé&

complex & plane

integration contour —] 2

Figure 5.5: Contour for evaluating plasma dispersion function

There are two important limiting situations for Z(«), namely || >> 1 (correspond-
ing to the adiabatic fluid limit since w/k >> vr,) and |a| << 1 (corresponding to the
isothermal fluid limit since w/k << v, ). Asymptotic evaluations of Z(«) are possible in
both cases and are found as follows:

1. a>>1case.

Here, it is noted that the factor exp(—&g) contributes significantly to the integral
only when ¢ is of order unity or smaller. In the important part of the integral where
this exponential term is finite, |o| >> &£. In this region of £ the other factor in the

integrand can be expanded as
-1 2 3 4
-n () — e () +(B) +(§) +-
(£—a) o o o o o o o
(5.68)

The expansion is carried to fourth order because of numerous cancellations that elim-
inate several of the lower order terms. Substitution of Eq.(5.68) into the integral in
Eq.(5.67) and noting that all odd terms in Eq.(5.68) do not contribute to the integral
because the rest of the integrand is even gives

[ee] (o]

1 exp(—fg) 11
P7r1/2 /d5 (£—a) T anl/? /dfexp(—gg)

— 00 — 00
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The ‘P’ has been dropped from the right hand side of Eq.(5.69) because there is no
longer any problem with a singularity. These Gaussian-type integrals may be evalu-
ated by taking successive derivatives with respect to a of the Gaussian

1 1
7 / d¢ exp(—ag?) = =7 (5.70)
and then setting a = 1. Thus,
1 2 2y _ 1 1 4 2y _ 3
5 [ el = 5 o [aten-¢) =] 67
so Eq.(5.69) becomes
17 exp(—£2) 1 1 3
P— | d—"F=—|14=—+—+..|. 5.72
wl/2 / ¢ (& —a) a +2a2+4a4+ (5-72)
In summary, for || >> 1, the plasma dispersion function has the asymptotic form
Z@) = - |14 i imr!/? 2 573
(Oé) ——a —I—@—I—m—l— —+ 1 GXp(—Oé ) ( . )

. |a] << 1case.

In order to evaluate the principle part integral in this regime the variable n = £ — «is
introduced so that dn = d§. The integral may be evaluated as follows:

1 [ exp(—€?) 1 /°° o’ 20m—o?
el s = e
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3
202
= —2x (1 — T + )
5.74)

where in the third line all odd terms from the second line integrated to zero due to
their symmetry. Thus, for @ << 1, the plasma dispersion function has the asymptotic
limit
2a° - 1/2 2
Z(a)=—2a(l- =5 + ... ) +in = exp(—a”). (5.75)
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5.2.6 Landau damping of electron plasma waves

The plasma susceptibilities given by Eq.(5.65) can now be evaluated. For |a| >> 1, using
Eq.(5.73), and introducing the “frequency” w = ip so that « = w/kvr, and o; = w;/ kv,
the susceptibility is seen to be

! {1+a[ 1(1+ L, 5y )+'7r1/2 ( aQ)H
Xy = —— = — + — +... | +ir/ Zexp(—
kg)‘QDa « 202 4ot
1 { ( 1 3 ) . 1/2 2
= —— 14— = +-— +...) +iar"/Z exp(—a?)
K202 202 4ot

2 2 1/2
_ Yo k* K15 LW 2722, 2
= —_—— 1—'—3? ™o + ... —I—IWTUWQDU GXp(—(.L) /k 'UTO_)

(5.76)
Thus, if the root is such that |a| >> 1, the equation for the poles D(p) =1+ x; +x. =0
becomes

w2 k? KT, w /2
pe K ke LW T 2 /2,2
1— (1 + 3w p= + ) + lkUTe ey exp(—w=/k*v7,)

w2 k2 KT Cw w2

This expression is similar to the previously obtained fluid dispersion relation, Eq. (4.31),
but contains additional imaginary terms that did not exist in the fluid dispersion. Further-
more, Eq.(5.77) is not actually a dispersion relation. Instead, it is to be understood as the
equation for the roots of D(p). These roots determine the poles in IV (p)/D(p) producing
the least damped oscillations resulting from some prescribed initial perturbation of the dis-
tribution function. Since wf,e /wfn. = m;/m. and in general vp; << v, both the real and
imaginary parts of the ion terms are much smaller than the corresponding electron terms.
On dropping the ion terms, the expression becomes

w 7T1/2

2 " ) T ore k202

Recalling that w = ip is complex, we write w = w, + iw; and then proceed to find the

complex w that is the root of Eq.(5.78). Although it would not be particularly difficult to

simply substitute w = w, + iw; into Eq.(5.78) and then manipulate the coupled real and

imaginary parts of this equation to solve for w, and w;, it is better to take this analysis as

an opportunity to introduce a more general way for solving equations of this sort.
Equation (5.78) can be written as

exp(—w?/k*v3,) = 0. (5.78)

D(w, 4+ iw;) = Dy (wy +iw;) +1D;(wy +iw;) =0 (5.79)

where D, is the part of D that does not explicitly contain i and D; is the part that does
explicitly contain i. Thus

w? k2 kT, w /2
D,=1—-2 (1435224 .. Dj=——— —w?/k*3%,). (5.80
w ( o5 me * ) ’ kvre k203, exp(=w/kvre). (530)
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Since the oscillation has been assumed to be weakly damped, w; << w, and so Eq.(5.79)
can be Taylor expanded in the small quantity w,,

dD,
Dr T i 7 i
(wr) + iw ( o )wzwr +1i

Since w; << wy, the real part of Eq.(5.81) is

Di(wr) + iws (iﬁi)w%] =0. (5.81)

D, (w) > 0. (5.82)
Balancing the two imaginary terms in Eq.(5.81) gives

Dl‘ (wr)

dw
Thus, Eqs.(5.82) and (5.80) give the real part of the frequency as
k2 kT,
wz = W;Q;e (1 + 3? - ) ~ wze (1 —+ 3k2)\2De) (5.84)

while Eqs.(5.83) and (5.80) give the imaginary part of the frequency which is called the
Landau damping as

T Wpe
w; = —\/ngASDe exp (—wg/kgv%g)

— ) ) (5.85)
— pe 2 2
= — /ngASDe exp [— (14 3k%\D,) /2k27D,.] .
Since the least damped oscillation goes as exp(pt) = exp(—iwt) =  exp(—i(w, +

iw;)t) = exp(—iw,t +w;t) and Eq.(5.85) gives a negative w; , this is indeed a damping. It
is interesting to note that while Landau damping was proposed theoretically by Landau in
1949, it took sixteen years before Landau damping was verified experimentally (Malmberg
and Wharton 1964).

What is meant by weak damping v. strong damping? In order to calculate w; it was
assumed that w; is small compared to w, suggesting perhaps that w; is unimportant. How-
ever, even though small, w; can be important, because the factor 27 affects the real and
imaginary parts of the wave phase differently. Suppose for example that the imaginary part
of the frequency is 1/27 ~ 1/6 the magnitude of the real part. This ratio is surely small
enough to justify the Taylor expansion used in Eq.(5.81) and also to justify the assumption
that the pole p; corresponding to this mode is only slightly to the left of the imaginary p
axis. Let us calculate how much the wave is attenuated in one period 7 = 27 /w,. This
attenuation will be exp(—|w;|T) = exp(—271/6) ~ exp(—1) ~ 0.3. Thus, the wave ampli-
tude decays to one third its original value in just one period, which is certainly important.

5.2.7 Power relationships

It is premature to calculate the power associated with wave damping, because we do not yet
know how to add up all the energy in the wave. Nevertheless, if we are willing to assume
temporarily that the wave energy is entirely in the wave electric field (it turns out there is





