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Errors in uncorrelated sampling
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The integral is obtained as a « time » average: | = A= N Z An
n=1
where A, is a configuration-dependent physical quantity.
1

When the A, are independent, we have seen that o= W OA
with 042 = (A2)—(A)? , where (...) indicates the average

over many independent simulations.

For sufficiently long simulations, o, can be obtained from o2 = A2 - (Z) 2



Correlated sampling
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Correlation function

_ ((An_ (An))(An+k_<An+k))) _ (AnAn+k>_<An)2
Caalk) = (A2} — (A ) = 0,2

where (...) indicates the average over many independent simulations.
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= Time translation invariance at equilibrium

= Caak=0)=1 o

\_ k_J

= Iim (A An) = (A (Ask) = (Ap)? = lim Cpk) = 0
Kk - oo T k - oo

independence at large k



Correlation time
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For an exponentially decaying correlation function,
onefinds =7 forlarge .

Proof
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Expression for error

N N 2
_ 1 1 (...) indicates the average over
2 _
o = A N ZA” { N ZA” ) ) many independent simulations.
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The error can be expressed in terms of the correlation function!



Expression for error

>

n=1

frequency of term £

emax /

Culm=n) > Cal(L) F (L)

iD=
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double sum but C,, only dependson £ =m—-n,
withl .= —(N-1) and { = N-1

Frequency

Example: N=4
m

{=m-n n 2 s 4 frequencyof £ = 0 : N
11 0 =1 -2 -3 frequency of {=+1:N-1
ol 1 0 -1 2 frequency of £ =—1:N-1
312 1 0 -1
413 2 1 0 frequency of £: N—| ¢ |




Expression for error

zmax
2 N N - |g |
o2 = %A ZZCAA(m—n) - —Z Can(L)-\ 1=
N 2 N
n=1m=1 (=4
+ o0
2 2
= 22 z Can (L) = A . 9;
N - o N {=—_oo N
The error can be expressed in terms of the correlation time!
To sum up:
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Error from « time » averages

o2 = A2 _ (Z) 2 estimated from « time » averages
+00
T = 1 Caa(n) estimated from « time » averages
5 AA
n=—oo




Blocking analysis

H. Flyvbjerg and H. G. Petersen, J. Chem. Phys. 91, 461 (1989).

The data are chopped into blocks of size Nz and are averaged over the blocks.
The averages obtained in this way are treated as if they were independent.
When Ny is sufficiently large, this will eventually become true.
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Blocking analysis

For a given block size N, we obtain N/ Ng block averages.

When Ny is larger than the correlation time, these block averages can be
considered as independent and the associated variance oz? can be calculated.

From our error analysis, for a block of Ng data, the error can be written as

correlation time in
273 / the limit of large Ng

OB - oA I

variance of block averages \

considered as independent | block size

from «time» average
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Blocking analysis

Full simulation

For a given transformation with block size Ng = 2M :

2
Op 2 Ngog

o2 (M) = N 27 = N




Blocking analysis
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Error calculated as if all data I M
points were independent

Note that fluctuations set in for large M : few blocks, large errors.

If the plateau is not seen, more data points need to be collected (increase N ).
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