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Part I: Introduction to data analysis



1 Lecture 1: The power method and Google’s PageRank algorithm

In this lecture we will present an algorithm to compute the dominant eigenvalue and the related eigenvector of a
square matrix. We will then consider Google’s PageRank algorithm [1] as a very impactful application of the method.

1.1 Eigenvalues and eigenvectors
We start by recalling the definition of eigenvalues and eigenvectors of a matrix.

Definition 1. Consider a square matrix A € C"*™. A vector U is an eigenvector of the matriz A if ¥ # 0 and if
there exists A € C such that
AT = 0. (1.1)

A is an etgenvalue of A associated to v. Finally, the characteristic polynomial of A is defined as
p(>‘) = det (A - )\]Inxn) ) (12)
where I, x, s the n X n identity matrix.

We recall that the eigenvalues of an n x n matrix are exactly the roots of its characteristic polynomial, which is
a degree n polynomial. Thus, each square matrix of size n X n has exactly n eigenvalues on the complex field.

Notice that if ¢’ is an eigenvector with eigenvalue A, then ¢v is again an eigenvector with eigenvalue A for any
¢ € C\ {0}. Thus, we can always normalize each eigenvector such that their Euclidean norm equals one, i.e.

10| = \Joi 4+ + 02 =1, (1.3)

where v; is the i-th component of the vector ¢. In the following we will often consider normalized eigenvectors.
In this lecture, we will focus on two questions.

1. How can we compute the eigenvalues and eigenvectors of a matrix numerically, i.e. using a computer?
2. Why is it interesting to compute the eigenvalues and eigenvectors of a matrix?

We will provide one answer of interest to the 2nd question, there are of course, many more applications in physics
and elsewhere.

1.2 Power Method

We first consider Question 1, and introduce an algorithm to compute the dominant eigenvalue and eigenvector of a
matrix. By dominant eigenvalue we mean the eigenvalue with largest modulus.

Theorem 1. Consider a square matriz A € C™"*™ with eigenvalues {A1,...,\,} and associated normalized eigen-
vectors {U1,...,U,}. Define the iteration
7®
FD — _ATY (1.4)
[ AT

with a given initial condition w(®) € C™. Suppose that

1. A has a well defined dominant eigenvalue (without loss of generality, the first), i.e.
[A1] > max (|[Aal, ..., [ An]) (1.5)

where the complexr modulus is defined as
la +ib| = Va2 + b2. (1.6)

In particular, this implies that A1 # 0.
2. The initial condition W) has non-zero projection on the dominant eigenvector vy, i.e.
7 #£0. (1.7)
Then, as t — +o0o, we have that W*) converges to a dominant eigenvector of A, and

HAzD(t)H e NP (1.8)



Theorem 1 gives us a way to numerically compute the dominant eigenvalue and eigenvector of A: just iterate
(1.4) for a sufficiently long amount of steps. The resulting algorithm is called power method, or method of iterated
powers.

We will illustrate how to prove Theorem 1 under more restrictive hypotheses. We will consider only diagonalizable
matrices A, i.e. A can be written as

A=VAV (1.9)

where V is the n X n matrix whose i-th column is the i-th eigenvector v;, and A is the diagonal matrix
A:diag()\l,/\g,...J\n) . (110)

If this is the case, recall that the eigenvectors form a basis of C™. (The more general case of a non-diagonalizable
matrix, which we will not consider here, can be proven by using Jordan’s normal form.)

A side-remark: Notice that #; is not uniquely defined even after normalization, as pt; is again an eigenvector of
A with eigenvalue \; for any p € C, and |u| = 1. Thus, while the theorem guarantees us that @® converges to a
dominant eigenvector of A, the actual sequence of vectors {w<t)}§;0 may not converge component-wise, as it may
enter some loop where @Y = ()7, for some sequence of phases p(). In that case, while each @® is an eigenvector,
the sequence does not converge.

Proof of Theorem 1. We start by remarking that at each time ¢ > 1, the iterates (") are normalized, i.e.

d®| =1. (1.11)

Indeed, using the definition (1.4), we have

]|

where we used the linearity of the norm.
Now consider the initial condition @(?), and decompose it in the basis of the eigenvectors of A, i.e.

Agt=1
[Aa=D

AgtD H:l (1.12)

-

W = 10 + ety + -+ Caly (1.13)

for some complex coefficients {c1,...,¢,}. Assumption 2 implies that ¢; # 0.
Now, using the definition of the iteration (1.4), we can obtain a decomposition on the same basis for the iterate
@ at time t. We first notice that the iterate ¢ has a simple relation with the initial condition

Awt—2) AAGT—2
o A0CD  ATeea]  fases] | aat) At 1.14
~[AGED] T _asems [ Taaae S T g T A O] e
Taw=a]] [[4w¢=2]]

Then, we consider the numerator in the basis of eigenvectors of A
A0 = At (1T + oy + - - + cTy)
= ClAt’(_ﬁ + CQAtﬁQ + -4 CnAtﬁn (115)
= A Ty + ea\bty + -+ e T,
where we used the definition of eigenvalues to state that, for all: =1,...,n,
Al = ATHAG) = AT O\T) = AT = - = Mg (1.16)
Now we use Assumption 2, telling us that ¢; # 0, as well as Assumption 1, telling us that A; # 0, to rewrite

A n (M)
Atg© = 01A§171 + 02)\5772 + -+ Cn)\ﬁﬂ_)'n = Cl)\ﬁ ('Ul + — (;) U+ — ¢ ()\ ) ﬁn) . (1~17)
1 1

Finally, Assumption 1 tells us that for all : =2,... n,

i

t
Tl<1= <A> 25 0. (1.18)
1

A




This immediately implies that

AT e N (1.19)
so that b (0) .
At 1A

£ _ T U A 1.20

JAmaO = Teg] ™ T 120

where we used that ¥ is normalized, and where 7 is the reminder term whose norm is going to zero as t — oco. We
now see that for large times, when the reminder vanishes, @Y} will always be a multiple of .

A note on convergence: wW® may not converge to a well-defined vector at infinite time due to the possibly time-
evolving phase (A1/|A1])!. Indeed, take the example where ¢; = 1 and A\; = —1 (thus fully real, there is no need to
invoke complex numbers here). In that case

oW~ (—1)'7 (1.21)

which is an oscillating sequence that never converges, even though at any time w® is approximately an eigenvector
associated to the dominant eigenvalue. The only, but in practice the most important, case in which the sequence of
phases (\1/|A1])? converges (instead of spinning around the unit circle) is when \; /|| = 1, i.e. when the dominant
eigenvalue is real and strictly positive. In that case we have

w® Zre, 5 (1.22)
On the other hand, the following convergence holds in the usual sense without restrictions on A;:

HAU'}(”‘ s NP (1.23)

O

The power method allows in principle to compute also subdominant eigenvalues and eigenvectors. Indeed, one
can modify the matrix A to surgically put the dominant eigenvalue to zero, so that the second dominant eigenvalue
becomes the dominant one. In the simplest case of A orthogonally diagonalizable for which V—! = V7T ie. A can
be written as

A= TN, (1.24)

the modified matrix is .
A=A-5 ol (1.25)

which has the same eigenvalues and eigenvectors of A, with the only difference that the eigenvalue A; of A is now
equal to zero in A. Notice that we have access to this matrix, as A; and ¥} can be computed using the power iteration
algorithm. Then, if A satisfies the assumptions of Theorem 1, then the power iteration method can be applied to it
to compute the second eigenvalue and eigenvector, and so on.

The power method is, of course, only one of many numerical methods that can be used to compute the eigenvalues
and eigenvectors of a matrix. It is one of the simplest ones if not the simplest one and is particularly suited for large
matrices for which multiplication by a vector can be implemented efficiently (e.g. matrices with many zero elements)
and particularly for cases where only eigenvectors corresponding to one of several largest eigenvalues are needed.

1.3 The Page Rank algorithm

In the previous section we introduced a method to compute the dominant eigenvalue and eigenvector of a matrix.
But why is it interesting to compute these quantities? In this section we consider the Page Rank algorithm [1], the
algorithm that led to the creation of Google, and we will see that it is very closely related to the power method,
applied to a particular matrix.

1.3.1 The internet and the ranking problem

We first mention that in 1998, when Page Rank was introduced, there already existed a number of search engines
for the internet. Given a string of text, they would return the list of websites containing the string. What was
problematic was the ranking problem, namely how to sort the websites in order of relevance or importance. Indeed,
already at that time a given search result could amount to thousands of websites, making it difficult to decide what
to show to the user. Page Rank provides a solution to this ranking problem that worked extremely well in practice
and led to the creation of the Google company.



set of links ={2—1,3—-1,4—>1,2—> 3,2 > 4,5 — 4,4 — 5}, (1.30)

01 110 s 1/3 1 1/2 0
0 00 0O 50 0 0 O
A=10 100 0|, S=|1 150 0 0 (1.31)
01001 s 15 0 0 1
00010 5 0 0 12 0

Figure 1: An example of internet with n = 5 websites, with link structure given above. A is the corresponding
adjacency matrix, and S is the matrix defined by (1.29). The out-degrees are d; = 0, da = 3, d3 = 1, dy = 2 and
ds = 1.

The core component of the internet that is used by Page Rank is the concept of link. Given two websites ¢ and j,
we say that ¢ links to j, or that j is linked from ¢, if the website i contains an hypertextual link to website j. In
simpler words: if I am surfing website 7, and I can click somewhere in it and get redirected to website j, then 7 links
to j. For example, the website https://people.epfl.ch/lenka.zdeborova/ contains a link to the lab website
https://www.epfl.ch/labs/spoc/, which in turn has links pointing towards the most recent publications of the
group. Thus, we can imagine the internet as a collection of nodes (the websites) that are linked to each other by
arrows (so called directed edges). Such a structure is typically called a directed graph in mathematics.

Let us call n the number of websites on the internet. A compact way of encoding the linking structure, or graph
structure, of the internet is through the so called adjacency matriz A € R™*", defined as

(1.26)

1 if website j links to website 4
Aij = . .
0 otherwise

We also define the concept of out-degree of a website j as the number of other websites that are linked from j, which
can be compactly expressed through the adjacency matrix as

dj =) Aij. (1.27)

1.3.2 Definition of the Google matrix and motivation behind it

We are now ready to define the so-called Google matrix G € R™*™ which is the key object in Page Rank, as
G=(1-¢S+el (1.28)

where I is the matrix with all entries equal to 1/n, € € (0, 1) is a fixed constant (a hyperparameter with a value that
is set so that the method works well in practice), and

SijZ{

An example of internet graph with n = 5, along with the relevant quantities, is given in Figure 1.
Before going on and defining the Page Rank algorithm, let us gather a bit of intuition about this Google matrix G.

ES

Uoifd; > 1

) . 1.29
if d; =0 (1.29)

3l o

Let us imagine a dynamical process of liquid redistribution on the internet graph. Namely, define a variable wgt) >0
that counts the number of liters of a certain liquid located at a given node i of the graph at time ¢. At each time
step we redistribute the liquid in the following way:

e if d; = 0, namely if the node has no outgoing links, we distribute its liquid uniformly over all the nodes.

e If d; > 1, namely if the node has at least one outgoing link, we take a fraction € of the liquid of node j and
distribute it uniformly over all the nodes (as in the previous case), while we distribute the remaining fraction
1 — € uniformly over the nodes ¢ that are linked from j.


https://people.epfl.ch/lenka.zdeborova/
https://www.epfl.ch/labs/spoc/

In mathematical terms, we can write explicitly the relationship between the liquid distribution at time ¢ and that at
time ¢ + 1. Calling V(¢) the sets of nodes j that link to ¢, we have

(t) (t) (t)
w5t+1):24+624+(1_6)2#
jid;=0 K jid;>1 " jev@ Y
(t) (t) (t) t)
w; w; w;
:ezij +(176)ZL+€Z (1—%¢) Z
7:d;=0 " j:d;=0 n jd;j>1 n ev(i
n w(t) w®
:ezi—k 1—6)'2 ——l— (1—¢) ZA’J#J. (1.32)
j:d;=0 j:d;>1

n

=€ Z I”ﬂ)j(t) + (]. — 6) Z SZJW§t)
j=1 j=1
= ZGZ]w](t)
j=1

where we used the definitions of the matrices I, S and G. We also used that

D= D Ay (1.33)

JEV () Jidj>1

Thus, we see that the matrix G is a sort of transition matrix for this liquid redistribution process, telling us how
much liters we move from site j to site <. Notice that for this interpretation to hold, we check that the total amount
of liquid on the nodes of the graph is conserved. We also verify that if all components of @) are non-negative (it
makes no sense to have negative amount of liquid), then Wt will also have non-negative components. This holds,
as GG is a matrix with non-negative entries.

Another helpful intuition about the Google matrix G can be found by interpreting the redistribution process as the
dynamics of a random internet user, a random surfer. Indeed, we can interpret the vector w® as a probability vector,
telling us how probable it is that a random internet user is visiting a certain website at time t. The redistribution
rules can then be rephrased in the following way. If the random user is at website j at time ¢, then at time ¢ + 1

e if d; = 0, i.e. the website j has no out-going links, she will jump to a random website with uniform probability.

o Ifd; > 1, i.e. the website j has at least one out-going link, with probability € she will jump to a random website
with uniform probability, and with probability 1 — € she will jump to one of the websites linked from j, again
with uniform probability.

This process is again described by (1.32)
n
w§t+1) = Z G”wj(t) 5 (134)
j=1

telling us that G encodes information about which websites a random user will end up visiting more often when
randomly wandering on the internet. In order for this interpretation to hold, we must check that if @® is a
valid probability vector, i.e. all its components are non-negative and its components sum to 1 (at each time, with
probability 1 the user is visiting one of the n websites), then w(*t1) will also be a valid probability vector. This
holds, as both the matrix S and G satisfy

> Gij=1 and Y Sy=1 for i=1,...,n, (1.35)
i.e. they are both column-wise stochastic matrices. Indeed, suppose that

wj(-t) >0 and ij(.t) =1. (1.36)

Then witﬂ) > 0 as G has non-negative entries, and

Z (1) ZZG,]w(t Z(ZGU> = wl =1. (1.37)

i=1 =1 j=1 j=1 \i=1

oo



Let us show that S is column-wise stochastic. The proof for the matrix G follows easily. If d; = 0, then

n

& 1
;5@'22521» (1.38)

=1

while if d; > 1, then

- ~ Ay YAy
Zsijzzdj :Tzl, (1.39)
=1 =1

where we used the relationship between of out-degree and adjacency matrix (1.27).

Thus, both interpretation (liquid redistribution and random internet surfing) point to the following intuition: a
website is more important if, after a large enough amount of time steps (in physics lexicon, after reaching equilibrium),
the website has more liters of liquid, or has more probability of being visited by a random internet user. This is the
intuition over which Page Rank is built.

To conclude this section, let us comment on the role of e. This parameter acts as a kind of regularization, making
it easier (and in fact certain) for the process to equilibrate at large times. Equilibration is a delicate consideration,
important in physics, and we will return to it later in the course. In practice, you can think of € as a small fixed
regularization constant, e.g. ¢ = 0.1 — 0.2.

1.3.3 Putting together the Google matrix and the power method

It is now natural to ask to which liquid distribution, or to which probability distribution, the iterative process (1.32)
n
j=1

converges as t — +o0o0. We notice that (1.32) is very similar to (1.4), i.e. to the iteration we used in the methods of
iterated powers, the only difference being the lack of normalization in (1.32). Thus, we can repeat the steps of the
proof of Theorem 1 to get information on the limit of W® as t — +o0o. We again obtain that

) = Gt | (1.41)
and that if the initial condition has the decomposition on the eigenvector basis of G
117(0) = 61171 + 62172 + 4 Cnl_)'n , (142)

with the initial condition such that ¢; # 0 and assuming that the dominant eigenvalue of G is non-degenerate (which
we note here without proof it indeed generically is for 0 < € < 1), then

u’i(t) —)t_H_OO Cl)\t1171 (143)

where A\ and v are, respectively, the dominant eigenvalue and eigenvector of the matrix G. We now realize that in
the power method the normalization is crucial: indeed, it simplifies away the A} term, which either vanishes in the
limit (if |A1] < 1) or diverges (if |A1| > 1). This is not needed in the case of the Google matrix, as we now prove that
A1 = 1. Suppose without loss of generality that the initial condition satisfies

0
Suwl® =1, (1.44)
j=1
Then, in the previous section we proved that an any later time ¢t > 1
t
Swl =1, (1.45)
j=1

as the matrix G is column-wise stochastic. But now we argued that

’Lﬁ(t) —)t_H_OO ClAiﬁl, (146)



implying that

1= Zw](-t) LmasaN eI\ Zvl , (1.47)
, =

Jj=1
which is consistent if and only if A\; = 1.
To sum it up, we have that (here we are using that A; is real and strictly positive otherwise the sequence of w®
may not converge, see the proof of Theorem 1 for related discussions)

QRN , (1.48)
meaning that the dominant eigenvector of the Google matrix is proportional to the stationary distri-
bution of the random-user dynamic processes. The larger the j-th component of this dominant eigenvector
is, the more liquid/probability there will be on the j-th node. The intuition above then suggests us that we should
rank websites based on the magnitude of the corresponding component of the dominant eigenvector.

We are finally in the position of writing down the Page Rank algorithm:

1. initialize w§0) =1/nforallj=1,...,n.

2. Repeat W = G'(© until ||d®+D) —w&®|| < § (here § > 0 is a small convergence threshold giving us a
practical stopping criterion).

3. Return @+,

The basic idea of Google search then to look for all websites containing a given string, and rank them based on the
magnitude of the corresponding component of w(#+t1) . Currently, Google search uses many other strategies to rank
the results, but the PageRank algorithm is still an essential part of the whole pipeline.

1.3.4 Algorithmic considerations

Is Page Rank efficiently executable on a computer? A priori, we would need to store the matrix G in memory,
i.e. we would need to store n? floating point numbers. For a small Internet of 10° websites, this amounts to order
10'2 numbers, which is far too large. Moreover, to actually multiply G by itself, or to invert G (operations that
we would need to perform to use other algorithms to compute v1), takes respectively an amount of fundamental
operations (think of floating point additions and multiplications) of the order of, respectively, O(n?) and O(n?),
which is impossibly slow in practice.

There are two aspects that allow a much faster execution and that PageRank takes advantage off:

e the internet link structure is sparse, meaning that each website only links to a few other websites. Thus, the
adjacency matrix A (the non-trivial ingredient of the matrix G) can be stored as a link list (see Figure 1 for
an example), which will have an order of O(dn) entries, where d is the average out-degree

_ 1 &
d= 52@. (1.49)

j=1

Notice that if d < n, then this will be much more efficient than storing the full matrix G, without losing any
amount of information.

e We never need to multiply together matrices directly while we iterate (1.32). Indeed, the iteration only involves a
matrix-vector product. This operation can be performed in order O(dn) operations if one leverages the sparsity
of the adjacency matrix, much faster than the O(n?) or O(n?®) operations discussed above. Notice also that the
convergence of the power iteration algorithm is exponentially fast, as the terms (A2/A1)? vanish exponentially
fast, meaning that one needs to run order 7" = 10 — 100 iterations in practice to reach convergence.

To sum it up, by using a sparse representation of the adjacency matrix, Page Rank can be run using order
O(dn) memory space and fundamental operations, allowing it to scale to the size of the full internet. Computational
complexity considerations such as this one are at the center of modern computational physics and data analysis and
we will be giving more examples later in the course. Often, computational considerations drive the development of
current technological innovations in a more important way than mathematical ones.
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2 Lecture 2: Principal component analysis

In this lecture, we provide a way to analyze structure in data by reducing its dimensionality, the principal component
analysis. We exemplify the concept in a case explaining genomics variations across Europe by geographic coordinates.
We introduce the singular value decomposition of a matrix.

2.1 Setting

We will consider a rectangular data matrix A € R"*? given by an experiment. Rectangular matrices are common in
data analysis. It is obtained by stacking n samples of dimension d. The vector A, € R? for 1 = 1...n represents
one sample or measurement. The Greek index p should be understood as indexing the samples. We will use a
Roman index ¢ = 1...d for each sample’s coordinates. The rows and the columns of the data matrix have different
interpretations.

The example we will use to motivate the concept of principal component analysis (PCA) is given in an article
titled ” Genes mirror geography within Europe” from 2008 [2]. In this article around n = 3000 sequences of DNA
were measured from individuals across Europe. For each person, each sample, a sequence of about d = 2.10° basis
on which genetic variations occur relatively often was extracted. These genetic variations are encoded in a matrix
A € R"¥¢ where A, = 1 if sample p has a difference on position ¢ with respect to a reference sequence, 0 otherwise.
We expect that for people p and v that are genetically related, their genetic variations A,, and A, will be correlated.
PCA is then a method allowing visualisation of the data in a lower dimension (in the present case dimension 2). The
authors of [2] use PCA to demonstrate that the structure present in the first two principal components corresponds
very well to the geographic map of Europe. They compute the two principal components of A (after centering and
rescaling), and they show that projections on the principal components correspond well to the coordinates of the
geographic repartition of the n individuals. The colors of points in Figure 2 are obtained by querying the geographic
origin of ancestors of the individuals and are not used in the PCA analysis.

We are now obviously interested in understanding what principal components are and how and why the method
works mathematically.

2.2 Singular value decomposition (SVD)

We are interested in analyzing a data matrix A given by experiments that is not square. Therefore, it does not admit
an eigen decomposition. Moreover, eigenvectors are nicely interpretable if they form an orthogonal basis; according
to the spectral theorem, this is possible if A is normal (i.e. AA* = A*A). In our case, A is given by stacking
measurements and is not normal, it is not even square. We shall rely on another decomposition, the generalization
of eigen decomposition to rectangular matrices, called singular value decomposition.

Definition 2. We recall that given a complex square matriz A € C™*?, we write A* for the conjugate of its transpose,
i.e. A* = AT, We can also use the notation A'.
We say a square matriz U € C**™ is unitary for

vur=u0"U =1, , (2.1)
where I, stands for the identity.

Theorem 2. (singular value decomposition, SVD) Let A € C™"*¢ ; it can always be decomposed as

A=USV® (2.2)
01 0 e 0
0 g9 0
: , of
A= uy us ... Uy, 0 0 Omin(n,d) (23)
0 0
oh
0 . 0
min(n,d)
A= Z UqTa V] (2.4)
a=1

11



Figure 2: Visualization of each samples u projected on the two first principal components of A. From [2].

with U € C™*™ and V € C™¢ unitary, and
Y= diag(gla s 7amin(n7d)) € R4 ) (25)

where o; > 0 are real and 01 > ... 2 Onin(n,d)- The o;s are unique; they are the singular values of A. The convention
is to order them in decreasing order.

We denoted by u, € C" and v, € C? the a-th column of the unitary matrix U and V. If oy > ... > Cmin(n,d)
then the min(n,d) first columns of U and V are unique up to multiplicative constants. By "up to multiplicative
constants” we mean that if one multiplies a column u, by a complex phase ¢*® and the corresponding v, by the
same then U and V are still unitary and UXV* is unchanged, as can be seen from (2.4).

Theorem 3. (singular value decomposition, SVD, of a real-valued matriz) Let A € R"*%; it can always be decomposed
as
A=UxV" (2.6)

with the same properties as for the complex case, but additionally both matrices U and V' having real-valued elements.

We do not provide the proof of these theorems, they can be found in standard linear algebra textbooks. SVD is
a decomposition in simple elements in the sense that we write A as the sum of rank-one matrices u,v], weighted by
the singular values o,.

Definition 3. Let A € C"*? ; we call left and right singular vectors of A vectors w € C" and v € C? such that there
exists o € C such that
A*u=0v and Av=ou. (2.7)

Proposition 1. The columns of U and the columns of V' are left and right singular vectors of A.

12



min(n,d)

Indeed, for vg column of V, we have Avg = Y 0" uy,04vlvs = ogug since vivg = d4p ; and same for ug,

having A*ug = Zmin(n’d) vac_rau:gu/_g = 0gv3.

a=1

Proposition 2. (link with eigenvalues.) Since AA*u = Aov = o>

AA*. Idem, any right singular vector v is an eigenvector of A*A.

u, any left singular vector w is an eigenvector of

This provides a way to compute the SVD of A since we know how to compute the eigenelements of a matrix.
This also explains why the singular values o; are real, since the matrices A*A and AA* are Hermitian.

2.3 Low-rank approximation

We show that the terms of SVD corresponding to the largest singular values give a natural approximation of the
matrix. The singular vectors of the highest singular values explain most of the structure in the matrix in the sense
we will now explain. We will call the right singular vectors of the (centred and normalized) matrix corresponding to
the largest singular values the principal components (PCs) of the matrix. Analyzing the PCs often provides useful
information about the experiment we study. In this section, we restrict our attention to real-valued matrices, and
the data matrices are real in most cases of interest.

Definition 4. The rank v of a matrixz can be defined in the same manner as:
— its number of independent rows (or columns);

— the dimension of the space its rows (or columns) span;

— or the number of its singular values that are not null.

Theorem 4. (Young-Eckart) Let A € R"*? be a real matriz and A = USVT its SVD, where U, & and V are real.
We call the Frobenius norm of a matriz M the real number ||M||% = Do M?;. Then the best approzimation of A

of rank k in term of ||.||%, i.e. that minimizes ||A — A®)||2., is
k
AW =N " ugoqv) = US< VT (2.8)
a=1

where Y.<y, is the matriz 3 whose values o; are set to zero for i > k.

We give a sketch of the proof that brings additional insight into the consequences of this theorem:
For a real matrix B whose SVD is B = UT'V with I = diag(y1,...,v%) we have

IBI% = ByiBui = tr(BB") (2.9)
J)

= tr(UTVVITTOT) (2.10)

= tr(UITTUT) (2.11)

= tr(I'TT) (2.12)

k
=Y 7. (2.13)
a=1

We use that U and V' are unitary (orthogonal) and that Trace is invariant under the change of basis, in other words,
that for square matrices A and B tr(AB) = tr(BA).

Then
A= AP|Z = tr(U(Z — D<) VIV(Z - 2p)TUT) (2.14)
= tr(Ss,5L,) (2.15)
min(n,d)
= > o7 (2.16)
1=k+1

where we denoted by X< the diagonal matrix of singular values where the first k£ terms on the diagonal are set to
0. We see that the norm of the difference between A and its approximation A*) depends on the smallest singular
values we discarded, that is to say, A is mainly explained by its largest singular elements. If the o;~s are small then
A®) is a good approximation of A.
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To prove that A®*) is the minimizer we use von Neumann’s inequality on traces : for A and B two matrices of
shape (n, d) with singular values o, and 7, we have tr(ABT) < me n.d)
singular elements. In particular for B of rank k we have

0oV, With equality if they share the same

14— B||% = tr((A - B)(A- B)") (2.17)

= tr(AAT) + tr(BBT) — 2tr(AB”) (2.18)
min(n,d) min(n,d) min(n,d)

> Z 0—(21 + Z 72 -2 Z OaVa (219)
mln(n d)

- +z»ya-zzma 2:20)
mm(n,d) k

= Y g+ (0a—7) (2.21)
a=k+1 a=1

> ||A - A®[3 (2.22)

and as shown above, the equality is reached for B = A% thus A®*) is the low rank approximation minimizing the
Frobenius norm.

2.4 Principal component analysis

We will now present how the principal component analysis (PCA) is performed on a data matrix A.
The first step in PCA is centering, and in most applications also normalizing, the data matrix as follows:

e Centered matrix:

. 1 &
A;Li = A/Li - ﬁ Z Am' . (223)
=1

e Centered and normalized matrix:

—1Zy1 vi
\/ S AL — (230 Aui)?

Without centring, the principal right singular vector is just the mean of the samples. The normalization is used
in cases where the dimensions i have different magnitudes.

(2.24)

Definition 5. The first k principal components of A are the first right singular vectors vy, ..., vy € R? of the centred
and normalized matriz A.

The SVD of a matrix A is computed via the eigen decomposition of AA* or A*A, as shown in proposition 2. The
singular vectors of A are eigenvectors of these. These vectors explain A the best in the sense that they catch the
most significant variations of data. We can use them to represent data with only k < d dimensions while preserving
the most possible structure in the sense of minimizing the Frobenius norm.

Example 1. In [2] the authors keep the two first principal_components vi and vy of A. They project the data
points in two dimensions, using the SVD: Am = o1u; and Avg = o9usg; then each sample p is represented by the
coordinates (u1,y,,us2 ). This is what Figure 2 depicts. It appears that, up to a rotation, these coordinates are close
to the geographic coordinates the samples p come from. The two first principal elements of A can be interpreted as
geographic coordinates. Conversely, we can say that most of the genomic variations among people are correlated to
localization.

The principal components can be used in several ways. Here we mention two of them:

e Dimensionality reduction: ~VVe can determine the geographic origin of a new sample: given Ape, € R?, we

compute the coordinates (AL vy /o1, AL, ve/03). This can also be interpreted as the compression of Apey in
two numbers.

e Generation of new data points: we can create new typical samples given a geographic localization (z,y) by
using the following linear combination of the principal components Anew = 0101 + Yoovs. Anew can then be
un-centred and thresholded then to obtain binary values.

14



3 Lecture 3: Linear regression and least squares method
In this lecture, we introduce the concept of linear regression using the least squares method. Linear regression allows

us to fit observed data, enabling us to make predictions or gain insights into the relationships between the data
points.

3.1 DMotivating example: estimating the speed of a train

2500 - @® Data points /,’
- == Linear interpolation using 2 points -~
2000 == Linear fit

1500 -

1000

Position of the train z(t) [m]

_500 T T T T T T T
0 10 20 30 40 50 60

Time t [s]

Figure 3: Gathered data from the students.

Consider a train driving at constant velocity in a straight line in the z-direction. 7 physics students want to
estimate the speed of the train and predict its position in the future. Each of them goes to a different point of the
track and records his position z and the time of passing of the train ¢. The obtained experimental data is shown in
Figure 3, blue dots. Note that real-world data contain errors. In our case, errors may arise from a student being
positioned incorrectly, or from small variations in the timing of their measurements.

The students, having followed classical mechanics lectures, know that the train should follow the equation of
motion

2(t) = vt + Zinit (3.1)

where v in the velocity and zj,;; the initial position. This equation has two parameters: v and zj,;. To determine
them uniquely, the students only need two points. Indeed, by choosing the points (¢;,2;) and (¢;, z;) we have two
equations and two unknowns that we can solve:

R - i — Zj
{Zz Ut; + Zinit = 2 — zj = ’U(tz _ t]) = u (32)

zj = vtj + Zinit ottt

where in the first step we subtracted the second equation from the first. We can then obtain z,;; by inserting the
found velocity v in one of the two original equations, for example the first one:
Zi — %5

; Zi — Zj
t; + Zinit = Zinit = 2 —
ti—t; ti—t;

Zi; = ti. (33)
One of these solutions is drawn as a green dashed line in Figure 3. However, this does not solve the problem in
a satisfactory way for the students. Indeed, in some cases (as the one chosen in Figure 3) the obtained line is not
where the students would intuitively draw the line. They would like to obtain something resembling the red line in
Figure 3. There are multiple possible ways to find such a line. A possible idea would be to take an average of multiple
estimation of velocities v computed using different pair of points. In the next section, we will present another way
to obtain this line: the least squares method.
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3.2 Least squares method for linear regression

Consider n data points (t,,z,) with g =1,...,n and t,, 2, € R. In later lectures we will add uncertainty to the data
points (i.e. error bars). However, we will suppose for now that there is no specified uncertainty on individual data
points. Our aim is to find a,b € R (previously our velocity v and initial position zin;;) such that in some sense

w2 at, +b V. (3.4)

An intuitive way to achieve this is to minimize the distance between each data point (¢,,2,) and the line given
by z = at + b. The least squares method formalizes this intuition and says that one way to obtain a and b is to

minimize the function
n

ZL(a,b) = % > (24 —at, —b)*. (3.5)

p=1

over the values of a and b. Here .Z is called a loss function or alternatively a cost function. The particular loss
function (3.5) is called the mean square error (abbreviated MSE), quadratic loss, square loss or L2 loss.

Note that there are other possible choices of loss functions, for instance by taking the absolute value instead of
the square. However, the specific form of the loss function (3.5) is not arbitrary and will be justified probabilistically
in later lectures.

The minimization of the loss function (3.5) can be done explicitly. The stationary points are found by determining
the values of a and b where the derivatives are 0:

% _ _% Y (2 — (aty + b))t =0 (3.6)

7‘93 a,b) :_3 (at,, + b)) = 0. (3.7)

,ul

The exclamation points above the equal sign indicate that we want to enforce equality. We can get rid of the constant
—% in front of both equations by multiplying on both sides by —3:

zn: (at, +b))t, =0 (3.8)

n

Z (at, + b)) = 0. (3.9)

Then, split the sum in the first equation (3.8), put the terms depending on a and b on the right-hand side and take
the constants out of the sums to obtain

zn:zutu éazn:tierzn:tu. (3.10)
p=1 p=1

For the second equation (3.9), do the same but notice additionally that Zzzl b= bzzzl 1=

i Zy Za i t, + bn. (3.11)

pn=1 p=1

Multiplying (3.10) by n and (3.11) by ZZ:1 t,, and subtracting them we obtain

nzn:zutu — zn:tuzn:zu é(mzn:ti + bn
p=1 p=1 p=1 p=1

Thus,

n ZZ:1 Zuty — ZZ:l t ZZ:1 “no_ % ZZ:1 Zuty — 712 Zz:l ty ZZ:l Zu
2 2
HEM 1 u (ZZ:I tu) S EH 1 u - n2 (ZZ:I tu)

a =
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2
where in the last equality we have multiplied the equation by % = 1. Using the notation

1 n
= — 3.14
1 n
z== Z (3.15)
n :
to denote the arithmetic average, expression (3.13) becomes
2t —tz
4= (3.16)
2 —(7)

To obtain b, isolate it in equation (3.11):

n n

1 1 -
:ﬁZzu—aZZtu:z—at. (3.17)
p=1 pn=1
Notice that to avoid a division by 0 in (3.16), we require that

2+ (D). (3.18)
This condition can be rewritten as
2 (1) = (t —9)* #0. (3.19)

Thus, it is sufficient to check the existence of a p such that ¢, # ¢ to guarantee that there is no division by 0

Finally, recall that the points where the derivatives equal zero indicate stationary points which are not necessarily
a minimum. Nevertheless, the nature of the loss function (3.5), which takes the form of a parabola in the variables
a and b, ensures that the estimated parameters a and b indeed correspond to the minimum of the loss function.

3.3 General formulation of linear regression

Previously, we considered n data points and used d = 2 parameters a and b to fit them. We will now generalize the
formulation of linear regression to data in an arbitrary dimension d > 1 € N.

We define
y €eR” the output values, y,€R, pu=1,...,n
X €R™? the input data, X,eRY X, eR
W €RY the parameters, w;, €R, 1=1,..d.

The goal of linear regression is to find the parameters @ such that
u o~ X, 0. (3.20)
More precisely, we will write the previous equation

Yy = X, -0+ e, (3.21)

where €, € R is an error term, which represents the difference between the prediction X « - W and the output value
Yu- The goal is then to find the parameters @ such that the error variable ¢, is small for every u.

3.4 Examples of linear regression

In this section, we present a few examples to apply the formalism of the previous section 3.3 and show the multiple
use cases of linear regression.
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3.4.1 Finding velocity of a train

The examples we used in section 3.1 is a d = 2 dimensional linear regression where the data is fitted with a function
of the form y = at + b. We identify

21 tl 1

%) ty 1
== = (0)

Zn t, 1

so that we indeed have y,, ~ )_('# - = at, +b.

3.4.2 Polynomial regression

Polynomial regression is a case of linear regression where we want to fit the data {t,, z#}z:1 with a polynomial
y=ag+ait+ast? + ..+ apt?, p € N. We can identify

Z1 1 tl t% . tf f{ ag
R V) 1 t2 t% . tg fg . aq
y= o X=. . . =1 ] W=
2 =T
Zn 1 t, ¢ ... t& z, ap

In this case, d = p+ 1.

A comment on the nomenclature: polynomial regression is a specific case of linear regression. The term linear
regression is used to denote that the family of function f(Z) we consider to find y,, ~ f(Z,) is linear in the parameters
W, i.e. f is of the form f(Z) = &-w. On the other hand, the term polynomial regression indicates the specific form
that the vector Z has to take: & = (1,¢,t2,...,t?)T (modulo some permutations) such that - is indeed a polynomial
in t. This also means that the input data X is not necessarily the raw collected data, but can be some transformation
of it.

3.4.3 Image classification

Consider n images belonging to several distinct classes. The aim of image classification is to find a function f that
takes an image as an input and outputs its corresponding class. For simplicity, let’s focus on a binary classification
scenario, where we have two classes: ’cat’ (labeled as 1) and ’dog’ (labeled as —1). Additionally, we will consider
black and white images. Each image can be represented as a vector X u € R, u = 1,...,n, where the value z; is
the grey level of pixel i and d is the total number of pixels of the image (we assume that every image has the same
resolution). Our goal is to find f : RY — {£1} such that f(z,) ~ y,. Here, y, takes on the value of 1 if image u is
a cat and —1 if it is a dog.

In the linear regression case we search for a function of the form f(Z) = & - . This function will in general
not output £1, so how can we make a prediction about the class when given a new image )?new? One approach

—

is to check whether f(Xyew) is closer to 1 or —1 and to assign the class accordingly. This can be done in practice
using the sign function: to predict the class of an image X use f()?) = sgn (f()?)) = sgn ()Z' . u‘;’). This example
demonstrates that we can use linear regression even when the output values y,, are discrete, as in classification tasks.

Note that using linear regression to classify images is far from the state-of-the-art solution for image classification
problems. This is to be expected, since the class of function of form f(Z) = Z - is not generic enough for this task.
A better approach would be to use neural networks, which will be discussed briefly in lecture 5.

3.4.4 Image reconstruction from an X-ray scanner (X-ray tomography)

X-ray computed tomography (usually named CT scans) is a technique used to obtain internal images of 3D objects.
Let us send an x-ray of initial intensity Iy trough the object we want to probe. The intensity of the X-ray decreases

exponentially following the law
I = Ipe—J Cl@2)ds (3.22)

where [ ...ds is a line integral and C(z,y,2) is the absorption coefficient at position (z,y,z). The line integral is
taken along the trajectory of the X-ray (the dashed line in Figure 4). We will suppose that the trajectory is known
from the placement of the X-ray source. A detector measures the intensity I of the X-ray after it traveled trough
the object.
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Figure 4: Schema of one measurement for CT scans.

The aim of X-ray tomography is to estimate the value of the absorption coefficient C'(z,y, z). This can be very
useful in medical imaging, for instance to detect tumors that have a different absorption coefficient than the rest of
the tissues. We can rewrite equation (3.22) as

i (é) _ /C(m,y,z)ds. (3.23)

To approximate the integral, we discretise the 3D space in small cubes (called voxels) and index them with i = 1, ..., d.
The integral corresponding to the beam with index g can then be estimated by

d
/C(x, y,z)ds = ZXMCZ’ (3.24)

i=1

where X,,; = 1 if the beam p passes trough voxel ¢ and X,,; = 0 otherwise, and Cj; is the average absorption coefficient
of voxel i. As an example in Figure 4 the beam passes trough voxel 4 but not 1,2 and 3.

We now consider we have n beams (different positions of the detector and different angles trough the sample)
leading to n measurements on the X-ray detector. Each measurement y = 1,...,n gives an output intensity I, and

a vector Xﬂ where X,,; = 1 if the beam p passes trough voxel i, else X,;; = 0. Defining

Yp=—1In (2}‘) (3.25)

and identifying w; := C;, we find an equation with the desired form

Yo~ X, 0. (3.26)

3.5 Least squares method for linear regression: general case

We now do the calculation of 3.2 for the general case d > 1. Let ¢/, X and @ be as defined in 3.3. We want to find
w that minimizes the loss function

1 & = 2
=15 (59 -
(’UJ) n Z Yu X,u w (3 27)
=1
The stationary points are situated where every partial derivatives is equal to O:
0L (W)
=0Vk=1,..,d 3.28
o - (328)
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This stationary point will be a minimum since £ () is a parabola. Recall that X W= Z?Zl Xuiw; to compute

the partial derivative
n d
2 !
o nZ(w X w) X £ 0. (3.29)

We now absorb the constant %2 in the zero, split the sum and put the negative terms on the right-hand side of the
equation to obtain

Z yu nk = Z mewz k- (330)

p=1i=1

Rearranging the two sums in the right hand—51de, the previous equation can be expressed as

n d n
S X =Y (Z Xuka) w;. (3.31)
p=1

=1 \p=1
Using the fact that X, = [XT} » the left-hand side becomes

n

D v Xur =D [XT], u = (X7, (3.32)
pn=1

and the right-hand side
d n n d
> <Z XukX,”) w; = Z (Z ,“> = S [XTX],, w = [[XTX] ], (3.33)
i=1 \p=1 i=1 \p=1 1

Putting the obtained expressions together, we have
— ! —
(XTg], = [[XTX] ], . (3.34)
This equation is valid for all k, so we can write it in matrix form
xT5+ X7 X0 (3.35)

Thus, if X7 X is invertible we have that

2 . — -1 -

W = argmin (L(0)) = (X"X) X"y (3.36)
wWERT

The hat notation is often used to denote the parameters w that minimize a given loss function.

The matrix (XX )_1 XT is called the pseudo-inverse of X. The pseudo-inverse can be thought as a way to
invert rectangular matrices. Notice that if X is invertible, then the pseudo-inverse matrix is equal to X 1.
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4 Lecture 4: Linear regression continued

4.1 Estimation vs. Prediction

The last lecture focused on the minimization of the least squares objective, which led to the estimated parameters
= (XTX)"1XTy. But why are we interested in obtaining this estimate of « in the first place? There are two
tasks for which computing 0 is needed, and we discuss them in the following.

Estimation The first one is estimation, meaning that we’re directly interested in knowing the values of . In this
case, w often has a physical meaning. For example, when we measure the position of a train as a function of time,
the parameter a represents the train’s speed. Then a is the parameter we want to estimate, to know how fast the
train was. Similarly, in X-ray tomography, the parameter w contains the estimated absorption coefficients of all the
voxels, from which we can reconstruct an image of the tissue.

Prediction The second task is prediction. Suppose we get a new data point Xpew € R?, which is different from all
other points contained in the dataset X, and for which we don’t know the corresponding output ynew. One reasonable
way to estimate the output is to use

gnew = Xnew -0 (41)
We call §new the predicted output.

e In the example of the train we can ask where the train will be at a future time ¢,cy-

e When classifying images, we give a new image Xoew and ask whether it is a cat or a dog. The prediction is
given by computing Jpew = sign (Xnew . 127)

It depends on the application, whether estimation or prediction is the purpose of finding . Notice that in general
solving the estimation problem implies that we can also solve the prediction problem, as it’s sufficient to plug the
estimated parameter into the model to get the prediction. The converse — obtaining a physically meaningful and
interpretable estimate of the parameters from a prediction — is generally harder and often an open problem, as the
parameters (e.g. of a neural network) can be challenging to interpret.

4.2 Existence and uniqueness of the least squares solution

The formula for @ (3.36) requires inverting the matrix X7 X. One can ask: Is it always the case that this operation
can be performed? If not, what influence do n (the number of data points) and d (their dimension) have on the
invertibility?

In the simple case of linear regression with d = 2 (the example with a position of a train as a function of time) the
invertibility condition is equivalent to the denominator in (3.16) not being zero. This happens anytime n > 2 and
when at least two different values for ¢, exist. So in this case, and generically for cases where n > d, the invertibility
condition does not pose a problem.

To answer this question in general we need to look at the rank of X7 X. Recall that only full rank (i.e., when the
rank is equal to the number of columns) matrices can be inverted. To determine the rank of X7 X, we start from
the rank of X. We have rank(X) < min(n, d). In Lecture 2 we have derived a relation between the squared singular
values of X and the eigenvalues of X7 X, Proposition 2. Combining this with the fact that rank(X) = rank(X7T), we
have that rank(X7” X) < min(n,d). The first conclusion is that if n < d, then X7 X is not invertible. For n > d, the
matrix is invertible under the condition that at least d datapoints X s 4 =1,...,n are linearly independent. This is
often the case in real data.

At this point, we established that for n < d, X7 X is never invertible. Let’s try to understand better what is

happening in this regime. Recall that we aimed to minimize £ (@) = % ZZ:l (yu — XH . 1@’)2. Taking the derivative
with respect to W and setting it to zero, we found expression (3.34), which can be rewritten as XT(XUA')' —y) =0.
Then we assumed that X7 X was invertible and found the solution (3.36). Now let us move to the non-invertible
case, taking n < d. Here, we cannot use (3.36), as its assumption is violated. However XT(XUA_)' —y) = 0 still holds.
In particular, we can directly solve X W — y = 0, which is a system of n equations in d unknowns. This means that in
general! there will be an n —d dlmenswnal subspace of parameter vectors that satisfy this equation. In other words

all the solutions  will satisfy y,, = X -, Vu = 1,...,n. Therefore, all solutions will also have zero loss £ (w ) 0.
To summarize, in the n < d regime three things happen.

1The technical condition is that X has rank n.
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1. Expression (3.36) for finding 1;77 is not valid anymore as its assumptions are violated.

2. The solution to ming.Z (W), still exists, but it is not unique anymore. Instead, a whole n — d dimensional
subspace of solutions appears.

3. All the solutions perfectly fit the points, giving . (u:)') = (0. This is somewhat intuitive because we have more
fitting parameters (degrees of freedom) than points, hence we can find a predictor that passes through every

—

pair (X, yu)-

4.3 The notion of regularization and ridge regression

We saw that whenever n < d, the solution to min,, £ (w) is not unique anymore. So a natural question is: Among
all vectors W that satisfy £ (w) = 0, which one should we pick? A possible answer is to pick the solution with the

smallest norm.? To select this solution, we introduce the ridge regression loss, which includes a penalty for a high
norm of .
1 n . 2 A d )
A =23 (y = K@) + 2wt A0 4.2
A (W) n; Y oW —kn;wZ (4.2)

The loss is again quadratic in o, therefore, imposing that V 3% (@) = 0, will give us the global minimum. We have

0.9 92 d 2
8w: :—EZ <yu_Zmei> Xk +—w,  k=1,....d (4.3)
=1 i=1

Setting all the derivatives to zero gives the following conditions for the minimizer W

n

d
0=->_ <yﬂ - Xm-uvi> Xk + My, (4.4)
i=1

p=1

n d n
@ _ XpukYp + (Z Xm'X;Lk> W; | + Ay (4:3)
-1 i=1 \pu=1
n d n
. ) .
® _ Z XukYp + Z dipAMb; + (Z Xuka) wi] (46)
=1 i=1 pn=1
n d n
(é) — Z XpukYu + Z <Z X,uqui> + Ao | Wi, (47)
p=1 i=1 =1

To obtain the first expression, we multiplied (4.3) by n/2. In (a), we separated the term with y and exchanged the
sums over p and ¢ in the other term. In (b) we brought (A/n)wy inside the sum over i, by introducing the delta
function ¢;; which is one for ¢ = j and zero otherwise. In (¢) we collected w; outside.

Let’s rewrite this in matrix notation. We have (Zzzl Xﬂka> + Nk = (XTX + /\I[d)ki and Zzzl Xunyy =
(XTy)g. Therefore W must satisfy (XTX + )\Hd)u:/’ = XTy. All the eigenvalues of X7 X + A, are larger than A3.
Since there are no zero eigenvalues, one can invert the matrix, as (XX + AI)71);; = ZZ:1 i(vk)i(vk)j, with

Ai € R,v;, € R? being respectively the k — th eigenvalue and eigenvector of the matrix being inverted. Finally, we
arrive at the expression of the ridge regression minimizer

@ = (XTX + M) X7y, (4.8)

From this expression we can also understand why the term A Z?zl w? in the loss is called a regularizer. Take the
case n < d and set A = 0. We already saw how (4.8) is not applicable. But as soon as we put A > 0, (4.8) works. In
this sense, the problem has been regularized (made well posed) by the additional term.

20k, but why the smallest norm? A possible argument is the following. Take a w0 satisfying X = §. Decompose 0 as @ = Wx + Wo,
where o € ker(X) and Wx is orthogonal to wWp. Then we have X = X (Wx + wWo) = XwWx = 0. Therefore, we see that X = ¢ only
constrains wyx, giving no prescription for wy. Since there is no sensible way to pick wp based on the data, the best is to put it to zero.
The minimal norm prescription does exactly this: ||@|? = ||@x||? + ||@Wo||? (thanks to orthogonality), which is minimal when o = 0.

3Let’s prove this. Take an arbitrary vector of unit norm v € R%. Compute v7(XTX 4+ Ag)v = vT XT Xv 4+ MTv = (X0)T (Xv) + X =
||Xv||2 + . Since v is arbitrary this also applies to eigenvectors of XT X + Al;. The expression then says that all eigenvalues are positive
and larger than A.
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Figure 5: Overfitting in polymonial regression. p is the degree of the polynomial, which was fitted using ridge
regression with A = 107!3, The left plot shows how both using a too low degree and a too high degree polynomials
leads to poor generalization capabilities. In the first case, the polynomial is unable to fit the signal in the data. In
the second case, the polynomial also fits the noise, leading to overfitting. The right depicts the train and validation
errors as a function of the degree. The train error is monotonously decreasing, since increasing the degree leads to
better fitting of the training data. Instead the validation error is U-shaped with a minimum at p = 3. We also plot
the test error of the predictor with p = 3.

Minimal norm interpolant Before moving on, let’s check that in the case n < d and vanishing regularization,
one indeed gets the minimal norm solution to ¥ = X . Pick a small but positive regularization A = €. In this case,
the minimization problem becomes

1
min (W) = — min ||y — Xw”2 + e||1UH2 ~
w n

. 2
. 4.9
min, o] (49)

To say this in words: Recall that we had a subspace of solutions that perfectly fitted the training data. A small
regularization selects the optimal solution with the smallest norm. The reason why the regularization needs to be
small in this argument is that otherwise the minimizer of %, will not fit perfectly the points anymore.

4.4 Overfitting and its quantification via a hold-out validation set

Overfitting arises when the model has enough parameters to fit noise in the data. In many applications when the
data contains noise, we want to fit the signal in the data but ignore the noise. Overfitting is problematic because
the model learns the noise in the data instead of the underlying signal, hence it will likely perform poorly on unseen
data during prediction, and will not give the correct parameters for estimation.

Take for example the case of polynomial regression, as seen in Section 3.4.2. The left panel of Figure 5 illustrates
the phenomenon of overfitting. When one tries to fit the given blue data points with very large degree polynomials,
the predictor ends up fitting the noise. This shows in the curly wiggly form that follows the blue dots precisely.
Instead, choosing a polynomial with degree only one fails to give a good fit. But how should we determine the
optimal degree of the polynomial given the possible choices?

Hyperparameters The previous motivating example introduced us to the important concept of a hyperparameter.
A hyperparameter is a tunable parameter of the whole data analysis procedure. Examples of hyperparametwrs are
the degree of the polynomial p in polynomial regression, and the value of the regularizer A in ridge regression. A
hyperparameter differs from a parameter (such as @) because parameters are explicitly set by the fitting algorithm,
whereas hyperparameters are not. The value of hyperparameters can have a strong impact on the overall performance,
therefore it’s important to know how to tune them.
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Figure 6: Depiction of the splitting of the dataset into training set, validation set and test set. If the original
dataset has a total of n samples we must have Ngain + Nval + Ntest = 7. It is important the the 3 sets are sampled
independently. Usually, this can be achieved by sampling the rows of the data matrix randomly before performing
the split as above.

4.4.1 Train, validation, and test sets

Other than using the available data to fit the model we have two more necessities. First, we must find a way to tune
the hyperparameters. Second, after we picked the hyperparameters we had to evaluate the model’s performance.

In the procedure used most commonly in current machine learning, each of these operations requires a new
independent set of hold-out samples. Here, hold-out means that we use some samples only for evaluation of the
model, and not the training.

Concretely, we split the whole dataset randomly into three parts, as depicted in Figure 6 after a random permu-
tation of the rows of the data matrix X. This procedure is practical when the number of available samples is large
so that fluctuations coming from different random splits of the dataset are negligible. Later in the course, we will
discuss other ways of quantifying errors in linear regression using probabilistic tools.

The usage of the tree parts is the following:

e The training set (X, € RMran>d i o € Rmrain) contains the samples that are fed to the fitting algorithm.

For example the ridge regression predictor will be i N = (X r

_1 T . . .
train X train + )\Hd) X{iainYtrain- The training error is

p=1

Mtrain

the mean square error of the predictor on the training set, in formulas e?; = —— Y "= ((ﬂtrain)u — (Xtrain) w’

4

e The validation set (Xya1, Jva1) is used to pick the best value for the hyperparameters. In the ridge regression
example we compute Wy for various values of A\ and then for each we find the validation error €2, (w)) =

. N2
L §~val ((gj’val) p— (Xva1) u -u_z’A) . We then obtain the best hyperparameters by minimizing the validation

Nyal 4~p=1

error. For the regularizer in ridge regression we have \, = argminy €2 (1) ).

val

e The test set (Xiest, Jtest) is used only once after the best hyperparameter has been chosen based on the
validation set. The purpose of the test set is to give a faithful measure of the performance of the algorithm.

i NG
The test error is o = 72— >0 ((g’val)ﬂ — (Xest), - 117')\*) :
The same framework applies in the case of polynomial regression, where the hyperparameter is p (or both p and
A). It is interesting to comment on the behavior of the training and validation error as a function of p. This is
shown in the right panel of Figure 5. As p increases the polynomial gets better at fitting the train data points, hence
the training error decreases monotonously. Therefore it is hard to determine the best p by looking at the training
error. Looking at the validation error, we see that it first starts decreasing with p and then increases again, with a
minimum at p = 3. We select this value and compute the corresponding test error, shown as a red dot in the plot.

4Watch out! The training error does not necessarily coincide with the loss function we minimize. In the case of ridge regression the
training error never includes the regularizer.
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An important aspect is the relative size of the training, validation, and test set. How many data samples should
we use to train, how many to select hyperparameters and how many to test? In many cases with a large number of
samples roughly 60-80% of the dataset is used for training, 10-20% for validation and another 10-20% for test. On
one hand, one wants to maximize the number of samples in the training set to be able to do a good estimation. On
the other hand, having too few data in the validation and test set means that the validation and test error will be
more noisy and will not be representative of the true performance of the algorithm.

4.5 More general cases of linear regression and gradient descent

Let us now introduce an important algorithm by considering a more general case of regression starting from a simple
example. Suppose we collected data for which we expect the following dependence

zH:atZ—l—q p=1...,n

for some unknown parameters a, b, c. How to perform the fit?
If ¢ = 0, we can still cast this problem as linear regression by taking the log of both sides, which gives log z,, =

loga + blogt,. Hence defining X, = (1,logt,), yu =logz,, and w = (b,loga), we can express the relation between
zandtasy]:i;-)?w

Gradient descent with y=2 x 1072

T T T T T T T T T
—1.00 -0.75 -0.50 -0.25 0.00 0.25 0.50 0.75 1.00
w

Figure 7: Example of gradient descent (orange points) iterations on a loss function (blue) with a fixed learning rate.

But what about the original examples where y,, = atft +¢, p=1...,n for unknown a,b,c. This time the log
trick does not work anymore and therefore we cannot map the problem into a linear regression one. However, it is
still sensible to minimize the square loss:

1 o b 2
Zl(a,b,c) = — Z (yp — at,, — ). (4.10)

n
p=1

We hope to find a minimizer by first finding the stationary points. For this we need to compute the gradient and set
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it to zero. The gradient of the loss with respect to the parameters a, b, ¢ is

0L 2

%(a,b,c) = fﬁZ(yﬂfatzfc) ti, (4.11)
p=1

0L 2 <

E(a, b,c) = - Z (yu — atz —c) atz logt,, (4.12)
p=1

0L 2 «

W(a,b,c} = —ﬁZ(y# —atﬁ—c) . (4.13)

Il
-

"

=

However, this gives a system of three equations in three unknowns, which does not have an analytical solution. The
approach we will now describe is to find the minimum numerically. One commonly used way to do so is using the
gradient descent algorithm. The idea is to iteratively update the parameters in the direction of the negative gradient
from the formulas

0

V=g (@), =1 (4.14)

where v > 0 is the learning rate, which can be understood as the step size of the algorithm. The algorithm is
initialized with some %", usually chosen randomly with a small norm, and then iterated until convergence. The
convergence is usually checked by looking at the norm of the gradient, which should be small (a small norm means
that there are no big changes locally anymore, so we might as well stop moving). A typical condition for convergence
is

07\?
;QM)<@ (4.15)
for some small €.° Using an appropriate stopping criterion gradient descent converges to a local minimum of the
loss. Therefore there is no guarantee that we’ll reach the global minimum of the loss. The learning rate v is a
hyperparameter of the algorithm. If it’s too small the algorithm will converge very slowly. If it’s too large, the
algorithm might not converge but instead jump all over. Figure 7 shows some of these gradient descent iterations.
One indeed sees that the first step is much bigger than the rest because the loss at initialization is very steep. Then,
as we approach the local minimum, the gradient norm gets even smaller and becomes practically 0 at the minimum.

5 Another stopping criterion consists of monitoring the validation error as a function of the iteration number ¢, and stop the algorithm
when the validation error starts increasing. This is called early stopping.
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5 Lecture 5: Gradient Descent for Regression and Neural Networks

5.1 Understanding the Gradient Descent Update Step

In this lecture, we will have a look at the gradient descent algorithm in greater detail. In particular we ask, why is
the update step proposed in (4.14) a reasonable choice?

To answer this, consider we want to update the parameters 1 to get the parameters w!*! which should be closer
to a minimum than before. Because the function Z(w#) can be an arbitrary function, the immediate analytical
minimization might not be feasible. But what is very much possible is minimizing a local analytic approximation
around @' instead.

We will illustrate the reasoning in one dimensional case when w is a scalar. The generalization to vectors is then
straightforward. For a local approximation we consider the Taylor series up until the second degree at the point w?:

= w 2 w
L(w) = L(wh) + 8‘5;5) ) w—uh)+ %L 52;(2 ) )w:wt(w w2 4o ((w - wf)"’) (5.1)
:.,Z”(wt)—I—a%g])(w—wt)—k%%ﬂfg)(w—wtf—i—o((w—wt)z) (5.2)

We use the color blue to make clear on which variables where the function .2 (w) depends, and which w' act as
constants. The second line is a simplified notation for writing that the derivatives are taken at w?. The resulting

function & is a local polynomial approximation of .Z(w) of degree two.

In large dimension d the second derivative is the d x d Hessian matrix which is computationally costly to obtain
and store. Hence to derive gradient descent we replace the second derivative at the point w! with a scalar 1/v.
Effectively, changing this parameter allows us to adapt the curvature of the approximating parabola (small v —
small width, large v — large width). This gives a new local approximation at w! of the function .#, depending on
the scalar :

L 9L

B (w—wt) + i(w—wt)Q. (5.3)

Z(w) = 2(w!) >

Figure 8 shows an example of function . with two approximating parabolas with different values of the parameter ~.
Now, we can analytically find the minimum of this function, by deriving it w.r.t. w and setting the derivative to
zero. This gives

0.2 (w) _0ZL(wh) 1

0 90 + ;(w —w') =0 (5.4)
t
= wtm = ut -y 22 (55)

Since the approximate function % is minimized at w'*!, this is a reasonable choice for a next value that might
be closer to a minimum of the .. Considering the case of higher dimension, we realize that the above argument
generalizes straightforwardly, recovering the update step from (4.14). As a final remark, notice that the curvature
parameter 7 is often called ”step size” or ”learning rate”.

5.2 Properties of Gradient Descent

Setting the learning rate . Let us reflect a moment on how to set -, the learning rate of the update step, which
is the width of the parabola approximating .# (i) at the point w'. In Figure 8 you can see that different values of
lead in general to different values of the next iterate of the algorithm, wi*'. Thus, we may ask whether there is an
optimal, or smart, way to set the parameter . Sadly, there is no prescribed general way of setting v so that you will
be able to arrive at a minimum efficiently. If v is too small, it will take many steps to converge to a local minimum
of £, and thus the algorithm will be very slow. If v is too large, you might jump around the loss but never reach
a minimum at all (i.e. fulfill your convergence criterion (4.15)). There are some adaptive methods in the literature
that make v a function of ¢, changing the step size throughout the dynamics of gradient descent. This has been
shown to be more effective than a fixed step size in practice. But generally, it is difficult to say which strategy, or
which numerical values of the step size, is best. Fro example, you may try different values of v and check which one
is performing best on a validation dataset (recall that our motivating example is that of a non-linear regression on
a given dataset, where good performance on a validation set is the objective).
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Two different wt*! for GD, due to different learning rates y
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Figure 8: We plot an example of the function .Z(w) (in black), together with two approximations Z (in blue and
orange) around the point w? (black dot). The two approximations are obtained setting v = 0.05, 0.13 respectively for
the blue and orange curves. Notice how changing ~y affects the next iterate w'*! of the gradient descent algorithm.

Global minima. Even if you choose an appropriate learning rate, there is absolutely no guarantee that you will
reach a global minimum using gradient descent. While a small enough step size guarantees us to get close to a local
minimum or a saddle point, nothing assures us that this will be a global minimum. However, many optimization
problems have no known computationally efficient algorithm that is guaranteed to find the global minimizer in a
reasonable time.

Practical Use. But if we cannot guarantee that we reach the global minimum, why is gradient descent still so
popular and ubiquitous? Most often, it justified by satisfactory practical performance. The algorithm is also very
easy to implement and relies only on one hyperparameter that needs to be tuned (via validation data), the step size
~. And not only is the algorithm easy to implement, it is also running fast on optimized computer hardware like
GPUs. You can run it for functions . which depend on millions of parameters. Even if the function £ does not
admit a derivative in a discrete set of points (e.g. the absolute value function), in practice we can get around this
issue by using the so-called pseudo-gradient. In the pseudo-gradient one sets the gradient at a non-differentiable
place to the gradient one would obtain by getting close to that point from either side.

Early stopping. We already saw that a reasonable criterion for stopping the algorithm is when we do not move
much between two time steps 6, i.e. when

it = = Sl —ut)? < (5:6)

%
%

Recall that it might be that the loss function £ is defined in terms of the data Xt,ain. If we stop the GD algorithm
when we are at the minimum of the loss, defined in terms of the training data, we might be overfitting (the final
parameters will have a good performance for the training data, but not for new data). In Figure 9 you can see how
the training and validation errors behave as a function of the total time for which we ran gradient descent. We can
see that overfitting is happening, as the validation error is suddenly rising again as a function of time after reaching
a mininum. After the minumum, running gradient descent further makes the prediction performance as measured
by the validation error deteriorate, even though the performance on the training set could still be improving (as it
does in Figure 9). To mitigate this problem, there is a simple solution: we stop gradient descent when the validation
error starts increasing again. This paradigm is called early stopping and is widely used in practice.

2
6Notice this is equivalent to condition (4.15). In fact, assuming that (4.15) holds, we have ||w!*! — 117t||2 = 'yQH%(wt)H < 22
therefore (5.6) holds with ey? in the right hand side.
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Figure 9: Illustration of the early stopping behavior. The x-axis denotes the iteration time.

Implicit regularization. It is informative to reflect what gradient descent leads to when used on the least squares
objective that we discussed in the context of linear regression:

n

d 2
2@ =13 <yﬂ = Xm-wi> (5.7)
=1

p=1

We can illustrate here an important property of gradient descent. In particular, we focus on the high-dimensional
regime where n < d, so the number of samples is smaller than the number of dimensions, and many equally
optimal minimizers w exists for the function .. Recall that the explicit solution was that the minimum is at
@ = (XTX)"'XTy when the matrix X7 X is invertible. In the high-dimensional case the covariance matrix X7 X is
not invertible, and we introduced the square regularization with strength A and instead inverted X7 X 4 AI, which
is always invertible for any A > 0.

We now state the property of interest, which is called implicit regularization. Intuitively, we are saying that even
though gradient descent minimizes a loss function that is not explicitly regularized, it ends up in a solution that we
would get with regularization. SPecifically one can show that for the square loss (5.7) when we initialize gradient
descent from w'=" = 0 and fix the learning rate v small, the algorithm will eventually arrive at

Wap = lim (XTX + )" XTy. (5.8)
A—01

The implicit regularization property can be justified mathematically as follows”: We look at what the derivative
in the gradient descent update looks like for the least squares,

0L (w 2 d 2 & .
(‘9u<;]w) - h Z <yﬂ - ;me%) Xuj = n Mz::l (yu = Xy u_f) Xyj - (5.9)

p=1

Since X u - W is a scalar, we see that the gradient is a linear combination of the data samples X u- By completing the
set of data samples to a (possibly overcomplete) basis, we realize that any vector can be written as linear combination
of the data samples plus a vector that is orthogonal on the subspace spanned by the data-samples,

W'=Y ol X, + 7 with X, 7' =0Vu=1,...,n. (5.10)

p=1

for some set of coefficients of,. If we initialize w/'=" = 0, implying 7'=° = 0, then 7* will remain equal to zero during
all the iterations of gradient descent, ©* = #**1 = 0. This is because the gradient and hence the GD updates are

linear combinations of the data-samples and thus can only alter the coefficients az.

7This justification will not be required at the exam, we present it here for completness.
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Thus, gradient descent is effectively minimizing .# in a restricted linear subspace of dimension equal to the
dimension of the span of the data sampled X # reducing the dimension of the domain from d to n. In the restricted
subspace, the minimum of the least-square objective is unique. Thus, if the step size of gradient descent is small
enough, gradient descent will converge to such unique global minimum, which we call Wgp.

Then, we notice that all the minima of the original problem can be written as

IBminimum = wGD + v (511)

for some 7/ in the subspace orthogonal to the data samples, as shifting Wgp by an o orthogonal to the data samples
in (5.7) does not alter the loss value. Thus, we see that among all minima of the original loss, gradient descent
converges to the one with minimum norm, as by orthogonality

1B minimul|* = I@n” + [71% = |[@an|®. (5.12)

Finally, we recall that the regularization X is biasing the original ill-defined least-square problem towards W with
small norm, so that for A — 0% the regularized solution will converge to the minimal norm solution of the ill-defined
least-squares problem, justifying (5.8).

Stochastic gradient descent. Note that so far, at every time step, we use all the data points in Xtrain to evaluate
the loss function .. However, in practice (e.g. when the dataset is a large number of images), computing the gradient
becomes computationally expensive. A solution is to use a random subset of the data to evaluate the gradient at the
current parameter values w'. Gradient descent with this random subsampling per update step is called Stochastic
gradient descent (SGD). Since there are fewer terms in the sum over the data, this is more efficient to compute. At
the same time, if we still use enough samples, the approximation to the true gradient evaluated over the complete
training set is good enough to get a satisfactory performance on the validation set.

5.3 Use cases for GD
5.3.1 Logistic regression

We consider the classification task where we have an image )2# € R? and a label y, € {£1}. We consider the
regularized least squares

L) = Zn: (yu_iu-w)2+%zw3. (5.13)
=1 i

SRS

We are looking for @ = arg ming & (), as usual. The final prediction will be generated as Ynew = sign(fncw . u:i)
This separation between the positive (+1) and negative class (—1) can be interpreted as a hyperplane in the input
space, as shown in Figure 10. We want for every datapoint to lie on the side of the hyperplane that corresponds to

Z2

T1

A

Figure 10: A binary classification problem between datapoints that belong to the blue or orange class. A hyperplane
is separating the regions that classify a datapoint to be either orange or blue.

their class. That is, written differently, the classification happens according to the following rule
Y (X, - @) > 0 = correct classification (5.14)
yu()?,t -) < 0 = wrong classification (5.15)
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Now let us inspect the loss function . we are optimizing more closely. Does it really do what we want it to do,
i.e., gives us good values of & for classification? We can rewrite the loss . in an equivalent form (that will also be
handy in the next section)

n d
. 1 A
$<w) = Ezg(ymzu)"f'ﬁzw?a (5.16)
=1 i=1
d
Zy = ZXHiwi . (517)
=1

Then, the loss we have been using so far was the square loss £(y, z) = (y—z)2. If we have y € {£1} we can reformulate
this as ((y € {£1},2) = (1 — y2)2. This is the function plotted in Figure 11. Overall, a reasonable loss function
should penalize weights that classify a datapoint incorrectly with a high loss value, i.e. (5.15), is fulfilled (yz < 0
in Figure 11). At the same time, datapoint that are classified correctly should have a low loss penalty, i.e. (5.14)
and yz > 0 in Figure 11. Let us see what the squared loss function gives us: It nicely penalizes the side yz < 0, but
because it has a minimum at yz = 1, it actually gives a high penalty also to correctly classified points. The most
immediate way to fix this would be to give a constant penalty ¢ to the wrongly classified datapoints and a value of
zero to those that are correct. However, the gradient of this function has a value of zero almost everywhere. This
poses a problem for GD, as the second term in the update step would always be zero — and we would not be updating
the parameters at all. Therefore, we need an intermediate smooth solution, and what is usually used in the case
of binary classification is £(yz) = log(1 + e¥*). As yz — —oo the value becomes infinitely large. As yz — +oo is
becomes closer to zero. The model that uses this loss for binary classification is called Logistic Regression.

Comparison of loss functions for binary classification

correct class predicted
wrong class predicted
81 — lyz) = (1 —y2)
, 0 ifyz>0
— y2) = )
2 otherwise

64 {(yz) = log(1 +e7¥)

((yz)

Figure 11: Comparison of different loss functions for binary classification. The yellow loss is most suitable.

5.3.2 Deep/multi-layer Neural Networks

At this point, we have widened our understanding of gradient descent. We introduced a new loss function that
accommodates binary classification nicely. We can generalize . from (5.16) further, to be used with more complicated
functions and parameters beyond what we saw so far, but nonetheless we can still optimize the resulting function
with gradient descent. In its general form, the loss reads

n

Zﬂ(yu,Z(Xu,W)) (5.18)

=1

L(W) =

1
n

For the case of linear regression, we have W = {w}, @ € R? and z()?H,W) = )?M - .
The most popular more complex version of functions z are neural networks (NN), with one or several layers,
sometimes called multilayer perceptron. A neural network with a single layer is simply linear regression. A two-layer
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NN with a hidden layer size of p is defined for a W = {4, W(l)} where @ € R?, W) € RPX4 50 that the function

d
(X, W) = iwaw“ (Z Wéil)Xw> —ay® (WX, (5.19)

a=1 i=1

is well defined for a non-linear function ") (a), also called activation function. A common choice in neural networks
is the following piece-wise linear function

z, ifx>0

. (5.20)
0, otherwise

ReLU(z) = {

but also the sigmoid or tanh functions appear in some contexts among many other choices. Note that when the
activation function is applied to a vector we mean that it is applied element-wise, i.e. [/(1)(@)]; = ¥v™® (a;).

Let us reflect a moment about what changes about the gradient descent algorithm when we apply it to £ (W)
for two layer neural network instead of the linear regression before. First of all, we have more parameters to update,
specifically p + pd, and we need to calculate the same amount of derivatives in each gradient step. In addition, the
function we are deriving is slightly more complicated, but you should be able to see that it is not that difficult — you
could even do it by hand (note that for the ReLU you need to use the pseudo-gradient though). Apart from that,
the general idea stays the same: We choose an initial W°, we update every single parameter using a gradient step
to obtain a new Wt! and then keep iterating until we either converge on the training data or the early stopping
criterion kicks in.

Now, we can even go to more than two layers in the neural network. For a L-layer NN, we just keep iterating on
our previous definition. We take W = {0, W =1 W (E=2) ... W1} where we have the dimensions p;, = 1,py = d
and we can set the other p, to arbitrary integers and take the matrices WOER =1 The function to obtain the
classification is then the multilayer perceptron

2(X,, W) = wypE—Y (W(L—l)w(L—Q) (W(L—Q) ALY (W(l)X’M) . )) ) (5.21)

Because this function may be difficult to imagine, a common way to visualize the way these matrices are applied one
by one is shown in Figure 12.

In the context of machine learning the choice of the function z is usually referred to as the architecture of the
neural network, and you can imagine that one can be even more creative in defining this function class. While the
architectures for modern applications like ChatGPT are more complicated than what you saw here, at their basis
they are very similar to the multilayer perceptron we just defined, and they are optimized using flavours of gradient
descent.
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Input Layer € RS Hidden Layer € R'? Hidden Layer € R Output Layer € R!

Figure 12: Visual example of a neural net with three layers (2 hidden layers), L = 3. The dimensions and widths
are d = 5, p; = 12, po = 10. Each edge represents a single parameter, the colors are according to a random value at
which this network is initialized.

Part 1I: Uncertainty estimation
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6 Lecture 6: Generation of random variables and propagation of un-
certainty I

In this lecture, we show in the first part how to draw random variables on a computer, starting from uniform random
numbers to more general laws; in the second part we start to study how experimental errors propagate and affect
measured values.

6.1 Generating one-dimensional random variables

We recall that the probability density function (p.d.f.) of a continuous random variable X is the function p such that
p(x)dx = Proba(X € [z,z + dz]) . (6.1)

p(x) is proportional to the probability that the random variable X takes value around .

Example 2. Let X be uniformly distributed over [0,1] and pynis its p.d.f. We have

0 z <0
punif( ): 1 ngél (62)
0 z>1

It is depicted in fig. 13.

1.0 4

0.8 1

0.6

Punif

0.4 1

0.2 1

0.0 A

—-0.50 —-0.25 0.00 0.25 0.50 0.75 1.00 1.25 1.50
T

Figure 13: Probability density function pyuir of the uniform law between 0 and 1.

We recall some properties of p.d.f.s:

e a p.d.f. is normalized : fR dz p(z) = 1. Informally, the probability that the random variable X has any value
equals 1.

e A p.d.f. is non-negative : p(x) > 0. Notice that as p(x) is only proportional to a probability, it can be greater
than 1.

Generating uniform random variables in the unit interval [0,1]. We want to generate random numbers
uniformly over [0, 1]. If we had a balanced coin we could draw 0s and 1s and assemble them to obtain the binary
representation of a number e.g. x = 0.11101... More generally if we had an unbiased random process over k values
we could obtain a number in base k. How can we simulate tossing a coin on a computer?

Most often in practice, we rely on pseudo-random number generators. These are deterministic sequences of
variables that seem random.
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Example 3. The linear congruential generator (LCG) is a pseudo-random number generator. Given a seed ig it
computes a sequence of numbers defined by

i1 = (niy + k) modm (6.3)

and outputs the most significant bits of the i;. mod is the modulo and n, k and m are well-chosen integer numbers.
An ezample is m = 231 n = 1103515245 and k = 12345 (used e.g. in the library glibc). It is periodic of period at
most m. LCGa are fast and require little memory.

A good pseudo-random number generator must have a long period and statistics close to the one of truly random
sequences. The numbers it outputs must not be correlated. If a program needs good randomness it can be important
to check if its results do not depend on the specificities of a random generator, up to the random fluctuations. The
LCG is a simple examples of a pseudo-random number generator. Current libraries usually deploy generalizations of
the idea behind LCG; for example, in NumPy the Mersenne’s twister is used by default. It has a more sophisticated
recursive relation based on matrices, and m is a large Mersenne’s prime (i.e. there is p such that a prime m = 2P —1;
this allows efficient computation.)

Pseudo-random number generators allow to reproduce the same sequence of numbers from the same seed g, this
is important for reproducibility of simulations and computations that rely on random numbers. Indeed the entire
sequence of numbers is determined by the seed ig. It is enough and in practice important to save the seed to be able
to generate the same numbers.

Sampling from generic distributions We have now access to numbers drawn uniformly on [0, 1]. How can we

draw numbers that have an arbitrary p.d.f. p? We start by recalling that the cumulative function of a random
variable X with p.d.f. p is the function F' such that

F(z) = Proba(X < z) = /_f dy p(y) . (6.4)

You can see an example of the cumulative function in fig. 14.

1.0

0.8 1

0.6 1

0.4 1

0.2 1

0.0

Figure 14: Probability density function p and cumulative function F of a Cauchy law p(z) = 2/m((2x — 2)? + 1).

Example 4. Let X be uniformly distributed over [0,1] and Funit its cumulative function. We have

0 z <0
Funif(x) = z 0 <z < 1 . (65)
1 z>1

We recall some properties of cumulative functions:

e a cumulative function’s output is bounded in [0,1]: F(—o0) = 0 and F(4o00) = 1. This follows by the
normalization of the associated p.d.f.
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e A cumulative function is non-decreasing. This follows from the non-negativity of the associated p.d.f.

Theorem 5. Let F be the cumulative function of the random variable we want to sample. Assume that F is
invertible (and thus strictly increasing). Let Y be a uniform random wvariable on [0,1]. We define the random
variable X = F~Y(Y) and Fx its cumulative function. Then Fx = F.

This gives a way to generate random numbers X according to a p.d.f. p. One has to compute first the cumulative
F, to generate uniform random numbers Y and compute X = F~1(Y).
Proof of the theorem :

Fx(z) = Proba(X < z) by definition of Fx (6.6)
= Proba(F~1(Y) < z) by definition of X (6.7)
= Proba(Y < F(x)) as F is strictly increasing (6.8)
= Funit(F(x)) by definition of ¥’ (6.9)
= F(x) (6.10)

Notice that F is invertible is equivalent to F' is strictly increasing; it does not have plateaux.

Example 5. Generating random numbers from the exponential distribution. The exponential distribution (useful in
physics e.g. for modeling the decay of particles) is defined as

0 <0
Pexp(x) = { -7 p>0 (6.11)
We compute its c.d.f. and the inverse c.d.f.
0 =<0
Faglw)={ ;0 TS0 e b= -m(i-y). (6.12)
Then we can draw Y uniform on [0,1] and consider X = F_1(X). It will be exponentially distributed.

Example 6. Generating random numbers from the normal distribution. The normal (or Gaussian) distribution is
defined as

1 _
pnormal(x) = ﬁe—(ﬂc—xﬂ/mﬂ 7 (6.13)

forz € R and o0 € Ry. T is the mean, and o the standard deviation. You can see on fig. 15 the shape of the curve.
For z =0 and 0 = 1 we have

1 T —
Frormal(z) = §erfc <—\/§> and Fl (y) = —V2erfc™'(2y) (6.14)
where erfc is the complementary error function. It does not admit an expression in term of elementary functions,
nor does its inverse.

If we want to generate numbers from a normal distribution there is an alternative way used more commonly than
using directly the inverse of the cumulative function. In order to derive this method, we start by computing the
normalization of the normal p.d.f. using a standard trick. We want to compute

+oo 2
I= / dze /2 =\or (6.15)

(6.16)
Then, we consider and compute I2:
+oo +o0 -

:/ dz / dy e~ (@ +v7)/2 (6.17)

oo o0

2 +o00 2
:/ d9/ drre™" (6.18)
0 0

27 400
~ [ as /O dy e (6.19)
=2 (6.20)
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Figure 15: Probability density function pyermal of & normal law with z =1 and o = 1/2.

where we changed the variables according to = rcosf, y = rsinf and v = 72/2. We see here that  is uniformly
distributed over [0,27] and v follows an exponential law. We can easily sample them, as we saw before, and then
invert the relation to compute x = /2y cos and y = /2 sin #, which will be two independent standard normals.

At the end of this argument we conclude that if we generate two random number u; and us independently from
the uniform distribution on [0, 1] we can transform them into two independent normally distributed numbers z; and
T2 as

x1 = v/ —2Inwuy cos(2mus), (6.21)
o =/ —2Inwug sin(2mus). (6.22)

(6.23)

6.2 Propagation of uncertainties

In physics we often model measurements by random variables and evaluate functions of those random variables. How
does the uncertainty in the measurements reflect on the uncertainty of their function? We will derive here formulas
that are often used in physics and be explicit about the assumptions underlying them.

Recall that the mean of a random variable X with p.d.f. pis

E[X] = /dx plx)x . (6.24)

The variance of X is
Var[X] = /dx p(z)(r — E[X])? = E[X?] - E[X]* . (6.25)

The standard deviation of X is
ox =/ Var[X] . (6.26)

An illustration is given on fig. 16.

We want to measure a quantity G(X1, ..., X) that depends on k scalar measurements; for instance, the surface of
a table that depends on its width and its length. The measurements X; have some uncertainty, some error, modeled
by their variances; what is the error on G? Also, what is the average value of G?

For the moment, we imagine that we know the distribution of the measurements X, ..., Xk, i.e. we know their
p.d.f., their mean and variances. We will come back later in the course to the problem of estimating the p.d.f., or
for example the mean and the variance, from a finite number of samples of each measurement.

6.2.1 Uncertainty of a linear combination of random variables

The distribution of the different measurements can be correlated; so we model the &k measurements by their joint
p.d.f. p(x1,...,2;). We want to compute the mean and the variance of G(Xj, ..., X). We consider first a linear

37



Figure 16: The mean and standard deviation of a Laplace law p(x) = e 2*+1, E[X] = —1 and ox = 1/2

case where G(X1,...,Xg) = Zle a; X; where a; are some real coefficients. The meaning of G could be for instance
the perimeter of the table in the example above. We have:

k k
E[G(X1,...,X:)] =E [Z aiXi] = aE[X]] (6.27)

where we used the linearity of the mean. We have that the mean is the linear combination of the means. As to the
variance we compute first E[G?] and E[G]? :

E[G(X1,....Xp)"| =E | Y a0, X;X; (6.28)
2]
()
= @E[X}]+2)  ai;E[X;X;], (6.30)
i i<j

where again we used the linearity of the mean, and we decomposed the sum by highlighting the terms in which ¢ = j
and 7 < j, and noticing that the terms i > j give a contribution which is equal to that given by the ¢ < j terms.
Then

2
E[G(Xy,...,X))? = (Z aiE[Xl-]) (6.31)

= a;0;E[X;|E[X] (6.32)
]
= GE[X,]> +2)  a;a;E[X;]E[X,], (6.33)
i i<j
so that for the variance we obtain
Var[G(X1, ..., Xp)] = Y afVar[X;] + 2 a;a;Cov[X;, X]] (6.34)
i i<j

where we defined the covariance between two random variables as
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7 Lecture 7: Propagation of uncertainty II

In this lecture we continue the study how experimental errors (or statistical uncertainty) propagates and affects
measured values. More precisely, we derive the formulas for error propagation that you use during your laboratory
work, and justify them. We will then concentrate on a specific example of a mean of iid random variables and discuss
the law of large numbers.

7.1 Reminder of probability density functions and joint probability density functions

Recall that for a random variable X we can define its probability density function (p.d.f.) px(z) as
b
Proba(a < X <b) = / px (z)dz. (7.1)

The probability density function is also called probability distribution or simply distribution. Intuitively, you can say
that px (x)dx is the probability that X takes value in the interval [z, z + dx].

Consider now k real random variables X; € R, ¢ = 1,..., k. Similarly as in the case with one variable, we define
the joint probability density function (joint p.d.f.) p(z1,xa,...,2k) as

b1 bg bk-
Proba(a1 < X1 < bl,ag < X2 < bz, cey Ak < Xk < bk) = / / / p(wl,mg, ...,xk)da;lda;g...dack. (72)
al as ag

The joint p.d.f. is also called joint probability distribution or simply joint distribution. The mean, also called average
or expectation value, of one variable X; is given by

E(X;) :/.../xip(xl,x27...,xk)dxldwg...da:k. (7.3)

Similarly, the mean of the product of two random variables X; and X is given by

E(X;X;) :/.../xixjp(xl,:vg,...,xk)dxldxg...dxk. (7.4)

In general, the mean of some combination of the random variables f(X7, Xs, ..., X}) is

]E(f(Xl,Xz,...,Xk)):/.../f(acl,arg,...,xk.)p(xl,xz,...,xk)dxldacg...d:ﬁk. (7.5)

Recall that we define the variance of one random variable X; as

Var(X;) = E(X?) — [E(X,)* = E [(X; — E(X)))?] . (7.6)

K2

Since the variance is the mean of a quantity squared, it is always non-negative.

For the rest of this lecture we will suppose that the mean and the variance of all the considered distributions are
finite. We often also say that the mean and variance exist. We will discuss the cases where this does not hold in
future lectures.

7.2 Linear combination of £ random variables

We recall that at the end of lecture 6 we considered the linear combination of random variables (which is also a
random variable)

k
G(X1, Xg, o0, Xp) = Y aiX; (7.7)
i=1

where the a; are deterministic (i.e. non random) known coefficient. Recall also that we consider the p.d.f. p(z1,z2, ..., k)
known. Using the linearity of the expectation value, the mean of G is

k
E(G(X1,Xa, ... Xi)) = Y _ a;B(X;). (7.8)
i=1
We also saw that the variance of G is given by
k k
Var(G(X1, Xa, oy X)) = 3 a2 (E(Xf) _ [E(Xi)f) +3 " aia; (B(X,X;) — E(X)E(X))). (7.9)
i=1 i#j

Recall from the properties of the variance that Var(G(X1, X, ..., Xi)) > 0.
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7.2.1 Independant random variables

In this section we consider the special case where the variables Xy, Xs, ..., X; are independent. The variables
X1, Xo, ..., Xi are independent iff the joint p.d.f. factorizes:

p(x1, 22, ..., xk) = p1(x1)p2(22)...pk(Tk) (7.10)
where p;(z;) is the p.d.f. of the random variable X;. Then, we have that the mean of the product of two random

variables X;, X; simplifies as

E(X.X,) = /.../xixjp(xl,xg,...,xk)dzldmg...dxk - </1:ipi(mi)dxi> (/xjpj(xj)dxj> —E(X,)E(X;) (7.11)

where we used the fact that [ p;(x;)dz; = 1. Combining this result with the expression of the variance (7.9), we see
that the second sum is 0 so we obtain

k
Var(G) = Za?Var(Xi). (7.12)

This means that for independent random variables, the variances are additive.
Recall that we defined the standard deviation og as the square root of the variance

o =/ Var(G). (7.13)

The standard deviation is often used to indicate the uncertainty of measured data, since it has the same units as the
measured data. Expression (7.12) expressed in terms of standard deviations gives

k
ol = Za?oii. (7.14)
i=1

Example 7. Consider a key example where the variables X; are independent and have the same p.d.f., i.e. p1(x1) =
pa(z2) = ... = pr(ag). In that case we say that the variable are independent and identically distributed, often
abbreviated i.i.d.. Suppose also that a; = %Vi. Then the mean of G is given by

k
1
E =— E(X)=E(X 1
(G) =+ ; (X) = E(X) (7.15)
were we define E(X) = E(X1) = E(X2) = ... = E(X}). Using equation (7.12) with a; = 1 we obtain
1 & 1
Var(G) = 5 ;Var(X) = o Var(X). (7.16)

Writing the previous equation in terms of standard deviation gives

1

oG = ﬁox. (7.17)

The factor ik is crucial, since it means that the standard deviation of G decreases as k increases. If you think of
k as the number of measurements, then the more measurements you make, the smaller og is, the more precise your
measurement is. Here og is the error on the average.

7.2.2 Correlated random variables

In this section we consider the the general case where the random variables X1, Xs, ..., X} can be correlated. Recall
that the covariance is defined as

Cov(X;, X;) = E(X;X;) — E(Xy)E(X;) = E ([X; — E(X3)][X; — E(X;)]). (7.18)

We define the linear correlation as
COV(Xl', Xj)

/Var(X;)Var(X;)
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Theorem 6. Let X;, X; be random variables with finite mean and variance. Then |Corr(X;, X;)| < 1.

Proof. Let X and Y be two random variables from a probability distribution with finite mean and variance. We
first prove the Cauchy-Schwarz inequality in the context of random variables, and then apply it to obtain the desired
result.

1. In the context of random variables, the Cauchy-Schwarz inequality reads |[E(XY)| < /E(X2)E(Y?). We will
prove the equivalent relation (E(XY))? < E(X?)E(Y?). Let us first consider the quantity (X — aY)? with
a € R. This quantity is always non-negative so its mean is also non-negative:

E((X —aY)?) >0. (7.20)
Expanding the square we get
E(X?) - 2aR(XY) + o*E(Y?) > 0. (7.21)
Set o = %, then the previous inequality becomes

(E(XY))*  (B(XY))
E(X?) -2 E(D) + B >0 (7.22)

which gives the desired inequality
(E(XY))? < E(X?)E(Y?) (7.23)

2. Apply the Cauchy-Schwarz inequality with X = X; —E(X;) and Y = X; — E(X}):
(E[(X: — E(X:))(X; — E(X;)])* < E[(X; - E(X0)2E[(X; — E(X,))?). (7.24)
In terms of variance and covariance the previous expression is
(Cov(X;, X)) < Var(X;)Var(X) (7.25)
which gives us the desired result

(Cov(X;, X;))° |Cov (X5, X))
Var(X)Var(X;) =1 e var (X))

<1<« |Corr(X;, X;)| < 1. (7.26)

O

Note that if X; and X; are independent then the correlation is 0. However, the opposite is not true: Corr(X;, X;) =
0 does not imply that X;, X; are independent. This can be seen intuitively if we consider two random variables X,
Y representing the two coordinates of points chosen uniformly on a circle centered in 0. The two variables are not
independent but the average of X, Y and XY are 0 which gives a linear correlation of 0. This is why we call this
quantity the linear correlation.

We now consider the case were the random variables Xi, Xo,..., X} can be correlated, i.e. the second sum in
(7.9) is not necessarily equal to 0. We want to find the relation between the standard deviation ¢ and the standard
deviations ox,. Let us try to find an upper-bound to the variance of G:

k k
Var(G) = [Var(@)| < ¥ d? (E(XE) - [IE)(XZ-)]2) + 13 aia;Cov(Xi, X)) (7.27)
i=1 i#]

where we used the triangular inequality | Ef\il bi| < vazl |b;| Vb; € R, i =1,2,..., N. Noticing that all the terms in
the first sum are positive and applying the triangular inequality again to the second sum we get

k k
Var(G) <> a (E(Xf) - [E(Xi)}z) + ) lailla| |Cov(Xi, X)) - (7.28)
i=1 i#j

The property that |Corr(X;, X;)| <1 implies that

|Cov(X;, X;)| < ’wVar(Xi)Var(Xj)

41

: (7.29)




Thus,
k
2
X))+ lallas]
i=1 i#j

Recall that by definition Var(X;) = E(X2) — [E(X;)]>. We see that the right-hand side of the equation above (7.30)
factorizes and we obtain

Var(G) < Var(X;)Var(X;)| . (7.30)

-
S
S )
~—~

3 2
Var(G) < <Z |ai|s/Var(Xi)> . (7.31)

Taking the square root on both side, we obtain an expression in terms of standard deviations:

k
og < Z lailox, | (7.32)

Example 8. Let us apply the above result in the average of i.i.d. random wvariables described in 7.2.1, i.e. G =
%Zi X; with the X; i.i.d.. We obtain
og <ox (7.33)

In this case we don’t have the factor ﬁ from equation (7.17), so we can in general not say that the standard deviation

of g decreases as k increases. In other terms, equation (7.33) tells us that in the worst case repeating an experiment
k times does not decrease your uncertainty of the result. This can be seen in the particular case where a; = %Vi and
all the random variables are equal, i.e. X1 = Xo = ... = Xj. In that case the variables are not independent, we
only draw randomly one of the X; and then all the other random variables take the same value. This maximises the
correlation and saturates the inequality (7.33):

k
G=> aX;=X;=> 0 =o0x, (7.34)
i=1

We thus see that for general correlations the inequality (7.32) cannot be improved.

7.3 Generic function of k£ correlated random variables

Let us now consider the generic case where G(X1, X3, ..., Xi) is not necessarily a linear combination of the X;. Then
we do not have E [G(X1, Xa, ..., Xi)] = G [E(X}1), E(X3), ..., E(X})] in general. For example define G(X,Y) = XY
with X and Y independent, then clearly:

cocr = [ [ pwmear# [ [~ xp@dxy e (7.35)

Thus, the reasoning of the previous section doesn’t hold already for the mean.
To retrieve the relations that are often used in experimental physics we need to suppose that the errors are small
in comparison to the means, i.e. that

G(X1, Xz oo Xi) = GE(X1), E(Xa), .oy E(X)] + € with |e] < |G [E(X1), E(Xs), ... E(X,)] | (7.36)
More precisely, this means that we can ignore the second order correction in the Taylor expansion of G around
E(Xl)a 7E(Xk)

k

(Xi—E(Xi))+Zﬁ =E(X;)[). (7.37)

L OG(X1, e X)
G(X1,..., Xp) = GE(XY), ..., § 1"'
i=1 X;=E(X;)Vj =1

This brings us back to the case of linear combination of random variables. Indeed, all the expressions depending
only on the mean of the random variables X; are deterministic, and thus are considered constant when we take the
variance: .
0G(X1,..., X
> 96X, -, Xr) XZ-) (7.38)
X;=E(X;)Vj

Var(G) = Var ( ox,

=1

42



We can then identify the partial derivative with respect to X; as the a; from (7.7).
If the variables are independent were are back in the case of section 7.2.1 and equation (7.14) becomes

0G(X1, ..., Xy)

5% (7.39)

2
‘| O—Xi .
X;=E(X;)Vj

k
&=
i=1

This is the expression that you use in your laboratory reports if the variables are independent, i.e. if each variable
X; results from independent measurement. The independence of the measurements is usually assumed to be true in
physics experiments. If the variables are correlated, then we are in the case described in section 7.2.2, and (7.32)
becomes

0G(X1, ..., Xr)
8X1 0Xx,;- (740)

k
6=
i=1

The most pessimistic case is when the equality holds. This is the formula that you use in your laboratory reports if
you do not assume that the variables are independent. Using the notation AA to indicate the standard deviation of
a quantity A, and considering only three random variables X; = z, Xo = y and X3 = z, we obtain the formula

X;=E(X;)Vj

oG oG oG

that you may be more familiar with.

Keep in mind that these formulas are only correct if the errors are small (i.e. that we can neglect the higher order
terms in the Taylor expansion). Also note that these errors only consider statistical fluctuations, and not systematic
errors if for example a measuring device is badly calibrated.

7.4 Law of large numbers

Until now we supposed implicitly that realizations of G are close to its mean E(G), and that the fluctuations around
the mean of G are related to the variance. For the specific case of k i.i.d variables X; and G = %Zle X, we would
like to obtain a relation of the type

G-EG)=eo (\}E) (7.42)

which would allow us to justify what we usually write in physics as

G =E(G) + % (7.43)

The law of large number allows us to formalize this intuition.
Let us first introduce and prove the related Chebyshev inequality:

Theorem 7 (Chebyshev inequality). Let p(x) be the p.d.f. of a random variable X with finite mean and variance.
Then

1
Proba (|1 X —E(X)| > lox) < 2 withl € R,1 >0 (7.44)
where ox s the standard deviation of X.

Proof. The proof of the inequality is done in two steps. First we introduce and prove the Markov inequality and
then apply it to obtain the Chebyshev inequality.

1. Let X be a non-negative random variable with a finite mean. Then the Markov inequality states that Va > 0
we have that Proba(X > a) < @ Proof:

o0 00’51\ o0
Proba(X > a) :/ plx)dr < / g pla)dr < %/0 xp(z)dr = E(j() ) (7.45)

where we notice that the integration domain is (0, +00) as X is non-negative.
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2. Choose X — |X —E(X)|? and a = [?Var(X), | > 0 and apply Markov’s inequality:

Proba (\X ~E(X) > Z2Var(X)) < m - %2 (7.46)

Since | X — E(X)|* > 0 and [2Var(X) > 0 we can take the square root on both sides and not change the result
of the obtained probability. Thus, we have

1 .
Proba (| X —E(X)| > lox) < l—2w1th leR,1>0. (7.47)

O

We now define the confidence as the probability that a realization of a random variable X is within ! standard
deviation of the mean E(X). Table 1 shows the confidence for various values of [. The case I = 1 is not noted since
the Chebyshev inequality does not provide any information in that case. You may be more familiar with the table 2
which shows the confidence if we additionally suppose that the p.d.f. p(x) is Gaussian, i.e. if X ~ A47(0,1).

l 2 3 4 10
number of o 20 30 4o ... | 100
Confidence | 75% | 89% | 94% | ... | 99%

Table 1: Confidence obtained from the Chebyshev inequality for various [. Valid for any probability distribution of
finite mean and variance.

l 1 2 3 6
number of o o 20 30 60
Confidence | 68% | 95% | 99.7% | ... | 99.9999998%

Table 2: Confidence obtained for the Gaussian distribution.

Let us now apply the Chebyshev inequality with [ = é to the case of mean of k i.i.d variables G = % Zle X;:
0% 0% koo
Proba (|G —E(G)| > ¢€) < i) —=0 (7.48)

were we used (7.17) and to take the limit we notice that ox and € are fixed. This means that the random variable G
converges in probability to its mean when k — co. The expression (7.48) is known as the law of large numbers. Note
that there also exist more general versions of the law of large numbers that does not require the variance to exist
(that will be covered and proven in the Probability and Statistics course). Since in the i.i.d. case E(G) = E(X), we
can intuitively interpret the law of large number as saying that repeating an experiment many times increases the
probability that the empirical average (which is one realisation of G) is close to the true average E(X).

8 Lecture 8: Central Limit Theorem, Statistics and Maximum Likeli-
hood

8.1 Reminders and the Central Limit Theorem

Recall the statements from the previous lecture: Let’s say we have random variables X; ~ p(x;)Vi, which are i.i.d.
and for which the mean EX and the variance Var(X) exist. We define the mean as Gy, = ¢ Ele X; which has mean
EGi = EX; and Var(Gj) = 1 Var(X), so that the standard deviation is o¢ = ﬁ@c

Recall the Tschebychev bound, which we previously stated for a random variable Y with an arbitrary distribution
py (y) and existent mean and variance o%. For [ > 0 the difference between the random variable ¥ and its mean is
bounded as
1
= -

P(|Y—EY| > l(fy) < (8.1)

o~
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We want to use this bound to make a statement about how well the empirical average G approximates the mean of
X;? To do so, we set Y = (G, and loy = ¢ < 1. Using the variance and mean we computed for G in terms of k, This
gives
2 2
o o
P(G—EX >5) <% _ %%
| |z¢) = g2 ke?

What happens if we increase the number of samples k7 As k — oo, the fraction on the right hand side of the bound

(8.2)

2
goes to zero because limy_, o % = 0. This behaviour of the empirical mean of i.i.d. random variables is commonly
referred to as the Law of Large Numbers (LLN). As we increase the number of samples, it becomes extremely
unlikely for the empirical average G to deviate from the mean. The absolute distances converge with a rate at least
1/k.
In physics, it is common to write this result using the + symbol
o

G=EX)+ —=.
(%) vk
Usually, this means that we understand G to be distributed in terms of a new random variable R with a distribution
pr(r) such that G = E(X) + RZ%. Rearranging, we get that

vk
R = \/EW ) (8.4)
ox

(8.3)

Surprisingly, the probability distribution of this random variable® for large k& does not depend on the details of px ()
as long as its variance is finite. As we increase k, R becomes distributed as a standard Gaussian

k— o0 1 _r2

. frnd 2
pr(r) —— A (r;0,1) \/ﬂe . (8.5)
This property is called the Central Limit Theorem (CLT) and it has an important place in physics. The fact
that the empirical mean of many samples which are identically and independently distributed (remember this is an
important part of our assumption) is behaving like a Gaussian for large enough k, is remarkable and one of the
reasons why we encounter the Gaussian so often in physical processes. CLT is a type of a universality result where
certain properties of a large ensemble of variables do not depend on microscopic details, such as the precise form of

px (x). Universality is another important concept in many body physics, as you will learn next year.

8.2 Example: Estimating 7

To make the law of large numbers and the central limit theorem more tangible, we consider an example: Let
Y1,Ys ~ % (—1,1) with Y7,Y5 independent. Define a new random variable for i = 1,..., k, as

x, =l YrEYEst (8.6)
’ 0 else

We visualize this distribution over the two dimensions Y7 and Y3 in Figure 17. The shown plot helps us understand,
that the probability p of X; being exactly one is

area of circle T
PX=1)= —r——— = —. .
( ) area of square 4 (8.7)
s s 71'2

In consequence we have that EX; = T and Var(X;) =% — I, = 247,

To estimate the value EX; (and thereby 7) from k i.i.d. samples of X;, we compute the empirical mean G:

k
G = % > X (8.8)
:1
B(G) = 3 Y E(X) = ] (8.9)
Var(G) = %Var(X) = % A < T (8.10)
)

oG = \}%1/7T(41;7r (8.11)

8You can think of it as a normalized version of G: We subtracted the mean and divided by the standard deviation.
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Figure 17: Samples of the random variables Y7, Ys. The color is according to whether X; is one or zero. The samples
with X; = 1 fall within the area of the circle with radius 1. All samples fall within the square with the corners

(-1,-1),(1,1).

np.random
100 4
10—2 4
§ 1074 4
g
mn 1076 4
< Prob. of sample above line
1078 1 P(Ac=c-\/Var(Gy)) < 1/c?
— =1/25
10-10 | -—- =<1/4
..... <1/1.5=29

10° 10! 102 10° 10° 105 106 107
Figure 18: Law of large numbers illustrated using the example for sampling 7.

Applying the law of large numbers to this random variable gives the bound

P<‘G—%)Z% ”(41—;7))361. (8.12)

In Figure 18 we show that the decay of the error |G — 7| is indeed behaving as in 1/ Vk for different constants c.
Likewise, from the central limit theorem, the random variable R behaves as

_VRG-F)
- Var(X)

[ V)

(8.13)

For a fixed k, we can access this distribution, by sampling n times from X}, and plotting the result as a histogram (so
we require overall 2nk independent samples from %/(—1,1)). In Figure 19 this behaviour is illustrated for & = 1000
and n = 10, 000.

8.3 Statistics

In probability theory, the setting is that we have a known probability distribution px(z), and we want to derive
some of its properties, e.g. properties of samples from px(x). In statistics, the situation is reversed: We have some
data samples given, and we want to know something about the properties of their probability distribution.
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Figure 19: The central limit theorem illustrated for the example of sampling 7, with £ = 1000 and n = 10, 000.

We will consider the random variables X1, -+, X,, sampled i.i.d from px(z) where EX = p and Var(X) = 0%.

We have access to the samples, but not to px or the constants u,ox. Our goal is to find estimates of u, ox.
The empirical mean is the estimator? j = % >i, X;. The question on how good this estimator is, can then be
answered by the law of large numbers as

2
o
P(u—pl>e)< X 8.14
(=l 2 ) < X (3.14)
This is essentially what we did before, for the example of estimating .
But now, can the same strategy apply for an estimate of ox? Intuitively, that would mean to set the estimator
of the variance, the empirical variance, to

R 1< A 1< X
Gk =D (Xi—p) =Y X (8.15)
P i=1

Is this a sensible estimator? We see that taking n = 1 the empirical variance 6% = 0 which is not reasonable. A
reasonable requirement would be that the expected value of the estimator should be equal to the true property we
want to approximate. Recall that we can take an expectation over an estimator, because it is only a function of the
random variables that represent the samples X;. Indeed, we want to have that

E(6%) = 0% . (8.16)

9We put the hat ° to denote that we are estimating a given property of the original distribution from observed data samples.
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Is this the case for our intuitive estimator for the variance? We check

E(3%) = - S B(X?) ~E[(- 3 X)) (5.17)
=1 i=1
- % Zn:E(XE) - % iM?) - % > E(X)E(X;) (8.18)
i=1 i=1 i#j
= % zn:E(Xf) - % En:E(X?) - nzn; "E(X,)? (8.19)
i=1 i=1
I 1.« ) 1 )
= (5 - ﬁ) ZE(XH -(1- E)E(Xi) (8.20)
= (1 - DE(X?) ~ (1 - E(X,)? (321)
= " LE(X?) - E(X))) (5.22)
n—1 ,
-, ’x (8.23)

Therefore, we indeed go to the correct mean as n — co. However, for finite n we note that the estimator is biased to

a different value than the parameter we aim to estimate (it is off by the factor "7—:1) To avoid this, we can instead
use a more common unbiased estimator for empirical variance
1 n
22 A2
F= (i) (8.24)
=1
so that instead we end up with
Es% = o% . (8.25)

In this case, the estimator is unbiased for every value of n, arguably a sensible desiderata.

8.4 Parametric Statistics and Maximum Likelihood

In Statistics, the statistician may assume that the random variables are generated from parameterized density
functions. From a physics perspective this is particularly useful: When we have data samples 2 coming from a
physical process which we understand at least partially. Concretely, we can formulate the probability density of the
data conditional on the unknown parameters. Given both the data 2 and the knowledge of the physics process
behind the data generation, expressed via a conditional probability distribution p(Z|0), the goal is to estimate the
parameters 6 using an estimator 0 from the observed data 2. In this context, we write the density of the data as
a conditional density function and make the conditional dependence on the parameters clear by using the notation
p(210).

One principle of deriving estimators for the parameter in this setting is called mazimum likelihood estimation.
For this, we want to use the estimator which maximized the likelihood of the data realization,

Opir, = arg mgxp(@\é)) . (8.26)

Example 1 (Empirical mean and variance). As in many examples before, we assume X1, -+, X,, ~ p(z;) to
be distributed i.i.d. from the same density. However, this time we make an additional assumption on p: We assume
that we are sampling from a Gaussian distribution with a fixed but unknown mean p and variance o. Then we can
write the conditional distribution for a single sample X; as

1 Sl (z—p)?
plail0) = S T = (o). (8.27)

In the previous notation, § = {u, o} and therefore (using the i.i.d assumption) the maximum likelihood estimator
considers the conditional density over the complete dataset & as

n

n 1 (eimw)?
p(‘@‘a):p(l‘h ,Z'n‘,LL7U):Hp(I’l|M,O'):H |: e 202 . (828)

=1 =1
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Then maximization of the above probability distribution is the same as the following minimization
1 n
f=argmax p(Xy, -+, Xp|pu,0) = argmin — E (X; — p)? (8.29)
I et

To find the minimum, we set the derivative to zero

ap(le e 7Xn|M70)

7 =Y (Xi—i)=0 (8.30)

and therefore

,EL:

S|

i X; . (8.31)
=1

Here, we found the empirical mean f is the maximum likelihood estimator for the true mean pu.
The same principle applies for estimating the variance of the Gaussian distribution. Defining, as before 6% =

2 ~

1 (:"'11*“)2 ]_ n_ 2
5 = - p (7'2 = —_— 7?0-)(
6 = arg rrlale;[1 W@ 2 argmex —e” 2 (8.32)
and taking the derivative w.r.t. o as
3 1 __n_52 n ]. —_n_g52 n&g( ]. —_n_g2
O:%[ﬁe o X]a:g:75we A2y e (8.33)
so that
6% =6%. (8.34)

Note that in this case, we do not recover the n — 1 term due to the bias as finite n. Maximum likelihood provides
reliable estimators rather generally when n is sufficiently large, as we will formalize in the next lecture.

Example 2 (Weighted average). In this example, we are given n measurements of a quantity and the error bars
for each of them: (X1,0?), (X2,02),--+,(X,,02). The X, Xs,--- , X, are i.i.d. random variables, and 07,03, --- ,02
are considered fixed parameters, in general 0; # ;. We additionally assume that every random variable X; is sampled
from a Gaussian distribution with a known variance, but an unknown mean: X; ~ .4 (u,0?). Note that the mean
w1 is assumed to be independent of i.

To estimate the mean u, we use the maximum likelihood principle again. We write

o1 ot 11 )
= D|p) = —_— o = in — —(X; — 8.35
i = argmax p(7| 1) mgle[ N4 argmin oy —(X; — p) (8.35)
i=1 7

i=1 ¢

and minimize the last term, by setting the derivative to zero

@’g'mﬂ:;jﬁm—m:o (3:36)

and finally get

S X
f= Z"ﬁ . (8.37)
=1 o2

Note that if Vi : ¢ = 0;, then we get the same estimator we had in the first example. Here we needed the assumption
of the random variables being Gaussian to derive the estimator.

.
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9 Lecture 9: Maximum Likelihood, examples and theory

9.1 More examples on maximum likelihood estimators

We start this lecture by continuing Example 2 on the weighted average.

Example 2 continued (Weighted average and its error). During the previous lecture, we saw that, if we
are given n measurements {X;}_; distributed as X; ~ .4 (u,0?), then the maximum likelihood estimator ji for the
mean parameter p (unknown but assumed shared across all measurements) is

X
DYy~
== 1

i1 g

Recall that fi is a function of the measurements {X;}? ;, which are random, implying that i itself is a random
variable. We now want to estimate the error associated with this estimator, i.e. to quantify its variance. We notice
that fi is a linear combination of i.i.d. random variables, so to compute its variance we can apply (7.14) with £k =n
and

(9.1)

Q
w"" =)

-

1 92)
G = 5 =n 95> .
o? Ej:l g;
obtaining
—2 -2 —1
Var[ji] = ZafVar[Xi] = 20]72 20;4 Var[X;] = Za;2 20;2 = Zojfz , (9.3)
i=1 j=1 i=1 j=1 i=1 j=1

where we used the assumption that X; ~ 4 (u,0?) to say that Var[X;] = o2. Thus, the estimate of the parameter
1 is given by

— Ty = (9.4)
Zz:l Zj:l Uj

As a check, we notice that if o; = o for all values of i, i.e. all measurements have the same variance, then

1

'umeasured ~ [L:l: Var[ﬂ] —

-*qm‘ = s-qm‘f:g

Var[ji] = %2 , (9.5)

which recovers the non-weighted case.

We take a moment to highlight the fact that when we derive a maximum-likelihood estimator, or more generally
a statistical estimator, we always work under some assumptions. It is important to always assess the validity of
such assumptions for the actual data that we are studying. Consider for example Figure 20. We depict three sets of
measurements (x axis: number of the measurement, y axis: value of the measurements) for a physical property. For
each measurement, we depict the measured value by a dot, and the error on that measure with the error bar. The
orange line depicts the weighted average of the measurements.

In the dataset on the left, we see that the variability in the measurements is comparable to their error bars,
indicating that the variance of the weighted average (which depends only on the error bars ;) will be a suitable
estimator of the error.

In the dataset on the center, we see that the measurements have very little variability, while their error bars
are large. This may be, for example, a sign of some error source that is not intrinsically related to the physical
quantity we are measuring. We may want to re-think whether the error bars were indeed estimated properly. If
yes, the error estimation should be done using the error bars and not the variability in the data. If not, the error
of the empirical average would underestimate the error, as it would only take into account the variability of the
measurements, disregarding the error bars.

In the dataset on the right, we have a large variability in the measurements, with very little error bars. In this
case, it seems not appropriate to model the measurements as Gaussian variables with the same means and different
variances. In particular, the error on the weighted average will be small, as it is a sort of geometric mean of the
error bars, underestimating the huge variability of the measurements. In this case, it would be more appropriate to
disregard the error bars on the measurement, and assume that each measurement is i.i.d.. Under this assumption,
the physical quantity would be estimated by performing an empirical mean of the measurements and its error bar.

The take-home message is to always be aware of the assumptions that are implicit in every statistical estimator,
and to check their plausibility on the concrete data before using them.
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Figure 20: Consistency of the assumptions in Example 2.

Example 3 (Estimation of the radioactive decay constant). Consider an experimental system in which a
radioactive source placed at the origin of the frame of reference emits unstable particles in the direction of the x axis
with constant speed.

You will see in the following courses that the probability that the unstable particle decays at a distance X from
the source is distributed according to an exponential distribution, with probability density

A te#/2 for 2 >0
_ M 20 9.6
P () {O otherwise (96)

for a given parameter A, called the decay constant. As a reminder (or simple exercise), we have that E[X] = A, and
Var[X] = A2 for the exponential distribution. Thus, the decay constant is the average position at which the unstable
particles decay.

Using a detector, we can measure the position X at which an unstable particle decays. We perform such
experiment n times independently, obtaining a dataset of n independent and identically distributed measurements
2 = {X;}",, Xi ~ pa,(x). The aim is to estimate the decay constant A. from these measurements. To this end,
we use the maximum likelihood method. The likelihood (which we recall is a function of a parameter A, telling us
how probable it is that the dataset 2 was generated by a process with the given value of \) is given by

p(2|\) = Hp)\(xi) = A""exp <—i Z@) = (i exp (—711)\ Z%)) (9.7)
i=1 i=1 i=1

where in the second passage we used that all the measurements are independent and identically distributed. We
recall the definition of the empirical average

:%:%ZXZ-. (9.8)

By definition, the maximum-likelihood estimator s

= argmax
A

—E/A\ " —#/A
¢ ) ¢ (9.9)

A = argmax p(2|\) = argmax (
A A

where in the last passage we used that the function f(y) = y™ is strictly increasing on R to simplify the maximization
problem. The stationarity condition (which determines the maximum-likelihood estimator ) is given by

1 e—&/A & e—&/A R

A A A2
To be precise, we should now check that the stationary point found is indeed the global maximum of the likelihood
function. This turns out to be the case, as you can independently check. Thus, as one might have expected, the
maximum-likelihood estimate of the decay constant is just the empirical average of the decay positions of the n
particles.
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What is the error on the estimator? Again, recall that the estimator depends on the measurements, which are
random variables and hence is a random variable. We compute the variance explicitly by computing the first and
the second moments of the estimator. For the first moment, the mean, we have

> EX] =EX] =\, (9.11)

which confirms that the estimator is unbiased, i.e. that on average it retrieves the correct value A,. For the second
moment, we have

S|

E[\?] = % En:E[XE} + % > E[X;X;] = — (E[X]* + Var[X]) + % > EIXELX;]
i=1 i#j i (9.12)
:%A%”T*lﬁ: (1+:L>Ai

where in the first passage we expanded the square on the diagonal terms i = j and the non-diagonal ones i # j, in
the second step we expressed the second moment of X in terms of its mean and variance, i.e.

E[X?] = E[X]? + Var[X] (9.13)
and finally we used the specific values for the mean and variance of the exponential distribution. We can now compute

the variance of the estimator \:

. . 1 1
Var[A\] =E[N?] —E[MN? = ([ 14+ — | A2 = \2 = =\ = —3?, (9.14)
n n

S|

where in the last passage we used the estimator for the decay constant to obtain an expression that depends only
on the observed measurements, and not on the unknown parameter A,. Finally, we obtain the following estimate for

the true decay constant

‘ 1
ameasured o 5 4 %:z. (9.15)

Example 4 (Estimation of the radioactive decay constant with a detector of finite length). We continue
to study the previous example, but we now consider a somewhat more realistic setting, in which the detector has a
finite length, meaning that it can detect particle decays only in the interval [Zmin, Zmax], With 0 < Zmin < Zmax. The
probability density of observing a decay at a given position x gets modified to

: (9.16)

ZA) I tem M for i < & < Tax
o () = .
0 otherwise

where we added a normalization factor Z(\) to ensure that the probability density we wrote is normalized, i.e.

/ dzpy, (z)=1. (9.17)

min

It is a simple exercise to check that

ZO) =M1 [ dwem /M = emmmin/An g tmax/ A (9.18)

Lmin

Notice that for zp,.x = +o0o and Zp;, = 0 then Z(A,) = 1 and we fall back to the Example 3. What is the
maximum-likelihood estimator in this case? Following the same reasoning as detailed above, we find

/A

AZ(N)

A = argmax
A

(9.19)

which does not have a closed-form solution (try to write the associated stationarity condition to convince yourself).
However, the estimator is well-defined and can be easily computed numerically (for example, by minimising the
negative likelihood using gradient descent). At the same time, it is not intuitively clear whether this estimator is
unbiased i.e. if on average it gives us the true value A, and computing its mean and variance for generic n would
be very cumbersome. As we will see at large n we can deduce very nice and generic properties of the maximum
likelihood method.
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9.2 Asymptotic properties of maximum likelihood estimators

In Example 4, we saw that it is only in special cases that we can derive an explicit characterization of the maximum-
likelihood estimator, as well as for its mean and variance for a generic number of samples n. We would like to know
whether the maximum-likelihood estimator is unbiased, i.e. E[é] = 0, where 6 is the maximum-likelihood estimator
for an unknown parameter 6., and to compute its variance, which is then an estimate of the error of the estimator.
We will see in this section that in the limit of many measurements n — oo a generic theory of maximum-likelihood
estimator is available.

Consider a generic parameter estimation problem, in which we are given n independent and identically distributed
measurements X; ~ p(x;|0,), i = 1,...,n. Call Z = {X,;}_; the collection of measurements. The measurements
depend on a parameter 6, which is unknown and we want to estimate. The likelihood equals

p(216) = [ p(X:l6) (9.20)
i=1
where we used the fact that the measurements are i.i.d. Define the log-likelihood as

2(2,0) = logp 210) = Zlogp (X:16) (9.21)

and notice that the maximum likelihood estimator 6 satisfies

0 = argmax p(2|0) = argmax .Z(Z, 0) (9.22)
0 0

by increasing monotonicity of the logarithm. We notice that the log-likelihood is a sum of n terms which are random
and i.i.d., as each term is a function of a single measurement X;, each of which is an i.i.d. random variable. This
gives us hope that, for large n, the log-likelihood will converge by the law of large numbers to a deterministic quantity
that may be amenable to study. Indeed, consider

F0) = 2(2,0) — 2(2,0,). (9.23)

This function is just a shifted version of the log-likelihood, as the term we subtracted is constant in #, so that the
maximum-likelihood estimator is also the argmax of f. We can write

Zl ))((90) N0, By log ;gjz)) = /dxﬂ(mle*)log ;)((;'z)> (9.24)

where we took the limit for large n by using the law of large numbers, and thus implicitly assumed that the random
variable

p(X10)
p(X]6.)°
has a finite first moment. Remarkably, the left-hand side of (9.24) is a quantity that often appears when studying
probabilities:

Y =log X ~ p(z|64) (9.25)

Definition 6 (Kullback-Leibler divergence). Let p and r be two probability density functions. Their Kullback-Leibler

divergence Dk, (p||r) is defined as
Dl = [ e pla)iog 22
r) = x p(x)log —= .
KL{P - 4 g 7’(.13)
The KL divergence is a sort of "distance” between the two distributions p and r, in the following sense (weaker
than the usual metric space theory sense):

(9.26)

e Vp,r, then Dky(p||r) > 0.
o Dkr(pllr) =0 if and only if p = r.
Proof.
+oo

~Draelir) = [ depta)iog 5D < " e p(a) [p“ - 1} -/ T @) =0 (027)

— p(x) ~ J_x



where we used that
log(z) <z —1 Vx>0 (9.28)

as the logarithm is concave and = — 1 is its tangent line at x = 1, and later we used that by normalization
+o0 —+oo
/ der(z) = / dep(z) =1. (9.29)

Thus, Dk, (p||r) > 0. Moreover, we have that the inequality is saturated if and only if the argument of the logarithm
equals one, giving

<

—~
8

~—

DKL(,OHT) =0 «<—

=1 << r=p. (9.30)
O

Going back to the original task of characterizing the maximum-likelihood estimator, we found that

0= argmax f(6) = argmax —Di(p(X16)[|p(X6.)) = argmin Dict. (o(X |9)l|(X]6.)) = 6. (9.31)

where we used that the minimum value of the KL divergence is achieved when p(X|0) = p(X|6.), i.e. when 6 = 0,.
Thus, we conclude that

Theorem 8. (Asymptotic consistency of mazimum likelihood) Let X; ~ p(z|0s), i = 1,...,n be n i.i.d. random
variables, and let R
0 = argmax p(2|0) (9.32)
0
be the maximum-likelihood estimator of the unknown parameter 0,. Suppose that
p(x]0)
dzx p(z|0,) log (9.33)
/ p(10,)

exists and is finite. Then for n — 400 we have 8 — 0., i.e. the maximum likelihood estimator is unbiased and has
variance vanishing in n.

This is already a very promising result. Given enough independent measurements, we can guarantee that the
maximum-likelihood estimator provides a good estimate of the true parameter 6,. Can we say something about its
variance? We just proved a sort of law of large numbers for the maximum-likelihood estimator, thus it would seem
natural that a corresponding central limit theorem characterizing its fluctuations around the mean holds. This is
indeed the case. We have

Theorem 9. (Asymptotic normality of maximum likelihood) Let X; ~ p(x|6.), i = 1,...,n be n i.i.d. random
variables, and let

0 = argmax p(2|0) (9.34)
0

be the maximum-likelihood estimator of the unknown parameter 6,. Suppose that

p(z]6)
plxl6.)

/dzp(x|0 ) log (9.35)

and
/dxp o16.) <8logp(x|9)

exist and are finite. Then for n — +o0o we have

) (9.36)
0=0.

nI(0,)(0—0,) — 4(0,1), (9.37)

i.e. the fluctuations of the mazimum-likelihood estimator around its mean value 6, are Gaussian with mean zero and

variance 1

Var{d] = AR

(9.38)

1(0.) is called Fisher information.

The proof can be found in standard textbooks on statistics and goes beyond the scope of this lecture.
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10 Lecture 10: Back to linear regression. Estimation of the errors.

In this lecture, we propose a probabilistic model for least square regression. It allows us to derive the formula for
the least square estimator as a maximum likelihood estimator, to evaluate the error of our estimates and to derive a
formula for weighted least-squares when one knows the errors that affect the measurements.

10.1 A probabilistic model for the least-squares

Definition
We consider the problem of linear regression. We are given data X € R™*¢ and outputs y € R™. The least-square
estimator w is obtained by

W = argmin L (w) = (X7 X)Xy (10.1)
: RN
with Z(w) = - Z(yu - ng)Q (10.2)
nw

We study this problem in the light of likelihood maximization. This particular loss .Z can be interpreted in the
following way. X is fixed; we assume there is a w* such that the observed outputs are generated according to

p=X w6y 3 €~ N (0,A%) . (10.3)

The €, accounts for the noise or the experimental errors. They are independent normal random variables of variance
A%, A and w* are not known.

Proposition 3. According to this model (10.3), the probability distribution of the output is
" = XFw)?

pylw) = prulw H 2WA2 T (10.4)

The corresponding mazximum likelihood estimator is

argmax plylw) = argmln Z ng)Q (10.5)
pn=1
= argmin .2 (w) = (XTX)"1XTy . (10.6)

w
This is exactly the least-square estimator. The probabilistic model (10.3) gives an interpretation of the quadratic

loss . that corresponds to the maximum likelihood estimator for the model.

Estimation of the error
We have an explicit formula for @. We assume that n > d and that the matrix X7 X is invertible so the estimator
is well-defined. We can compute its mean and its covariance with respect to the randomness e.

Proposition 4. The least-square estimator is consistent: Eaw = w*. Its covariance is

E(w — w*)(w — w*)T = A2 (XTX)™! . (10.7)
In particular, we have
Var(;) = A* [(XTX)7],. . (10.8)
Proof of the proposition:
E(w) =E (XTX)"'XTy) (10.9)
=E((X"X) ' XT(Xw* +¢)) (10.10)
=w* +E((X"X)"'XTe) = w* (10.11)
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the last line being because X and w* are not considered to be random variables, and € is a random variable with
Z€ro mean.

E(b — w*)(w —w*)" =E ((XTX) ' XTee" X(XTX)™) (10.12)
= (XTX)'XTA I X (XTX)™! (10.13)
= A?(XTx)! (10.14)

where we used E(e,e,) = A?6,,,, by independence.
These formulae are exact at any n, not only at large n as for general maximume-likelihood estimators.

Proposition 5. An estimator of A is
1 n
A? == — XTw)? = 2(w) . 10.15
2 20 X[ = () (10.15)

We can see that if n is large and if @ = w* this estimator is correct. It is the empirical estimator of the variance.
At large n, w = w* is given by the consistency of the maximum likelihood method.

Theorem 10. Let w be the least-square estimator and the assumptions of the probabilistic model satisfied. The
variance of the regressed coefficient can be estimated by

Var(i;) = A? [(XTX)71].. . (10.16)

(X3

For this to hold, we assumed: the probabilistic model (10.3), an independent additive Gaussian noise, n large.
We do not take into account measurement error in the data X.

Example 9. We consider the case d = 2: we regress y = at + b over the scalar a and b. The more explicit formulae
are then

i ZZ(?/;L —aty, — b)2
5 _

Var(a) = - 5 (10.17)
1 2
Var(b) = Var(a)g Z ty (10.18)
ow
Derivation:
t1 1
Xz(: ;> and w; =a,ws =0 (10.19)
tn 1
XTX =n (1) (10.20)
1 _
Ty\-1_ _ 1 i
andso (X'X) ' = W) (_t tQ) . (10.21)

These expressions may be encountered in the TPs. There may be a difference, ﬁ instead of the % All our
previous computations are done neglecting quantities of order 1/n; using n — 2, or more generally n — d, instead of
n is overkill, in particular, because we used several times the consistency of the maximum likelihood estimator that

requires d < n.

10.2 A model for the weighted least-squares

Definition
We consider a model where for each ;x one has an estimate of the variance of the noise €, that alters each output y,;
typically, when one has error bars on the measurements. We explain how to perform linear regression in this case
taking into account the estimated noise.

We consider X is fixed; we assume there is a w* such that the observed outputs are generated according to

yp=Xtw e, 5 €~ N(0,A7). (10.22)

The ¢, are independent normals of known variances A;Qr The variances vary from one data point to another; they
are the error bars.
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Proposition 6. According to the model (10.22), the probability of the output is

The corresponding maximum likelihood estimator is

b= argmin.i”(w) = (XTax)"'xTqy

with  Z(w ZAQ )2
1/A§ 0
andwith = )
0 1/A2

£ is sometimes called the x? loss. We emphasize that € is known.

Estimation of the error

The error on w can be computed.

Proposition 7. The covariance of the weighted least-square estimator is
E(w — w*) (v — w*)T = (XTQX)™?

In particular, we have
Var(i;) = [(XTQX)7']. .
Proof of the proposition:

E(b — w*)(@ — w*)" =E ((XTQX) ' XTQee" QX (XTQX) ™)
= (xTax)™!

where we used Ee,e, = Aiéw, by definition.

Consistency check

o~ (= XTw)? /282

(10.23)

(10.24)

(10.25)

(10.26)

(10.27)

(10.28)

(10.29)
(10.30)

Figure 21: Consistency check between the fit and the error bars.

First we notice that

m

%Z—]Ee

m

1 = T  * T, ~\2
LS L e - XT0)
i

if indeed Eez ~ Ai i.e. the error on the measurement is well estimated.
We can distinguish three cases. They are depicted on fig. 21.
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e Case a: the estimated error bars are consistent with the fit. Z () ~ 1. We can use the weighted least-square
estimator (10.24) as it will take into account the error bars in the fit and weight less the points with larger
error bars.

e Case b: the estimated error bars are too small for the fit, they are underestimated. .Z (@) > 1. Instead we
should use the estimate A for the error; it will estimate it from the fluctuations of the points. The weighted
least-square estimator should not be used; instead, the ordinary one (10.6).

e Case c: the estimated error bars are large compared to the fluctuations of the points, £ () < 1. We should
use the weighted least suqares (10.24) and its error estimation.

Z(w) is an interesting quantity to evaluate the consistency in the sense that it is usable for d > 2, contrary to
the visual check. More precise statements can be made thanks to statistical tests.

10.3 A Bayesian model for regularized least-squares

We present how having a prior on the weights leads to regularization.
The model is similar to the previous ones: we are given data X € R"*? and outputs y € R”. We assume there
are w”* iid drawn at random such that

wi ~ N(0,A2) (10.33)
Yp=Xtw e, 5 €~ N(0,A2). (10.34)

We add a prior on the weights w* that is a centered normal of variance A2 .
The resulting probabilities are

d
=] = e~ wi /28, (10.35)
; \/27rA2
=1 == LIRSS SEOREI (10.36)
\/27TA2
n
We recall the Bayes’s formula:
1
plwly) = —  p(w) p(ylw) (10.37)
posterior \\l/t prior likelihood
The corresponding estimator for w is the maximum a posterior estimator (MAP) defined by
wpap = argmax p(w)p(ylw) . (10.38)
w

This is no longer the maximum likelihood estimator: an additional prior multiplies the likelihood.
Maximizing the posterior distribution is equivalent to say that wWyap minimizes the loss ZMAP defined by

Zw . (10.39)

This is the loss associated to the regularized least-squares with regularization strength A = A2/A2 .

The regularization comes from the Gaussian prior on the weights. Taking a broader sight, we could use other
priors to inject physical knowledge on the quantities we regress. For instance, for medical imagery we could precise
that the pixels of the image should not vary too much locally.

n

1 T
LMAP () = = (y, - X! A2

n w

14

10.4 Attention with high-dimensionality

The equations we stated are valid for n large compared to all the other parameters, in particular to the dimension
d or the number of fitting parameters. This is because we used several times the consistency property of the
maximum likelihood estimator. This is particularly important in machine learning where one often fits with number
of parameters comparable or even larger than the number of samples. Statistics in high dimensions may behave
rather differently even if the assumptions of the models are satisfied. Also, the error estimation is more subtle in
this regime. In many practical settings the modeling assumptions leading to the expressions for error estimation are
not valid. This is why in lecture 4 we introduced the concept of validation to estimate the prediction error using
training, validation and test sets. Using such a data split is proper even in high dimensions and with relatively mild
assumptions.

58



Part II: Stochasticity in physical systems and models
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11 Lecture 11: Brownian motion, diffusion, random walks and maxi-
mum entropy principle

11.1 Brownian Motion, Diffusion and Random Walks

As a first example of how randomness is used to model physical phenomena, in this lecture, we will look at Einstein’s
theory of Brownian motion. Brownian motion is the random motion of particles suspended in a fluid. This motion
pattern typically consists of random fluctuations in a particle’s position inside a fluid. It is named after the botanist
Robert Brown, who first described the phenomenon in 1827, while looking through a microscope at pollen immersed
in water. To observe Brownian motion yourself you can look at this video https://www.youtube.com/watch?v=
cDcprgWiQEY, and for an explanation of the underlying microscopic phenomenon look at this one https://www.
youtube.com/watch?v=gPMVaAnij88. In short, Brownian motion is the result of many fluid (water) molecules
bumping into the suspended particles. When it was discovered it constituted the first indirect proof of the existence
of atoms (if water were a continuous substance even microscopically, there would be no bumping of particles). The
experimental confirmation of the existence of atoms and molecules based on Brownian motion was advanced by Jean
Perrin, who won the Nobel prize for it in 1926.

11.1.1 Brownian motion as a random walk

To analyze Brownian motion we start from a simple, one-dimensional probabilistic model called a random walk. We
will consider a macroscopic particle moving on a one-dimensional line. We will call € R the position of the particle.
We consider discrete-time ¢ by letting ¢ = n7, where 7 is our time step and n € N. At each time step the particle
gets displaced by a random amount A, giving the discrete-time dynamics

x(t+71) =2x(t) + A. (11.1)

Since the bumps are random we assume A to be a random variable with probability density function p(A) : R — R.
By normalization we have f]R ©(A)dA = 1. For symmetry reasons (there is no reason why there should be more kicks
from the left than from the right or vice versa) we assume E[A] = [ ¢(A)AdA = 0. Finally we assume A to have
a finite variance Var(A) = [L A%p(A)dA. Importantly, we assume that the random variable A in one time step is
independent of A’s in all the other steps. Displacement corresponding to different steps are i.i.d. random variables.
This can be physically motivated by the fact that there is no dependence between the bumps of the molecules with
the particle.

We're now interested in answering the following question: suppose we take n steps (¢ = n7) of this dynamics,
how much will the particle move?

We use two approaches to answer this question: in the first we will take the continuous limit of this process and
derive the Diffusion Equation. In the second one we will apply the Central limit theorem to the dynamics (11.1).

11.1.2 Derivation of the Diffusion equation

Let p(z,t) be the probability density of = at time ¢. Put differently we have p(z,t)dx = Prob (z(t) € [z, z + dx]).
You can also picture that there are many macroscopic particles and p(x,t) is simply their density at position z and
time t. As every p.d.f., also p is normalized as [ p(z,t)dz = 1, for all t € R. If we can compute p(z,t) for all z,t
then we will know on average how far x(t) is from the origin, thus answering our original question.

We’re now ready to write the evolution equation for p.

pla,t+71) = /Rp(a: — A t)p(A)dA (11.2)

Here we are summing over all possible positions x’ of the particle at time ¢ that in one step end up at the position
z. As in one step the displacement is A we have 2/ = z + A and we must multiply by the probability that such a A
occurred. We now take the limit of 7 — 0 and Var(A) — 0. In this limit the particle is hit by many molecules (if
t = n7 is fixed and 7 — 0, then n — o0), and in each bump, the particle moves by a very small amount (since the
molecules are much smaller than the macroscopic particle). Since A is small we can expand p(x — A,t) to second
order in x — A. This gives

2
plw— A1) = pla,t) — AL (1) + a2 00

9z 58 53 (11.3)
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Plugging it into the right-hand side of (11.2) we get

pla,t+71) = /RdAgp(A) {p(m,t) - A%( t) + AZZ 5|+ o(A?) = (11.4)
= p(z,t) Ea[l] — %(z,t) Ea[A] + %%(z t)Ea[A?] 4 o(A?), (11.5)

where Ex[f =[x f( A)dA. Using that Ea[1] = 1, EA[A] = 0, EA[A?] = Var(A) we get
plz,t+7) = p(z,t) + %%(x,t) Var(A) + o(A?). (11.6)

To complete our computation we expand p(x,t + 7) to second order in 7. This gives p(z,t + 7) = p(x,t) +

72 (2,t) + 172 ‘gté’ (x,t) + o(7?). Plugging it back into the left hand side of (11.2) and canceling p(z,t) on both sides
we obtain

1 2 102
Tg’t)( H+57 2?%5 +o(7?) = f%(a: t) Var(A) + o(A?). (11.7)
We still have to decide how to send Var(A), 7 — 0. We decide to fix the ratio between Var(A) and 7 to be of order 1:
Var(A)/7 = O(1). With this choice the term %(x, t) will be of the same magnitude as %(x,t). We can thus drop
the second derivative in t since this is weighted with 72 which goes to zero faster and is thus negligible. We then
divide everything by 7 and define a constant D = Var(A)/27. This way we finally arrive to the diffusion equation,
or heat equation, or Fokker-Planck equation. We put it in a box because of its particular importance

dp
ot

P
0z2

Var(A)

—(z,t)=D o

(z,t), D= (11.8)

D is called the diffusion coefficient.

11.1.3 Solving the Diffusion Equation

Eq. (11.8) is a partial differential equation (PDE): unlike ordinary differential equations it contains derivatives with
respect to multiple variables. This also makes PDEs generally harder to solve. Solving PDEs is beyond the scope of
this course, it will be covered in courses next semester. Here we will content ourselves with exhibiting a solution.'°

Take as initial condition z(t = 0) = 0. Said differently, we suppose that at time zero we know that the particle
is located at x = 0, thus p(x,t) is extremely peaked at © = 0 and zero everywhere else. Under this initial condition
the solution to (11.8) is

p(z,t) =

exp[ 552] N(0,2Dt) = w(o,tW) (11.9)

1
VAar Dt 4Dt

This is just a Gaussian distribution with mean zero and a Var(xz(t)) = 2Dt which grows linearly in time. The
evolution of p is portrayed in figure 22. This solution also provides some intuition over the nature of the initial
condition. We used what is called a Dirac delta initialization, indicated with §(z). This can be seen as a function
which is infinitely peaked at 0. It also corresponds to the limit of zero variance of a Gaussian §(z) = lim¢_,¢ .47(0, €).
Indeed setting t — 0, it’s exactly what happens in this example. Mathematically the Dirac delta is a distribution
(which is not the same distribution as in ”probability distribution”). More properly speaking, distributions only
make sense when they’re integrated against another function. In this sense the Dirac delta is the distribution with
the following property [, 6(x)f(x)dz = f(0). 0(-) evaluates the function at the point where the argument of the delta
is zero. In the end we learned that the initial condition we imposed in the beginning can be written as p(z,0) = 6(z).

The equation we found describes the evolution of the p.d.f. of a single particle in a fluid. How is it linked to
diffusion? Diffusion is concerned with the evolution of the concentration of particles in a fluid. In the diffusion case
one has N particles moving through the fluid. All particles move independently of each other, and each is a realization
of the random process (11.1). We can then look at pn(z,t) = % X (number of particles in [z, 2 + dz]) x =-. By the
law of large numbers, when N — oo, py(z,t) = E[pn(z,t)] = p(a: t), since each particle has probability p(z,t)dx of
being in the interval [z, 2 + dz]. Consequently, equation (11.8) also holds when p is the concentration of particles in
a fluid.

10To get familiar with the Diffusion equation you can play with the interactive simulator at https://visualpde.com/sim/?preset=
heatEquationiD. In the menu on the top left select ”Dirichlet” as boundary condition.
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Figure 22: Evolution of the initial condition p(x,t = 0) = é(x) under the diffusion equation with D = 1.

11.1.4 Probabilistic solution of the Brownian motion

In this section, we will derive the solution (11.9) by thinking in terms of the discrete-time random walk and probability
theory. The position z(t) of the particle in time ¢t = n7 obeys the dynamics z(t+7) = z(¢t) + A. Taking z(t = 0) =0,
we can write z(t = n7) = > .| A;. Let’s switch to the notation z,, = z(t = n7), which puts more emphasis on the
number of steps. We have z, = Y i | A;, with A; ~ ¢(A), iid.. From the properties of ¢(-) we immediately see
that E(z,) = 0 and Var(z,) = n Var(A).
Consider the case where we take many steps and therefore n — co. Then we can apply the Central Limit Theorem
(CLT) to z,,. The CLT states that
T — Elz,]

d
Al A (0,1), (11.10)

where % indicates convergence in distribution. Multiplying by \/Var(z,,) = y/n Var(A), we get that the distribution
of z, converges to .4 (O,tva%w). This is exactly the same result we obtained in (11.9). It’s important that for
large n, the distribution of z,, is Gaussian independently of the details of the distribution . This is an example of
universality, a recurring theme in physics. In presence of universality the microscopic details (in this case the precise
nature of the noise) of a system become irrelevant, and the macroscopic behaviour depends only on a few properties
of the microscopic system (in this case, the diffusion coefficient).

In physics the diffusion coefficient D can be related to Boltzmann’s constant k;, and to the viscosity of the fluid.
You will see this in the TPs. Through the relation k;, = R/Na (where R = 8.314.J K~'mol~! is the ideal gas

constant) one can relate the diffusion coefficient to Avogadro’s number N4 and therefore estimate N4.

11.1.5 Note on Stochastic Differential Equations

Let’s consider once again the discrete-time dynamics z(t+7) = x(t) + A;, where we added the index ¢ in A; to stress
that this is an independent random variable at every time step. As in the derivation of the diffusion equation we take
the 7 — 0, Var(A) — 0 limit with 7/ Var(A) = O(1). Our goal is to obtain a continuous-time differential equation
that governs the single trajectory z(¢t) when 7 — 0 (instead of the density as we did before). Taking 7 — 0 we aim to
work in the regime where ¢t > dt > 7. dt here is the time differential. Intuitively this means that each dt corresponds
to many steps (as measured by 7), giving z(t + dt) = z(t) + ZZZ—/&-Tdt/T
sum (dt/7 > 1) we can apply the CLT. Hence the noise at scale dt can already be considered Gaussian.

We derived previously that in a time step dt the noise variance is 2Ddt. To formalize the noise in the continuous-
time limit we introduce another differential dB, = ”\/dt r”, with r ~ .47(0,1). The ””, signify that square root of a

A;-. Since there are many elements in the
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differential is not a properly defined object.
The equation describing the evolution of x becomes

dz(t) = V2D dB; (11.11)

This is a simple example of a Langevin equation. These equations are written without dividing by dt. This can be
done also for ordinary differential equations: instead of writing dz/dt = f(x), one writes dz = f(z)dt. The Langevin
equation therefore allows to describe a single realization of the process z. In contrast the Fokker-Planck equation
(11.8) describes z(t) in terms of its distribution. One can always switch between the two formulations and find the
Fokker-Planck equation corresponding to a certain Langevin equation or vice-versa.

11.2 Maximum Entropy Principle

Suppose we have a random variable x € R with unknown distribution. The only things we know about = are that
x > 0 always (meaning p(z) = 0 for < 0) and we know its expected value p = E[z]. We want to find p(z) : R — R,
the p.d.f. of z under these two constraints. Of course there are many distributions satisfying the positivity and
expected value constraints: which one should we pick? The maximum entropy principle selects the distribution with
maximum entropy compatible with the constraints. The continuous version of Shannon’s entropy (as seen in the
ICC course) is defined as

H(p) = —/Rp(x) log p(z) dx. (11.12)

To give an example of the entropy for a continuous probability distribution, the entropy of a Gaussian distribution
H(A(0,0%)) = %10g(27r602). The larger o, the more spread the Gaussian, the larger the entropy.

In the ICC course, you learned that the entropy is related to the compressibility of the random variable. The
larger the entropy, the more bits will be needed to transmit a sequence of random variables on average. Conversely,
the lower the entropy the easier it is to predict the next element in the sequence. Maximizing the entropy is thus
equivalent to searching for a probability distribution for which it is the hardest to predict the next element in a
sequence of random variables. In physics, the maximum entropy principle stands at the basis of statistical mechanics

and you will learn about the physical reasons behind it in the statistical physics course.

11.2.1 Lagrangian approach to entropy maximization

To maximize the entropy we use Lagrange multipliers to enforce the normalization constraint and the expected value
constraint. The positivity constraint p(x) = 0 for x < 0 will be taken into account at the end. The Lagrangian is

L(p(), A ) = —/Rp(a?)logp(x)dx 4y (/R p(z)dz — 1) +A (/R () dz M) (11.13)

We indicate the maximum entropy p.d.f. and the value of A,y at optimality respectively as pme, Ame;s Vme,
% will be stationary with respect to p, A,y. The stationarity with respect to A, gives respectively

0L

7(pmey)\mea'7me) =0 — / Pme(x)dﬂf =1 (1114)
28l R

%(/}mea )\mevr)/me) =0 < / xpme(x)dm = U (11.15)
) A

In words, the stationarity with respect to the multipliers enforces the normalization and expected value constraints.
The stationarity with respect to p is more delicate. In fact this Lagrangian is a functional, meaning it takes a
function, p(-), as an argument. The standard way to deal with this is through functional derivatives. Another option
is to use Euler-Langrange equations. To do this rewrite

L6070 = [ [ola)logpla) + 1pla) + Aap(@)] do— 7 = A (11.16)
L(p,\)

Now L defines a functional to which we can apply the Euler-Lagrange equation, and the other two terms do not
involve p. The Euler-Lagrange equations applied to L read g—i(pme, Ame; Yme) = 0 (here we simply treat p as a scalar
variable). Hence we have the equation

—10gpme(17) =14+ Yme + Ame = 0 (1117)
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This is equivalent to
Prme(x) = eTme~LeAme® (11.18)

Adjusting the multipliers so that the p.d.f. is normalized on [0, 00) and has mean p we obtain
1
pme(r) = —e~*/H (11.19)
1

Therefore the maximum entropy distribution for positive random variable with fixed mean is the exponential distri-
bution.

11.2.2 Maximum entropy for multi-variate case, the Boltzmann distribution

Let 7(%) : R — R be a function of d random variables. The following argument is particularly important for a
function that is called Hamiltonian of a physical system. Variables # € R? of the Hamiltonian are considered random
with an unknown distribution p(Z).

Suppose we know that on average the value of the Hamiltonian is F

H(D)p(8)dE = E (11.20)
]Rd

This F is then interpreted as the average energy E of a physical system.
Repeating the entropy maximization argument one obtains that the maximum entropy distribution is

1 5,00
Pme(T) = e 2@, (11.21)
Z
where A = —\ (here A is the multiplier from the previous example, the sign is chosen to comply with the conventional

way of writing this), and Z is a normalization constant called the partition function in statistical physics. By setting
A= (kyT)~! we obtain what is a crucial object in statistical physics — the Boltzmann’s distribution. Statistical physics
then proceeds to derive thermodynamic properties from this distribution as you will learn in the corresponding course.
The appearance of the inverse temperature as a Lagrange multiplier of maximizing the entropy under the constraint
of fixed energy is a remarkable result.

What is to be retained from this note on Boltzmann distribution is the fact that statistical physics is a probabilistic
theory where the key object is a probability distribution over all possible microstates of the system. The fact that
a deterministic theory such as thermodynamics can be derived from an intrinsically probabilistic formulation has to
do with the fact that the dimensionality d is in physics proportional to the number of particles and the limit of large
d becomes deterministic for many quantities, just as we saw in the law of large numbers and in the central limit
theorem.

11.2.3 Gaussian as max entropy distributon

Consider now the case in which we know the mean y and variance o2 of a distribution p : R — R. This amounts to
the constraints

/ zp(x)dx = p, /(x — 1)?p(x) de = o (11.22)
R R

Once again, we want to find the maximum entropy distribution under these constraints. The Lagrangian reads

L(py A, Aa) = —/Rp(x) log p() dz + (/R o) d — 1) A (/R op(z) dz — u) o (/R(x — W)2p(x) de — 02)

At optimality (indicated by the superscripts ™¢), the Euler-Lagrange equations impose that —
e (9@ 10807 () 49 0) + Mupla)a+ A0 (o) = ) =0 (11.24)
Carrying out the derivative (keep in mind we always treat p as a scalar variable) we get
—log p™(z) — 1+ 4™ + APz + \3°(z — u)? = 0. (11.25)
Taking the exponential in both sides gives
P () = exp [v" — 1+ APz + AP (z — p)?] (11.26)
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where the value of the multipliers is determined by enforcing the respective constraints. Looking closer at this
expression we see that this is the exponential of a degree two polynomial in x. This together with the normalization
constraint tells us that (11.26) is a Gaussian distribution with mean p and variance o2. To conclude we have

1 1 2
me _ — 5,2 (z—p)
P (z) = 271_0_26 z . (11.27)

In conclusion, the Gaussian distribution is the one that maximizes the Shannon entropy under the constrained mean
and variance.

11.2.4 The multidimensional case, note on generative models

We can easily extend this result to the vectorial case. Consider & € R?, and p : R — R a p.d.f. We constrain the
mean and covariance of p.

/ xip(X)dE = pi, Vi€ {1,2,...,d} (11.28)
Rd
/ xixjp(f) d¥ — Hilk; = Zij, Vi, j € {1, 2,..., d} (11.29)
Rd
i = (p1,- .., pq) specifies the expected value of each component of Z. ¥ € R¥*9 is the covariance matrix. Y is

the covariance between the components z; and z; if the vector random variable Z. Notice that X;; = Var(z;). The
maximum entropy distribution under these constraints is the multivariate Gaussian

1
(2m)4/2v/det

Suppose we have access to some data X € R"*? where each row of X is a d dimensional point sampled from
an unknown distribution p : R — R. Our goal is to draw more samples from p, having access only to X. A
possible strategy is to compute the empirical mean and covariance from X and then sample from the distribution
that has the same mean and variance and has maximum entropy given those constraints. From the above this is then
corresponding to the multivariate Gaussian distribution. In formulas, we first find the empirical mean and covariance
as

1
exp |—= (@ - I Yz - D). (11.30)

pe(T) = 5

1 n R 1 n
fi; = E;XW ie{l,...,d}, %= E;(XWXM» — fuifyy), 4,5 € {1,...,d}. (11.31)
Then we sample from A4 (i, 3).

In machine learning generalizations of this concept are called a Boltzmann machine and constitutes some of the
early machine learning tools. The 2024 Physics Nobel prize to Hopfield and Hinton is for closely related concepts.
The inverse covariance matrix X! is closely related to the attention matrices in current state-or-the-art generative
models based on transformers. The elements of this matrix summarize how one component of the data pays attention
to another component.

12 Lecture 12: Sampling with Monte Carlo Markov Chains

12.1 Rejection Sampling: The curse of dimensionality

In section 8.2, we saw how to estimate 7 via drawing random variables. Our strategy was to sample two independent
random variables y1,y2 ~ Unif([—1, 1]), and then check whether the point (y1, y2) lies within the circle of radius one.
To do so, we defined a variable z = I[y? + y2 < 1]. The expected value of x is E[z] = n/4. By drawing repeated
samples{(y1)s, (y2)i }11, giving {z;}7, we can estimate the expected value of z and hence 7.

This is an example of using random variables to compute integrals. In this case, the integral we wanted to
estimate was simply fy% +2< 1dy; dyo. It is also an example of building an algorithm that samples uniformly points
inside the unit circle. First, one samples {(y1):, (y2)i}"_; uniformly in the square, then one eliminates (rejects) all
the samples with z; = 0. This leaves the subset S = {(y1)i, (y2): s-t- (y1)?+ (y2)? <1,i € {1,...,n}}. The points in
S are sampled uniformly in the circle. This is an example of the so-called rejection method: one first samples from
a ’simpler’ distribution (uniform on the square in this case) and then only keeps the samples that fall in the desired
region.
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Figure 23: Tiling the circle with squares in order to use direct sampling. The yellow region represents the error we
make in approximating the circle with the square tiling.

An alternative simple method to sample uniformly in the circle is a variant of the direct sampling explained in
section 6.1. The idea is to divide the circle into many small squares of side € < 1. We tile the circle with squares
of side e. This will require about /€2 squares (See figure 23). When we want to sample uniformly in the circle, we
first pick a square uniformly at random. Let g be the center of this square. Then we generate the position within
the square by sampling § ~ Unif([—¢€/2,¢/2]?). Finally, set y = §* + d. Of course this point does not exactly come
from the uniform distribution on the circle, since it is not possible to tile perfectly the circle with squares. However,
the error of this approximation decreases with e.

12.1.1 Sampling in the high dimensional ball

We now aim to extend the sampling method to higher dimensions. The goal is still to draw samples uniformly in
the ball. One approach, roughly based on the inversion method, works as follows. Choose a number € < 1. We now
tessellate the ball with hypercubes of side ¢

With the inversion of the cumulative distribution method we would need to split the d-dimensional ball in L%
small hypercubes to get a resolution 1/L, this is exponentially large in d and thus not computationally efficient in
large dimension.

Let us hence try the rejection method, i.e., first drawing samples uniformly in the hypercube and then keeping
only those that fall inside the unit sphere. Formally, this method works as follows: First generate Y € R"*¢ where
Y, ~ Unif([-1,1]) iid. forallp e 1,...,n,foralli € {1,...,d}. Y is a matrix with n rows and d columns. Each row
is a d dimensional vector uniformly sampled in the d-dimensional hypercube [~1,1]%. For each s € {1,...,n} compute
Y.l = Z?zl vz If |Y,.|*> < 1 then Y, belongs to the d-dimensional unit radius ball (unit ball from now on).'!

We get a set S of samples uniformly distributed in the unit ball by taking S,, = {Y},, s.t. p € {1,...,n}, HYqu <1}.

Is this an efficient way of drawing samples from the unit ball? In other words, how many samples will .S,, contain?
For a single sample, the probability of being in the unit ball is given by the ratio of the volume of the unit ball (here
indicated by Vj) to that of the hypercube, which is 2¢ (the product of the sides).

2 Vd(T‘ = 1)
P(Yull" 1) = —55— (12.1)
Va(r) admits the analytical expression
/2
Vi(r) — v, 12.2

where I'(+) is the gamma function. For integer arguments we have I'(x) = (z — 1)! = (r —1)(z — 2) x - - - x 1. To look
at the behavior of V; when d — oo we use Stirling’s formula to approximate the gamma function. Take d to be even
and set d’ = d/2. In this case I'(d/2 + 1) = T'(d’' + 1) = d'!. To approximate the factorial we use Stirling’s formula:
d'' ~ (d'/e)¥. In the end, we get Vy(1) = (em)? /d'" ~ d'~, which goes very fast to zero since the denominator
grows faster. To see this numerically in Figure 24 we plot the volume of the unit ball as a function of the dimension.
Notice the quick decrease when d increases.

1 Are a sphere and a ball the same thing? No, the sphere is the surface of the ball. Take a balloon: the air in the balloon is the ball,
and the rubber surface is the sphere.
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Figure 24: Volume of the unit radius ball in dimension d.

From Vy(r = 1) to get the probability of being in the unit ball, we further have to divide by 2¢. In conclusion
P(||YM||2 <1) < (d/2)~%? for large d. This implies that to generate one sample inside the unit ball, on average we
need to sample more than (d/ 2)(d/ 2) times from the hypercube. Clearly, this is extremely inefficient for large d. For
example for d = 6, P(||Y,]|> < 1) ~ 0.2%, and for d = 10, P(||Y,||> < 1) = 0.004%.

12.1.2 Watermelons in high dimension

Let’s look again at the expression for the volume of the sphere in dimension d. This time, we focus on the dependence
on the radius r. Take two concentric balls: one with radius » and another with radius » — e. Their respective volumes
d d /2
are Vy(r) = cqar®,Va(r —€) = ca(r — €)®. Here cq = la -
(5+1)
shell of thickness e.
What proportion of the volume of the ball of radius r is contained in this shell? The volume of the shell is just

Va(r) — Vyg(r — €). In the end we get

The difference between these two balls is the external

fraction of volume in the shell = Valr) = o "

Va(r) — Va(r — d_(p—¢)d — e\
a(r) = Va(r—e)  calr® = (r —e)%) 4 (r e> (12.3)
((r —€)/r)? decays exponentially in d, so we see that almost all the volume in high dimensional spheres is contained
near the boundary. This is one of many counter-intuitive phenomena of high dimensional geometry. As a consequence
watermelons in high dimensions are almost completely made up of the green part. Good thing we live in 3d!

12.2 Markov Chain Monte Carlo (MCMC)

MCMCs are a class of sampling algorithms that allow sampling from a desired probability distribution even in
high dimensional spaces. They work by producing a sequence of correlated samples from the desired probability
measure. Let’s first look at this approach for sampling the circle’s interior, i.e., we set d = 2. We indicate with
Yyt = (ygt), ygt)) € R? the configuration at time ¢ € N. At the time ¢ the MCMC works by first proposing a next
possible configuration §**+D. If §(*+1) falls inside the circle one just sets y(*+1) = §(**+D_ Otherwise if 71 falls
outside the circle, further action is needed. The proposed step §(*t1) is computed by changing the current state
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according to the following equation

gt =y + A (12.4)
g =) + Ay, (12.5)

where Agt), Agt) are random variables. One could choose the randomness A(lt), Agt) in several ways. Here are some
examples:

(a) At each time draw and angle 6() ~ Unif([0, 27]). Then propose a step of size § is the direction indicated by
6t. In formulas set Al = g cos (6®), A = §sin(0®) for some & € R.

(b) Fix positive § € R. Generate Agt) ~ Unif([-4,4]) and Aét) ~ Unif([—4,d]) independently. This amounts to
moving uniformly in the square of side 28 centered at y(*).

c 1X 01 > U, 09 > oth real numbers. Generate ~ Unit(|—01,01]) an ~ Unif(|—02, 02]) Independently.
Fix 61 > 0,6, > 0 both real numbers. G A~ Unif([—61,61]) and AL ~ Unif([—6,, 5]) independentl
This amounts to moving uniformly in the rectangle of sides 24;, 23, centered at y(*).

Now we must specify how to go from the proposed state §(**1) to the next state y*+1. If ¢+ is inside the
circle, there is no problem we can just set y(¢t1) = §(+1) But what if §(¢t1) goes outside the circle? We can think
of a few options also in this case:

1. Just exit the circle and wait for the random walk to come back. At the end of the walk discard the points
outside the circle. In this case one applies the steps (12.4), (12.5) and sets y(*+1) = §(+1 always. This is
equivalent to the random walk analyzed in 11.1.4

2. Suppose §*1) falls outside the circle. Then we stay put, meaning we set y(*t1) = ¢*)

3. Suppose 7Y falls outside the circle. Then we resample A() and obtain a new proposed §(*+1). We keep
resampling the noise until §**1) falls inside the circle. Then we set y(tt1) = g(t+1),

Question: out of the options for the steps (a), (b), (¢) and 1., 2., 3. for the action to take when one steps
outside the circle, which combinations guarantee that the sequence {y(t)}teN samples uniformly inside the circle at
large times?

Answer: 2a, 2b, 2c all return a series of points sampled uniformly in the circle. 1 does as well, but the return
rate is very small and hence computationally impractical. In fact the probability of being inside the circle at time
t decreases asymptotically as 1/t. Option 3 does not return uniform samples. This means that the choice of steps
(a, b or ¢) does not have an impact on the large time probability measure that the MCMC samples. What matters
instead is the way we deal with the boundary.

All of this likely confused you, since we did not explain why some rules work and others don’t. The next section
is meant to remedy to this and present theory for Monte Carlo Markov chains.

12.2.1 Theory of MCMC on an example with 9 states

To understand better how MCMC work and what conditions one should satisfy to sample from a target probability
measure, we pick a simple example. We want to sample the uniform probability measure on {1,2,3,4,5,6,7,8,9}.
To build the MCMC in the following way: we arrange the numbers in the square depicted in figure 25. At each time
step one can move either horizontally, or vertically by one step (same as the king in chess), but not diagonally. There
are no periodic boundary conditions. As an example from 6 one can move exclusively to 9,5,3. And from 1 one can
go only to 4,2. We define the probability

7 (a) = Probability of being in a at time ¢, a€{l,2,...,9}. (12.6)

and ) = (7*(1),...,7(9)).
Then we introduce the transition probabilities

p(b — a) = Probability of going from b to a in one time step. (12.7)

The transition probabilities contain the probabilities of going from one state to another in one time step. These are
our degrees of freedom to specify the Markov chain. We organize the transition probabilities into a 9 x 9 transition
matriz T with elements T,, = p(b — a).
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Figure 25: State space of the MCMC. At each time step one can move either horizontally, or vertically by one step,
but not diagonally. There are no periodic boundary conditions.

Since at every time step the walker must go somewhere, each column of the transition matrix must sum to one:
23:1 p(b—a)= 22:1 Toup = 1. We say that matrix T is column stochastic.
We're now ready to see how 7(*) evolves in time. We have

(g Zp (b— a)r™®(b) (12.8)

You can see this as a conservation of probability equation: to know how much probability goes into a at time ¢+ 1, we
sum over b the probability that from b goes into a. This is given by the probability of being in b times the probability
of moving to a if one is in b. In matrix form, this equation can be written as

D = pr®, (12.9)

This is an iterative equation in 7(¥). We say 7! is a stationary probability if 7°¢ is a fixed point for equation (12.9).
In formulas 7%t = T'75t.

Now let’s go back to our original goal, which consisted of devising a Markov chain that sampled from the uniform
distribution on {1,...,9}, under the constraint that one can jump only between adjacent squares in the 3 x 3 grid.
We denote this probability measure we want to sample with 7*. How do we design T to reach this goal? We want
to design T so that 7* is stationary for it. In other words, we want the property

m =Tr". (12.10)

In other words, n* is the eigenvector of matrix 1" with eigenvalue A = 1.
Instead of satisfying (12.10) we ask for a more stringent condition which, however, is easier to verify in practice.
The condition is called detailed balance and can be stated in the following way

7 (a)p(a = b) = 7*(b)p(b = a) Va,b (12.11)
Proposition 8. Suppose m*(a)p(a — b) = 7*(b)p(b — a) for all pairs a,b. Then 7* is stationary, i.e., 7 (a) =

>y p(b—a)T*(b).

Proof. We prove this by verifying stationarity directly.

Zp(b—uz) Zpa—>b (Zpa—)b) 7 (a). (12.12)
b

In the first passage, we used the detailed balance by exchanging b with a. Finally, in the last passage, we exploited
the fact that p(a — b) is normalized (when summing over b). O

Notice that while detailed balance is a sufficient condition for stationarity, it is not necessary. There exist cases
in which (12.10) is satisfied but (12.11) is not. But in a vast majority of Markov chains we use to simulate physical
systems the detailed balance is satisfied.

Going back to our example, with 7*(a) = 1/9 for all a, detailed balance imposes that p(a — b) = p(b — a) for all
pairs a,b. How to pick p(- — -) satisfying this constraint? The delicate part is to handle the fact that each state has a
different number of neighbors: a = 5 has four neighbors, a = 9 has two, and a = 2 has three. One possible strategy is
the following. For each state a we set p(a — b) = % for all neighboring b # a. This guarantees that detailed balance
holds since all transition probabilities between adjacent states are 1/4. But we have another problem: normalization.
State a = 6 has only three neighbors so Zba&a p(a — b) = 3/4, while we need this sum to be one. To solve this problem
we set p(a —a) =1-3%,,,p(a — b). For example we will have p(5 —5) =0, p(6 — 6) = 1/4, p(1 — 1) = 1/2. All
the transition probabilities are shown in figure 26.
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Figure 26: Transition matrix that has 7*(a) = 1/9 as stationary probability. Taken from [3].
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13 Lecture 13: Theory and examples of MCMC

13.1 Theory of MCMC
13.1.1 Markov Chains

Let us go back to the concept of Markov chains and realize that the theory we started developing in the previous
lecture is valid in a much larger generality than in the stated example. Let us thus start this lecture by summarizing
the generic theoretical concepts and further building on them.

We denote with & the space of possible configurations (or state space). This is the set of all possible states of
the system. K = |&/| is the number of possible configurations. For example in physical systems with a large number
N of particles, and where each particle can be in two possible states {1, —1}, we have &/ = {1, —1}V and therefore
K = 2. We indicate with a € </ a particular state of the system. A Markov Chain is a random process that
produces a sequence of states a(?), a(!)| ..., there the superscript indicates time. The states are random variables and
one can hence consider the probability of being in state a a time ¢. As in the previous lecture, define

7 (@) = Probability of being in state a at time ¢, a€d. (13.1)

Equivalently #*) € R¥ is the vector of probabilities at time ¢. The Markov Chains is defined by its transition matrix
T = p(b — a) of probabilities to go to state a if one was in state b in the previous time. This matrix is hence
column stochastic (i.e., > ., Tap = 1) and positive (To, > 0 for all a,b).

Then, as we saw in the last lecture, 7 evolves as

(@) = 3 pb = a)r ) = 3 T (), (13.2)

beos beof

which can also be written as 7¢t1) = T7(") . We already commented on the meaning of this equation in section
12.2.1. We also defined a stationary probability for 7" to be a probability vector 7% such that 7t = T7#%. In words,
7 is invariant in time.

13.1.2 Construction of Monte Carlo Markov Chains

We will call a Markov Chain a Monte Carlo Markov Chain (MCMC) when it is designed to sample from a target
probability distribution 7*. We will summarize properties of the transition matrix 7' that guarantee that the MCMC
will indeed converge towards the target probability distribution 7*.

Detailed balance A Markov Chain is said to satisfy the detailed balance condition with respect to 7#* if and only
if

7 (a)p(a — b) = 7*(b)p(b — a) Va,b (13.3)
We already saw in Proposition 8 that satisfying detailed balance with respect to 7* is a way to ensure that 7* is a
stationary distribution of the chain, i.e. %! = @*. It is thus desirable to choose the transition matrix 7' of an MCMC
that satisfies the detailed balance with respect to 7*.
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Figure 27: Examples of (from left to right). A periodic, a reducible, and an ergodic Markov chain. The arrows
indicate which transition probabilities are nonzero. The middle chain is reducible because from the states 1,2,3,4,5
one cannot go to the 6,7,8,9, and because 7 is unreachable from any other state.

Ergodicity and aperiodicity The detailed balance condition is sufficient for existence of a stationary distribution
7%t = 7*. In order to ensure that the Markov Chain will converge to it it also needs to be ergodic and aperiodic.
In this section, we present the concepts of ergodicity and aperiodicity, which together with the detailed balance are

sufficient conditions for having 7(*) — 75¢.

Definition 7 (Ergodicity). We say that the Markov chain is ergodic, and the transition matriz T is irreducible if
for every pair of states a,b there exists a sequence of states p1 = a,pa,...,pr = b, going from a to b and such that
Tpirps >0 forallicl,...,r—1.

Said plainly we require that every two states are joined by a directed path that has positive probability. This is
done to ensure that the Markov chain cannot get stuck in a state, from which it can go nowhere, or to avoid that
the state space is partitioned in two sets with no possible transitions between the two. Some literature refers to the
property of the Markov chains as irreducibility as well and calls a Markov chain ergodic only is it is irreducible and
also aperiodic (see next).

Definition 8 (Aperiodicity). A Markov chain is periodic when some of its property repeats itself with a period.

For instance, consider a random walk that starts at zero and at each time step moves left or right by 1 with equal
probability. This Markov chain is periodic because at even times it can only be at even positions and at odd times
at odd positions. In particular it can return to the origin only at even times. See Figure 27 for other examples. In
short ergodicity (with aperiodicity) grants the uniqueness of the stationary distribution 75’

In addition it is common that T is local, meaning each move changes only slightly the current state. In other

words, if the states a and b are in some notion of distance far away from each other, it is common to consider T,; = 0.

13.1.3 Justification of the convergence to stationarity and convergence time

We saw that the detailed balance condition implies that 7* is a stationary distribution of the Markov Chain, that
mean that T7* = 7%, i.e. the target distribution is an eigenvector of the transition matrix T with eigenvalue of 1.
Now we look at the time evolution of a starting probability distribution 7(?). By applying equation (13.2) ¢ times
we get

7® = 7tz (13.4)

In order to proceed, it is useful to state the following result about the maximum eigenvalue of a column stochastic
matrix.

Theorem 11 (Perron-Frobenius). Let T € REXK be a column stochastic matriz with positive entries. Let A1, ..., Ak
be the eigenvalues of T ordered by decreasing absolute value. Then Ay = 1 and all the components of the associated
vector U1 are positive.

The Perron-Frobenius theorem guarantees that all eigenvalues are in absolute value equal to or smaller than 1.

Further we state without a detailed proof that the ergodicity and aperiodicity properties imply that the second
eigenvalue of T is |Ag| < 1.

Putting these properties together with the power iteration method (introduced in lecture 1, section 1.2) for
computing leading eigenvector of matrices we obtain that for t — oo, T*7#(®) — #*. This follows from the fact that
the largest eigenvalue is 1, and from the existence of eigenvalue gap, i.e. the 2nd largest eigenvalue of the transitions
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being strictly smaller than one |A2| < 1. It turns out that because of the particular properties of stochastic matrices
the condition 7% - 7(%) £ 0, needed for the power method to work, is not even necessary.

We will now discuss the time to convergence. For reasons similar to what we have seen for the power iteration
method, the distance from stationarity is given by the ¢-th power of the second eigenvalue. Consequently, we
defined the convergence time 7 = —1/log(A2), so that Ay = e /7. It can then be shown, for details see e.g.
https://weitsehsu.com/post/spectral_gap/, that

7O =7t e /T 4. (13.5)

for some constant co and U5 being the 2nd right eigenvector of T. The ’..." contain all terms that decay faster than
e~/ since they correspond to smaller eigenvalues. From (13.5) we see two things:

e Indeed, provided that [\s| < 1, #®) converges to 7.

e The convergence time 7 tells us the time it takes to go to the stationary distribution. For ¢ > 37 we have
e t/7 =5 x 1072 and therefore we have basically converged to 7.

As an example, the transition matrix in Fig. 26 has eigenvalues (1,3/4,...), giving 7 = 3.5. This means that
after about 10 steps we can expect to be sampling from the uniform distribution on the 3 x 3 array considered in
the previous lecture.

It remains to be discussed whether computing Ay is possible in practice? The answer in no in most examples
relevant in physics. Recall that in physics one runs MCMCs for systems with many (N) particles. Say, each particle
can occupy two states. This gives a total of K = 2V states. Calculating an eigenvalue of a 2V x 2V matrix is not
doable in practice. Therefore other ways are used to establish whether the Markov chain converges to its stationary
probability.

13.1.4 The Metropolis rule

We notice that in the construction of the transition matrices that ensure convergence of the MCMC to the target
distribution, the non-trivial condition to satisfy is the detailed balance. Satisfying the detailed balance for all pairs
of states and at the same time keeping the transition probabilities proper probabilities between 0 and 1 may be a
challenging combination.

The so-called Metropolis rule provides a significant help in construction of MCMC that satisfy detailed balance.
According to the Metropolis rule we can only choose the transition probability from a state of smaller probability
to larger probability. The opposite is always given by the Metropolis rule that states for states a,b such that
7*(a) < 7*(b)

*
pb—a) = “ D ) (13.6)
7 (b)
Probability distribution that are of common interest in physics have the Boltzmann form
1
7 (a) = e~ BE(a) 13.7
@)= 53 (13.7)

where F(a) is the energy of the state a and § > 0 is the inverse temperature. In this physics interpretation, the state
b that is more probable than a, 7*(a) < 7*(b), has a lower energy E(a) > E(b).

13.2 Examples

In order to understand better the above concepts, let us discuss some examples of Markov chains.

13.2.1 Example 1: Asymmetric Markov chain for sampling the 3 x 3 square.

Consider the 3 x 3 patch with the 9 squares again, and aim to sample again the uniform distributions over its
tiles. As before, for the uniform distribution to satisfy the detailed balance condition, the transition matrix must be
symmetric.

Assume that we have an MCMC algorithm where the transition probability for every field to an adjacent field on
its left or right is P(move left) = P(move right) = 0.4. Likewise the P(move down) = P(move up) = 0.1. What is
then the probability of staying in place? There is only one tile where all moves are possible. Since the probabilities of
all allowed movements on tile 5 sum to 1, the probability of staying is zero. Likewise, in the corners, the probability
of staying is 0.5 (one move horizontally and one move vertically is possible). On the tiles 8 and 2, only moving in
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one vertical direction is forbidden, which gives a probability of staying of 0.1. The remaining tiles 4 and 6 have a
staying probability of 0.4.

This MCMC is again ergodic and aperiodic and satisfies the detailed balance and hence converges to the uniform
distribution of the patch.

13.2.2 Example 2: Revisiting PageRank

Recall the Pagerank algorithm, that represents a surfer on the web from Section 1. We can now understand the

walk of the surfer from webpage to webpage as a Markov chain on the network of webpages. Recall that we had n

webpages and the links between the webpages were defined in terms of the matrix A, such that

Ay = 1 if webs%te j links to website i . (13.8)
0 otherwise

The walk of the surfer then follows the transition matrix GG, which we used in the implementation of this algorithm,
G=(1-¢€S+el (13.9)
where G;; is the probability of the surfer to jump from node j to node i

Soifd; > 1

A n
Sp=14 & = Ay 13.10
) {i <0 Y g j (13.10)

We can now understand better why we needed some of the components of G in the algorithm: Without the %
probability to jump to a new point when the node j has no outgoing nodes, we would simply get stuck at the node.
Similarly, without the € the Markov chain might get stuck to a connected component of the graph and then miss out
on other connected components'?. Without these terms, the Markov chain would not be ergodic and would not be
guaranteed to converge.

We will, however, note that the pagerank walked is not a Monte Carlo Markoc Chain in the sense that is it not
constructed to sample and particular probability distribution 7*. For this reason we are also not concerned with the
detailed balance condition in this example.

13.2.3 Example 3: Sample uniformly a circle.

Recall the goal of estimating 7w via sampling uniformly points from a square and counting how often they fall inside
a unit circle. Up to this point, we have described two ways to do this. Either we uniformly sample from the circle
by selecting random points, or we do a random walk using MCMC instead. Recall that the random variable was

13.11
0 else ( )

B {1 if point in circle
;= .
Then we had the empirical average was G = % ZiT:o X; — 7 as T — oo. In the case of sampling points from
the square, the random variables X; were independent. For independent random variables we derived Var(Gr) =
#Var(X;).
Importantly, in the case of doing the random walk via MCMC obtaining samples X; during the walk, the samples
X we obtain this way are not independent random variables. This is because every X, is dependent on the history of
the chain, as new samples are generated based on previous ones. Consequently one cannot use the above expression
for variance of a sum of independent random variables. The question is now, how do we estimate the error bars of
the estimate of m we obtain from Monte Carlo Markov Chains?

13.2.4 Error estimation for correlated variables.

When using MCMC we must wait for several multiples of the equilibration time 7 before the walk actually starts
providing samples from the correct distribution. In practice the equilibration time may be difficult to estimate. In
worst scenarios, the equilibration time can be as large as exponential in the size of the system. In physics, we usually

12There might be several connected components in a graph if there are two sets of nodes A and B, for which it holds that for all pairs
a € A and b € B there is no directed path connecting the two.
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Figure 28: (Left) Hard spheres problem setup. (Right) coordinate system of the two spheres positions. Green
highlights the feasible region, which we want to sample from uniformly.

plot quantities of interest and when they seem to reach a plateau we assume that equilibration has been reached.
But one always needs to be aware that this may not be the case.

A basic option to estimate the error bars of quantities measured from MCMC is to start several MCMC chains
that are independent at the same time. Then one dismisses the initial 7 steps before equilibration is reached for
each of the chains. One can then computes the average and variance over the predictions that are obtained from
the different independent chains. Finally one obtained the error of the average from the formulas we covered for
independent variables. Concretely, defining the estimator for the p’th chain as e, = ﬁ ZtT:T X4, the final empirical
mean is then

6= = . 13.12
e n 6; ( )

62 = 1 > (en -6 (13.13)

p=1

Since the different chains are independent this leads to the standard error on the mean to be \/% /v/n.

Another way that is used more often in practice is to run a single Monte Carlo chain but estimate the so-called
decorrelation time by measuring correlation between an equilibrated configuration at some ¢ > 7 and a configuration
at a later time t 4+ £. Again such correlation is in general hard to measure, but in practice one uses various kind
of observables and secks for them to plateau as a function of . When they do we set t = tdecorrelation. Once we
estimated the decorrelation time we can run a single Markov chain for many steps and start taking samples once the
convergence time was reached and then take a new sample everytime we pass a time larger than the decorrelation
time.

13.3 Sampling with interactions: Hard spheres

Finally, we study a simple case where we sample objects in interaction. Interaction between components of a system
(particles) are ubiquitous in physics, this is hence an important situation. We consider the problem of sampling from
the distribution of two hard spheres of radius R on a 1-dimensional interval from [0, L]. By saying the spheres are
hard, we mean that they cannot overlap in the range of this radius. If the first sphere’s center is at position z, then
the second at position zo then one must have |z; — xz2| > 2R. Likewise, they cannot overlap with the interval wall
i.e. L— R > 21 > R and same for the second center x5. This setup is shown on the left in Figure 28.

The goal is to sample uniformly over all feasible positions (z1,z2), i.e. over the green area in Figure 28 right.
The joint probability density of the two centers we aim at is thus

1
plx1,x2) = T —iR)? when |21 — x| > 2R, R<=z1,22<L—-R (13.14)
p(z1,22) =0 otherwise (13.15)

We consider three propositions for a sampling algorithm:
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1. We sample 01,09 ~ Unif(0, L — 4R) and set 1 = R+ 01, 2 = 3R+ 09.
2. We sample x7 ~ Unif(R, L — R) and x2 ~ Unif (R, 21 — 2R) U (z1 + 2R, L — R)).

3. We sample z1, 25 ~ Unif(R, L— R), and if we sample values such that they violate the constraint |z —xs| < 2R,
we resample both z1, 29 ~ Unif(R, L — R) until the constraint is satisfied.

Which ones of these three options give us a uniform sample of all valid configurations (z1,22)? What we ultimately
want, is a uniform sample over the feasible green region on the right of Figure 28. The answer is: 1 and 3 achieve
this, but option 2 does not. We can see that options 1 and 3 are in fact equivalent to each other. One way to see
that option 2 cannot work is that for box sizes 4R < L < 6R there clearly are some compatible positions, but in case
the first center falls in the interval L — 3R < x1 < 3R there is no compatible place for the second ball.

Let us now look at the marginal density p(x) of the center of one ball being at position x:

L
plx) = / dxg p(x, z2) (13.16)
0
Performing this simple integral we obtain
L —-6R
L—-3R—
- 3R
p(x):(j_w for L—3R<z<L-R (13.19)
p(x) =0 otherwise (13.20)
In Figure 29 we plot the marginal p(x).
pla)
0 | > T
0 R 3R L

Figure 29: Marginal density for the correct sampling strategies.

We see in Figure 29 that the marginal density is larger towards the borders than it is in the middle. This may
seem counter-intuitive at first sight, but it is correct and a consequence of the uniformity in the 2D configuration
space. In fact, this larger density at the boundary is a manifestation of a physical force that emerges from purely
entropic considerations, the balls are attracted to the boundary by an entropic force called depletion force that
originates from the fact that with one of the spheres close to the boundary, there is more space, more entropy, for
the other spheres, thus such a configuration is more likely. Entropic depletion forces are particularly important in
the physics of colloids where hard particles tend to attack each other for purely entropic reasons without any other
source of force — gravity, electromagnetic, chemical or other.
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14 Lecture 14: Phase Transitions

In the final lecture, we will discuss the probabilistic origin of phase transitions. When fluid water turns into frozen
water (ice) when the temperature is cold enough, we say that it undergoes a phase transition. Historically it was
not evident whether a phase transition is due to the fact that the nature of interaction between molecules changes at
the critical temperature or what exactly was the origin of phase transitions. This was clarified with the development
of statistical physics, and in this lecture, we will give examples of systems with phase transitions and describe how
these sharp changes emerge from the mere fact that elements of the system interact and are numerous, and not that
their interactions change.

In the following, we take a look at three examples of systems exhibiting phase transitions. In some of them we
will derive explicit theory for where the phase transition appears. We will also see that phase transitions may also
appear in systems that are non-physical, but e.g. related to data analysis (as in the 3rd discussed example).

14.1 Example 1: Site Percolation in 2D

We are given a square 2D grid of cells with side length L. Thus it has L? cells total. Every cell is occupied i.i.d.
with probability 0 < p < 1. Otherwise it remains empty.

One can see such a grid as a section through soil in the ground, or a sponge. The question is then: Is there
a way to cross from one side of the square to another, by walking only on cells that are occupied (as in the grid
examples in the previous lectures, we assume that one can walk only to the direct neighbors and not to your diagonal
neighbours). If there is such a path, we say that a "percolating cluster” exists. In Fig. 30 we see three examples, in
the left grid no such connection from top to bottom exists, however, in the center and on the right there is one.

The answer to the question ”Is there a path from top to bottom?” clearly depends on the size of the grid L (how
far do we need to cross over?) and the probability that a cell is occupied (more occupied cells should make it easier).
For a given grid, the existence of a percolating cluster is a random variable since it will depend on the realization of
which cells got occupied and which did not. In Fig. 31 we plot the probability of having a percolating cluster for a
grid of size L as a function of the probability p. Curiously, as we increase L — oo, there is a specific critical value
pe = 0.59274... (called the percolation threshold) which separates two phases. For p > p. the percolating cluster
exists with probability going to 1 as L — oo, for p < p, it has probability going to 0 as L — co.

Probability: 0.30 Probability: 0.50 Probability: 0.90

1, 1 2

Figure 30: Examples of percolation in a 2D grid with side length L = 10. From left to right the probabilities to
occupy each cell are p = 0.3,0.5,0.9. On the left there is no percolating cluster connecting the top to the bottom,
but in the middle and on the right there is one.

To understand the system better, we can also look at an order parameter related to the problem. By an order
parameter, we mean a property that in some way summarizes the behavior of the many interacting particles. In our
example with the water the order parameter could be the density of the water. Similarly here, we can define the
density p as the number of sites that are occupied in the largest cluster:

# sites in largest cluster
Pp,L = 12 . (14.1)

The size of the largest cluster p, r, is again a random variable as it depends on the realization of the randomness in
the grid.

In Fig. 32 on the left we show the probability density of p, 1. for a given value of p for several different grid sizes L.
As L grows, we find that this probability distribution collapses to a delta function on a specific value p(p). We can
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Figure 31: A phase transition — the percolation threshold — in 2D site percolation.
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Figure 32: Left: The probability distribution of the size of the largest cluster in 2D site percolation. Right: The
average fraction of sites taken by the largest cluster in 2D site percolation as a function of p.

say that the size of the largest cluster converges in probability. i.e. there exists a function p(p) s.t.
Ve > 0: Prob (|pp. — p(p)| >€) = 0 (14.2)

as L — oo. In Fig. 32 the average size of the largest cluster is shown is shown. Its limit at L — oo is p(p).

At the percolation threshold p. we see that the limiting size of the largest cluster becomes non-zero. This coincides
with the point where the probability of the percolating cluster to exist became 1 in the large size limit. For p > p,
the percolation cluster exists with probability going to 1 as L — oo. The size of that cluster keeps increasing as
we increase the site occupation probability p. For p < p. the percolating cluster has probability 0 to exist and the
fraction of sites in the largest cluster goes to 0 as L — oo.

But what happens at p.? When we have a value p with [p—p.| < 1, we call it ”close to criticality”. It happens, that
for such close-to-critical values the system exhibits non-trivial phenomena, for example self-similarity as observed in
fractals, see e.g. the visualization of the largest cluster at the percolation threshold at https://commons.wikimedia.
org/wiki/File:Percolation_critique.gif. You will study such critical behaviour in statistical physics.

One might ask, if the value p. can be found analytically. After all, the system is not too difficult to describe. It
is easy to set up and check numerically whether there is a percolation cluster in a given example. However, it turns
out that we do not know the answer analytically for the 2D grid site percolation. While it is known accurately from
simulations (i.e. taking L very large), we do not have a closed equation for its value. Nonetheless, we will see in
example 2 that with some modifications we can evaluate a percolation threshold for a different system analytically.
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14.2 Example 2: Giant component in random graphs

In this example we consider a graph with N nodes and the adjacency matrix A € R¥*Y_ You can think of the nodes
as the occupied sites in example 1. The matrix A is symmetric with A; = 0, A;; = Aj;. Recall that a A;; = 1 means
there is an edge between the nodes ¢ and j, and A;; = 0 means no edge between i and j. If A;; = 1 we say that ¢
and j are meighbors in the graph. In analogy to the percolation example, if there is an edge from i to j then it is
possible to move from i to j (and vice versa, due to symmetry). We say the nodes ¢ and k are connected, if there
exists a sequence of edges so that they can reach each other, ie. 1 =A;; = A = A, =..=A k. A connected
component (CC) is defined to be a subset of all nodes C' C {1,2,..., N}, such that all 4, j € C' are connected. When
we generate the edges in the graph randomly as

(14.3)

A= 1 with probability p
Y10 with probability 1 — p

the resulting graph is called an Erdés—Rényi graph, denoted as G(N, p).

We now define py(G) as the fraction of nodes (sites) which are part of the largest CC of the graph G. Note that
due to the randomness in G (we create its adjacency matrix randomly) pn(G) is also a random variable. In Fig. 33
the distribution of this random variable is shown (in analogy to Fig. 32 left). Likewise, for large N this distribution
converges to a delta function on a specific value p(p). But in this case, in contrast to the 2D percolation, it is actually
not too difficult to compute the location of this value p(p).

In order to derive a closed equation for p(p) we assume that the function p(p) exists (this can be proven to hold
with a bit of work). Each site 4 is in the largest CC with probability p(p), and it is not in the largest CC with
probability 1 — p(p). From this, we can say

Prob[i is not in the largest CC] N2 [Prob [i connected to j; and j not in largest CC] + Prob [¢ not connected to j]]

(14.4)

1= p(p) = [p(1 = p(p)) +1 = p]" (14.5)

= [ e pN) N N2 e (14.6)

where we defined the average degree of the graph A = p(N — 1) (on average, every node connects to A other nodes).
We have derived the implicit equation

e M) =1 p()\). (14.7)

An obvious solution is always p = 0, regardless of p. Defining f\(p) = 1 — e~**, and looking at its intersection with
the p = p line in Fig. 34, we see that this indeed the case. For some A however, there exists a second solution. To
have this second crossing, we need that the derivative at p = 0 is larger than one (and thus surpasses the diagonal).
Formally, we require that

0
8p p=0
and doing the derivation this entails that
(e N|pmo = A > 1. (14.9)

The smallest average degree A which fulfills this is A, = 1. Therefore, for all A < A, =1 there is no CC with a finite
fraction of nodes, and for A > A, = 1 there exists one with the size given by a solution to the above equation. This
theory is compared to numerical simulation in Fig. 35.

14.3 Example 3: Phase transitions in data analysis

The last example of a phase transition connects to inference problems, which we discussed earlier in the course. We
consider a statistical inference problem where one aims to find back the vector 7 € RY from a specific observation
of it. We will find that the two phases in this problem are the phase where we can successfully recover 7* (the noise
is not problematically large), or we cannot recover it (when the noise is too strong). The observations are

)A * ok
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Figure 33: The probability density of the largest connected component in a random graph for average degree A = 1.3

Figure 34: Solving the implicit equation: fy(p) is drawn for different values of A. For A > 1, two distinct solutions

exist.
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Figure 35: Size of the largest component in random graphs as a function of the average degree.
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where Z;; is symmetric noise Z;; = Zj; ~ A(0, 1) and A > 0 is the signal to noise ratio. In matrix notation, we

observe the symmetric matrix Y € RV*V:
)\ —x ¢ =\ T

Using the maximum likelihood estimator to estimate ¥, we write the likelihood

(YD) = ] ( ! e—§<Yu—\/§vwn2> (14.12)

i<jE<N

5

then we have the maximum likelihood estimator

- A
5 _ . Vi — [ X )2
v = argmin g (Y35 v;05)

5 (14.13)

Recall that the Young-Eckhard theorem tells us that this minimization problem is solved by a vector that is propor-
tional to the leading eigenvector of the matrix Y. Indeed, for an optimal rank-one approximation of Y, we can do
the SVD and then use the largest singular vector, which for symmetric matrices is the same as the eigenvector.

We conclude from this that the maximum likelihood estimator is proportional to the leading eigenvector of Y. If
we normalize both the vector v* and the eigenvector to have a norm 1 then we can define their overlap g = v o*.
The overlap quantifies how close the estimated vector is the the ground truth one.

Here again the value of ¢ is a random variable that in general depends of the realization of the randomness but in
the limit of N — oo we again observe convergence in probability toward a value that can be computed analytically.
To be concrete, we obtain

Loifa>1.

0 ifa<1
q= (14.14)
1— A

For signal-to-noise ratio A > 1 we can find back the signal with a good precision corresponding to the value ¢ and if
A < 1 we cannot recover the signal and we have that ¢ = 0. Therefore the signal to noise ratio with A separates the
two phases, one where recovery is possible, and the other where it is not.
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