EPFL Probability and statistics for materials science
Autumn Semester 2024 Prof. Gregor Jotzu

Exercises Set 3 - Solution

1 Bonus round

a) The dice can show any number between X = 1 and X = 6. The minimal gain thus is 100C' H F' and
the maximum is 62 * 100C HF = 3600 CHF.

b) The expectation value is computed as E[X] = S20_ gain(X;)p(X;) = 10 S0 4% This can be

directly computed, or the Gauss rule can be used: > " ; i? = M

This leads to E[X] = 13 x 91 ~ 1517 CHF. It ends up below half of the maximum, because the slow
increase of z2 biases the expectation value towards lower numbers.

c¢) The average of the square of two numbers is not the same as the square of the average. For example,
already for the numbers 1 and 2, the average would be 1.5 and the average suqared is [(1+2)/2]? = 2.25.
On the other hand, the average of the squares is (12 + 22)/2 = 5/2 = 2.5.

In general, when you have a nonlinear function f(X) then E[f(X)] is usually equal f(E[X]) (but it
can happen to be equal sometimes, and will be equal if all the possible outcomes of X are the same
("degenerate distribution")

2 Bernoulli distribution and coin game

2)

110
P(10 "heads") = 5 = 0.098%

110 110
P(10 "heads" or 10 "tails") = P(10 "heads") + P(10 "tails") = 5 + 3 = 0.195%
10\ 1° 1> 100 1%
P(5 "heads" and 5 "tails") = (5) "5 '3 TEa’3 — 24.6%

b) We use the Bernoulli formula, with N = 10 the number of throws, n the number of "heads", p = 0.5
the probability a single throw gives "heads" and ¢ = 1 — p the probability it gives "tails".

P(X =n)= (Z)p"qN‘” P(X <n)= En: <N>pin—i

- 1
=0

The expectation value is the sum of the possible values for X, weighted by P(X = n).

N
E(X) = ZH‘P(X Zn _n,n,p M1-p)Nn
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Probability Distribution

Cumulative Distribution
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The standard deviation can be found using the following formulas:

o = Var(X)
Var(X) E(X?) - E(X)?
N
E(XQ) = ZnQ-P Zn —nlnlp (1 p)N_n
n=0
N
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= Np+ N(N —1)p? Z(ij)pk(l—p) Np+ N(N —1)p?
k=0
Var(X) Np+ N(N —1)p* — (Np)? = Np — Np?
o = Np(l —p)=1.58

Indeed, o is zero for p = 0 and p = 1. The standard deviation measures a degree of variability or
randomness. If it is zero, there is no variability and the results are predetermined and identical. Indeed,
this is the case. A coin with p = 0 will always show "tails" and a coin with p = 1 always "heads".
Only if 0 < p < 1, this is a random process.

pr:%,

"heads" will appears every 6 throws, in average.

The same result is obtained with the

expectancy calculus showed below. The random variable Y is the number of throws until the first



"heads".
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3 The dice probability distribution

a) If the dice is fair, you can obtain each number with a probability %. The mean, the variance and
the standard deviation are:

b) Unlike X; and X5 the probability distribution for each dice, S isn’t uniform, as many dice combi-
nations give 8, but only one gives 2.

S=n \ 2 3 4 5 6 7 8 9 10 11 12

14 _ 1 2 3 1 5 6 5 P! 3 2 1
Probability P(S=n) | 35 35 35 36 3 35 3 36 36 35 36
1 3 6 10 15 21 26 30 33 35 36

CDF P(S<m) |3 3 3 3 3 36 36 36 36 36 3

The mean, the variance and the standard deviation are:
12
ps=E(S) = Y P(S=n)-n=7=E(X1)+E(X2)
n=2

12
ol =Var(S) = E(S%)-E(S)*=)_ P(S=n)-n’—E(5)* =583
n=2
o5 = Var(S) =242

c¢) The lines on the graphs below represent the Gaussian distribution. The distribution S looks similar.

d) To decide if the game is fair (E(G) = 0), you have to compute the expected gain. Let G be the
random variable, which indicate your gain or loss (+2 or —1 CHF).

E(G)=2-P(S>10)—1-P(S<10) =2 (1 — P(S < 9)) — P(S < 9) = —0.5CHF

So, in average, you will lose money with this game.
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X=n ‘ 0 1 2 3 4 5
Probability P(X = n) ‘ 0.008% 1.465% 8.789% 26.367% 39.551% 23.730%

4 The Binomial distribution and the grocer

a) X follows the binomial distribution with N =5 and p =0.75: P(X =n) = (N)p”(l —p)N—n

n

b) A client complains if X < 3, so the probability it happen is

Peomplain = P(X <3)=1—P(X =4) — P(X = 5) = 36.719%

c) If 100 clients buy the package, on average 36.719 will complain.

d) For a package sold without complaint, the grocer gains 1CHF. For a complaint, there is a loss of
2CHF (two packages bought, but no income).

The mean grocer’s gain is figain = (1 — Peomplain) — 2 * Deomplain = —0.102 CHF, so the grocer loses
money on average although there is of course a certain probability that the grocer does still earn money
for a finite number of clients.



