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Deep learning with coherent nanophotonic 
circuits

Shen, Y., Harris, N.C., Skirlo, S., Prabhu, M., Baehr-Jones, T., Hochberg, M., Sun, X., 
Zhao, S., Larochelle, H., Englund, D. and Soljačić, M., 2017. Deep learning with 
coherent nanophotonic circuits. Nature photonics, 11(7), pp.441-446.
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Background: Why Optical Computing is Attractive for 
AI?



Computation of Artificial Intelligence
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[1] https://epochai.org/blog/tracking-compute-intensive-ai-models
[2] https://epochai.org/blog/compute-trends
[3] https://www.top500.org/lists/top500/2023/11/

FLOP:  Floating-point operations per second

exponential 
growth

Compute-data Intensive Models Now

1P = 10^15

10^23 means 60,000  times of 
the 1st Supercomputer peak performance



The Traditional Computing Architecture
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Von neumann architecture Memory hierarchy



The Need for High Efficient Computing

6[1] Gholami, A., Yao, Z., Kim, S., Hooper, C., Mahoney, M.W. and Keutzer, K., 2024. Ai and memory wall. IEEE Micro.
[2] https://www.bellwether.works/ai-is-huge-and-so-is-its-energy-consumption/

Memory bandwidth restricts computing 
power

Trainning +billions of inference task
Energy efficient is needed  



Possible solutions

7

p In/Near Memory Computing
(SRAM, DRAM, FLASH, RRAM, PCRAM, MRAM)

Traditional electronics Emerging electronics

p Optical computing

p Quantum computing

[1] Gopalakrishnan, R.,et.al. Hfnet: A cnn architecture co-designed for neuromorphic hardware with a crossbar array of synapses. 

• The majority of AI algorithms  can be decomposed to 
basic Multiply-accumulate (MAC) operations
(MAC operation or Matrix Multiplication)

• MAC operations can be accelerated by many ways 
including Optical Computing

① High bandwidth
② Low power
③ Feasible process 

p GPU / NPU / TPU / ASIC / DSIP
(Optimal design for AI Hardware)

a spatial accumulation systolic 
array.

MAC operation



Fully Optical Neural Networks (ONNs)
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① Input data is preprocessed to a
high-dimensional vector.

② The preprocessed signals are
then encoded in the amplitude
of optical pulses propagating in
the photonic integrated circuit.

③ Each layer of ONN has an optical
interference unit (OIU) for
optical matrix multiplication
and an optical nonlinearity unit
(ONU) for the nonlinear
activation.

④ Cascade for high depth.



Optical Matrix Multiplication
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p singular value decomposition (SVD)

M = U Σ V†

M is m × n,
U is  m × m (unitary matrix), 
Σ is  m × n  (diagonal matrix),  
V† is  n × n (unitary matrix),
UU†=U†U= VV†=V†V =  I (Identity	matrix)

p SVD in Optics
M = U Σ V†

• The elements in unitary matrix U, V† means the light phase
(hence the interference of light, phase/amplitude).
U, V† can be implemented with optical beamsplitters and
phase shifters (2D rotation and phase transformation)

• The elements in the diagonal matrix Σ represent the scaling factors 
of different signal channels (light intensity).
Σ can be implemented using optical attenuators—optical
amplification materials

f(O) = f(A * W) = f(U Σ V†), f means non-linear operation
Ø The matrix multiplication is equal to the adjustment of light phase and light intensity.
Ø The non-linear is performed by traditional computer in this paper.
Ø Matrix multiplication has no energy cost in theory.



Mach–Zehnder Interferometers
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Coherence
light

Ø 2D rotation and phase transformation
Ø Cascade for complex behavior
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Optical Matrix Multiplication
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Fully Optical Neural Networks (ONNs)

[1] Martin Forsythe, Machine Learning Scientist @ Lightmatter



ONN Experiment
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Benchmark:
360 data points were generated by 90 different
people speaking four different vowel phonemes

Hardware:
silicon photonic integrated circuit fabricated in the 
OPSIS foundry.

Ø 56 programmable MZIs,
Ø each has a thermo-optic phase shifter (θ)

between two 50% directional couplers, followed
by another phase shifter (ϕ).

Ø The MZI splitting ratio was controlled with an
internal phase shifter and the differential
output phase was controlled with the external
phase shifter.

matrix multiplication attenuation



ONN Experiment
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p Training is performed by conventional computer

p ONN adapts the trained parameter and shows 
close accuracy for inference

p It is a very simple demo, but shows the feasibility  
for larger ONN applications.

p ONN is sensitive to phase-encoding and device 
vibration (error).



ONN Discussion and Expectation
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1. Resolution   (Analog Computing)

2. Computation speed and energy efficiency

3. On-chip training
Ø Back propagation could be replaced by forward propagation.

Ø The finite precision of optical phase (16-bit)
Ø Cascade crosstalk 
Ø Device vibration
Ø Nosise

Ø Less even zero energy cost (now ∼10 mW per phase modulator)
Ø Low latency and larger throughput
Ø Only limited by hardware optical system
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Follow-up Progress



An Electro-Photonic System for Accelerating Deep Neural Networks
------ From system level evaluation instead of sing ONN

17
[1] Demirkiran, et.al. An electro-photonic system for accelerating deep neural networks. ACM Journal on Emerging Technologies in Computing Systems, 19(4), pp.1-31.

Ø Host CPU
top level schedule and control

Ø DRAM
external memory,  low speed
but larger capacity size

Ø SRAM
internal memory, high speed
and medium capacity size
store photonics value

Ø Photonics Core
MAC operation acceleration

Ø ASCI
input pre[rocessing
non-linear operation (ReLU, etc.)
ADC, DAC (8-bit)



An Electro-Photonic System for Accelerating Deep Neural Networks
------ From system level evaluation instead of sing ONN
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[1] Demirkiran, et.al. An electro-photonic system for accelerating deep neural networks. ACM Journal on Emerging Technologies in Computing Systems, 19(4), pp.1-31.

Software-Hardware co-optimization 
for the mapping and scheduling



An Electro-Photonic System for Accelerating Deep Neural Networks
------ From system level evaluation instead of sing ONN
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[1] Demirkiran, et.al. An electro-photonic system for accelerating deep neural networks. ACM Journal on Emerging Technologies in Computing Systems, 19(4), pp.1-31.
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• SRAM takes most area
• The energy cost by DRAM, ADC/DAC, 

electrical-to-optical (O-E/E-O) and die2die 
interconnect can not be ignored.

Ø Still, optical computing has great benefit.

Ø The benefit of optical computing is limited 
by peripheral devices, and it is difficult to 
go to THz inference as expected in theory.



Lightelligence Whitepaper
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Optical Computing

Ø The key advantage is low latency
Ø Relative less energy
Ø Relative high bandwidth

p Precision limit (8bit)
p Computing noise 

Ø Large scale integration
Ø Chiplet by packging

Ø Optical inter-chip Networking

Heterogeneous computing with 
traditional electronics platforms 
and emerging optical computing
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Commercial Products



Lightmatter & Lightelligence Products 
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Lightmatter Lightelligence

features 16 Envise Chips in a
server configuration with only
3kW power consumption. It has
3 times higher IPS than the
Nvidia DGX-A100 and 8 times
the IPS/W on BERT-Base
SQuAD (a benchmark).

Optical 
Computing

Envise™

Ø 16xLightmatter® Envise™
Ø 2xAMD EPYC 7002 host processors
Ø 3TB NVMe SSD
Ø 6.4Tbps LM-Fabric for scale-out
Ø 2x200G Ethernet Smart NIC
Ø Gigabit ethernet for IPMI management
Ø 3kW TDP
Ø 4U form factor

Photonic Arithmetic Computing Engine (PACE)

A fully integrated photonic
computing platform. It has a
64x64 optical matrix multiplier
in an integrated silicon photonic
chip (150ps delay) and a CMOS
microelectronic chip. It also
contains over 12,000 discrete
photonic devices and has a
system clock of 1GHz.

HUMMINGBIR
DHummingbird serves as the
communications network for data
centers and other high-performance
applications.
It has 64 transmitters and 512
receivers.
PCIe bus and Lightelligence Software
Development Kit (SDK).
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Lightmatter ------ ENVISETM
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Lightelligence ------ Optical Multiply Accumulate



Lightmatter & Lightelligence Products 
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Lightmatter Lightelligence

Photonics
Interconnect

PASSAGETM:
Designed for interconnection among 
optical computing chips for high 
bandwidth.

Photowave™

optical communications hardware that is kind designed for PCIe 
and Compute Express Link (CXL) connectivity. Leveraging the 
significant latency and energy efficiency benefits of photonics, it 
enables data center managers to scale resources within or across 
server racks.



Lightmatter ------ PASSAGETM
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Lightelligence ------ Optical Network on Chip 
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Lightelligence ------ Optical Networking
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Lightmatter & Lightelligence Products 
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Lightmatter Lightelligence
IDIOMP®   SOFTWARE TOOLS FOR AI 
DEPLOYMENT

Moonstone 
Single and Multi-wavelength Optical Sources

Ø Moonstone™ is a high power, multi-channel, single or 
multi-wavelength DFB laser source. 

Ø It has a smaller footprint, better operating 
temperature ranges and is field replaceable with 
advanced packaging at a much lower price point.

Ø Ideal for telecommunications, LIDAR, ethernet 
switching, along with a broad range of test and sensor 
equipment.

≥18dBm/ch single wavelength output optical power
≥14dBm/λ/ch multi-wavelength output optical power

Others



Venture Capital of Lightmatter & Lightelligence
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Lightmatter Lightelligence

Round C, more than 400 million USD Round A+, more than 40 million USD 



In Summary
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Architecture and 
system

Algorithms and application

Tradition electronics computing

IP

Architecture and 
system

Algorithms and application
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