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Recap from last lecture

LTV DT model

x(k + 1) = A(k)x(k) + B(k)u(k)

Stability of the system = stability of the equilibrium (x̄ , ū) = (0, 0)

Lyapunov theorems with candidate Lyapunov function V (x) = xTPx

For the LTI system x(k + 1) = Ax(k)

AS/ES () 9P = PT > 0 verifying ATPA � P < 0 (1)

For the DT linear switched system x(k + 1) = A�(k)x(k),
�(k) 2 I = {1, . . . ,M}

9P = PT > 0 verifying AT
i PAi � P < 0, 8i 2 I ) ES (2)

Problem

How to check the existence of P verifying the inequalities in (1) and (2)?
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Outline

Introduction to Linear Matrix Inequalities (LMIs)

Control networks: basics and performance analysis

I Physical properties of communication links

I Delays in control networks

I Packet collisions and MAC protocol

I Wireless control networks
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Very short introduction to linear matrix inequalities

Definition

A Linear Matrix Inequality (LMI) is an inequality F (X ) > 0 where

F : V ! Sn, Sn
= set of symmetric n ⇥ n matrices

is an a�ne function and V is a finite dimensional vector space

Remarks

F (X ) > 0 means the matrix F (X ) is positive-definite

F (X ) is an a�ne function if F (X ) = F0 + T (X ) where F0 2 Sn
and

T (X ) : V ! Sn
is a linear function

Let e1 . . . , em be a basis for V and X =
Pm

i=1 ✓iei , ✓i 2 R,
i = 1, . . . ,m. Then, T (X ) =

Pm
i=1 ✓iT (ei ), i.e. T is a linear

combination of symmetric matrices
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Very short introduction to linear matrix inequalities

LMI and control theory

Case of interest for control theory: F : Rm1⇥m2 ! Sn
, i.e. the variable X

of F (X ) is a matrix

Example - Stability test for LTI systems

The discrete-time system x(k + 1) = Ax(k), x(k) 2 Rn
is AS i↵ 9P 2 Sn

such that

P > 0 (3)

ATPA � P < 0 (4)

(3) and (4) are matrix inequalities. Are they LMI ? Yes because

(3) is F1(P) > 0 with F1(P) = P , which is a�ne in the unknown P .
Moreover F1(P) = F1(P)T

(4) is F2(P) > 0 with F2(P) = �ATPA+ P , which is a�ne in P . Moreover

it is easy to show that F2(P) = F2(P)T .
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Very short introduction to linear matrix inequalities

LMI systems

Proposition. The system of LMIs

8
>><

>>:

F1(X ) > 0

.

.

.

Fp(X ) > 0

is equivalent to the single LMI diag(F1(X ), . . . ,Fp(X )) > 0

Example - (ctd.)

The system x(k + 1) = Ax(k), x(k) 2 Rn
is asymptotically stable i↵

9P 2 Sn
such that 

P 0

0 �ATPA+ P

�
> 0
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Very short introduction to linear matrix inequalities

LMI optimization problem

min
X

c(X )

subject to 8
>><

>>:

F1(X ) > 0

.

.

.

Fp(X ) > 0

where c(X ) is a linear function and Fi (X ) > 0 are LMIs

LMI feasibility problem

Check if there is X verifying the constraints

8
>><

>>:

F1(X ) > 0

.

.

.

Fp(X ) > 0
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Very short introduction to linear matrix inequalities

Remarks

LMI feasibility and optimization problems are convex programming
problems for which there are e�cient (i.e. polynomial-time)

algorithms. Free software in MatLab:

I LMI control toolbox

I SDPT3 toolbox

I SeDuMi toolbox

I ... and many others

Tons of interesting problems in control and engineering can be cast

into LMIs. See, e.g. the book

I Boyd, S. and Vandenberghe, L., V. Convex optimization, Cambridge

University Press, 2004.

In this course: LMIs for analyzing stability of NCSs
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Example: From LMI to MatLab Code

Quadratic Lyapunov Function: LMI’s

(
ATPA � P < �Q

P > 0

MatLab + Yalmip code

A = 0.1*[-1 2 0;-3 -4 1;0 0 -2];
P = sdpvar(3,3); %Unknown 3x3 symmetric matrix
Q = 1/100 * eye(3,3);
L1 = [A'*P*A - P + Q < 0]; %Constr. 1
L2 = [P > 0]; %Constr. 2
L = L1 + L2; %Combine all constraints
solvesdp(L); %Solving for P (matlab workspace)
P = double(P); %Converts to standard format

More in the exercise session !
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Control Networks: Basics and
Performance Analysis
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Networked Control System (NCS)

INV ITED
P A P E R

A Survey of Recent Results in
Networked Control Systems
When sensors and actuators communicate with a remote controller over a
multi-purpose network, improved techniques are needed for state estimation,
determination of closed-loop stability and controller synthesis.

By João P. Hespanha, Senior Member IEEE, Payam Naghshtabrizi, Student Member IEEE, and

Yonggang Xu, Member IEEE

ABSTRACT | Networked control systems (NCSs) are spatially

distributed systems for which the communication between

sensors, actuators, and controllers is supported by a shared

communication network. We review several recent results on

estimation, analysis, and controller synthesis for NCSs. The

results surveyed address channel limitations in terms of

packet-rates, sampling, network delay, and packet dropouts.

The results are presented in a tutorial fashion, comparing

alternative methodologies.

KEYWORDS | Automatic control; communication networks;

estimation; networked control systems (NCSs); stability

I . INTRODUCTION

Network control systems (NCSs) are spatially distributed
systems in which the communication between sensors,
actuators, and controllers occurs through a shared band-
limited digital communication network, as shown in
Fig. 1.

The use of a multipurpose shared network to connect
spatially distributed elements results in flexible architec-
tures and generally reduces installation and maintenance
costs. Consequently, NCSs have been finding application
in a broad range of areas such as mobile sensor networks
[52], remote surgery [33], haptics collaboration over the
Internet [17], [19], [59], and automated highway systems
and unmanned aerial vehicles [57], [58]. However, the use
of a shared networkVin contrast to using several

dedicated independent connectionsVintroduces new
challenges, and Murray et al. [39] identify control over
networks as one of the key future directions for control.

NCSs lie at the intersection of control and communi-
cation theories. Traditionally, control theory focuses on
the study of interconnected dynamical systems linked
through Bideal channels,[ whereas communication theory
studies the transmission of information over Bimperfect
channels.[ A combination of these two frameworks is
needed to model NCSs. This survey is primarily written
from a controls perspective and attempts to systematically
address several key issues that make NCSs distinct from
other control systems.

a) Band-Limited Channels: Any communication net-
work can only carry a finite amount of information per unit
of time. In many applications, this limitation poses
significant constraints on the operation of NCSs. Examples
of NCSs that are afflicted by severe communication
limitations include unmanned air vehicles (UAVs), due
to stealth requirements, power-starved vehicles such as
planetary rovers, long-endurance energy-limited systems
such as sensor networks, underwater vehicles, and large
arrays of micro-actuators and sensors.

Inspired by Shannon’s results on the maximum bit
rate that a communication channel can carry reliably,

Fig. 1. General NCS architecture.

Manuscript received July 27, 2005; revised September 12, 2006. This work was
supported by the National Science Foundation under Grants CCR-0311084
and ECS-0242798.
J. P. Hespanha and P. Naghshtabrizi are with the Department of Electrical and
Computer Engineering, University of California, Santa Barbara, CA 93106-9560 USA.
Y. Xu is with Advertising.com, University of California, Santa Barbara,
CA 93106-9560 USA.

Digital Object Identifier: 10.1109/JPROC.2006.887288

138 Proceedings of the IEEE | Vol. 95, No. 1, January 2007 0018-9219/$25.00 !2007 IEEE

Today we focus on the communication network

I Goals: understand how it works and sources of delays and packet drop

I Disclaimer: simplified description!

NCSs use control networks. Why are they needed ?
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Control networks vs Internet

Control networks

have simpler topologies (no need of sophisticated routing)

devices simpler than computers (e.g. a microcontroller does not run several

applications in parallel requiring the network)

shuttle small but frequent packets

aim at meeting time-critical requirement ) support real-time or time-critical

applications !

Ideal goal of control nets: transmit a message within a bounded and small

time-delay !
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Networked Control System

Reference topologies

Bus network

Enc Dec

Plant

Sensors Actuators

Controller

. . .

Enc Dec

Plant

Sensors Actuators

Controller

The most frequent topology for a

control network

Wireless network (broadcast)

Enc Dec

Plant

Sensors Actuators

Controller

. . .

Enc Dec

Plant

Sensors Actuators

ControllerOther devices 
transmitting on the 

same frequency

Shared medium: how to access it minimizing conflicts ?

In the sequel: focus on a single link
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Nodes and links

A B`

Physical properties of the link `
1 ` = low-pass filter with bandwidth B [Hz]

2 Signal-to-noise (S/N) ratio

! Shannon’s theorem: every link has a maximal transmission rate

B̃ = max n° of bits/sec= B log2(1 + S/N)

B̃ measured in bits per second (bps). Also called “Bandwidth” in

computer science

! Remark: if S/N is not constant, B̃ changes as well!

Example - Telephone line (ADSL)

Link bandwidth: 1 MHz, S/N: 10000) max n° of bps
= 10

6log2(1 + 10000) ' 13 Mbps

3 Latency (delay): propagation time [s] for 1 bit to travel along the link

) usually proportional to the length of `

Giancarlo Ferrari Trecate Networked Control Systems EPFL 14 / 34
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Packet networks

A B`

Data is transmitted in atomic units called packets1

Ethernet packet

[Lian et al., ‘01]

CAN, used by smar t distributed system (SDS), DeviceNet
[9], and CAN Kingdom; and the token ring or bus, used by
process field bus (PROFIBUS) [10], manufacturing automa-
tion protocol (MAP) [11], ControlNet [12], and fiber distrib-
uted data interface (FDDI) [13].

Control ).twor2 Bas1cs
In this section, we discuss the MAC sublayer protocol of
three candidate control networks: Ethernet, ControlNet (a
token-bus-based network), and DeviceNet (a CAN-based
network). (Note that Ethernet is not a complete protocol so-

lu t ion b u t on ly a MAC s ub laye r d e fin it ion , wh ereas
ControlNet and DeviceNet are complete protocol solutions.
Following popular usage, we use the term “Ethernet”to refer
to Ethernet-based complete network solutions.) The MAC
sublayer protocol, which describes the protocol for obtain-
ing access to the network, is responsible for satisfying the
time-critical/real-time response requirement over the net-
work and for the quality and reliability of the communica-
t ion between network nodes [14]. Our discussion and
comparison thus focuses on the MAC sublayer protocols.

Eth.rn.t (CS(A/CD 
Ethernet uses the CSMA/CDmechanism for resolving conten-
tion on the communication medium. The CSMA/CD protocol
is specified in the IEEE 802.3 network standard and is de-
scribed briefly as follows [15]-[17]. When a node wants to

transmit, it listens to the network. If the network is busy, it
waits until the network is idle; otherwise it transmits immedi-
ately. If two or more nodes listen to the idle network and de-
cide to transmit simultaneously, the messages of these
transmitting nodes collide and the messages are corrupted.
While transmitting, a node must also listen to detect a mes-
sage collision. On detecting a collision between two or more
messages, a transmitting node stops transmitting and waits a
random length of time to retry its transmission. This random
time is determined by the standard binary exponential
backoff (BEB) algorithm: the retransmission time is ran-

domly chosen between 0 and (2 1i − ) slot times,
where i denotes the ith collision event detected
by the node and one slot time is the minimum
time needed for a round-trip transmission. After
ten collisions have been reached, however, the
interval is fixed at a maximum of 1023 slots. After

16 collisions, the node stops attempting to transmit and re-
ports failure back to the node microprocessor. Further recov-
ery may be attempted in higher layers [17].

The Ethernet frame format is shown in Fig. 1 [17], [18]. The
total overhead is 26 bytes. The data packet frame size is be-
tween 46 and 1500 bytes. There is a nonzero minimum data
size requirement because the standard states that valid
frames must be at least 64 bytes long from destination address
to checksum (72 bytes, including preamble and start of delim-
iter). If the data portion ofa frame is less than 46 bytes, the pad
field is used to fill out the frame to the minimum size. There are
two reasons for this minimum size limitation. First, it makes it
easier to distinguish valid frames from “garbage.” When a
transceiver detects a collision, it truncates the current frame,
which means that stray bits and pieces of frames frequently
appear on the cable. Second, it prevents a node from complet-

ing the transmission of a short
frame before the firs t b it has
reached the far end of cab le,
where it may collide with another
frame. For a 10-Mb/s Ethernet
with a maximum length of 2500 m
and four repeaters, the minimum
allowed frame time or slot time is
51.2µs, which is the time required
to transmit 64 bytes at 10 Mb/s
[17].

Advanta/.s
Because of low medium access
overhead, Ethernet uses a sim-
ple algorithm for operation of
the network and has almost no
delay at low network loads [11].
No communication bandwidth is
used to gain access to the net-
work compared with the token
b u s o r t o ke n r in g p ro t o c o l.
Ethernet used as a control net-

68 IEEE Control Syst.ms (a/az1n. February 2001

Preamble Start of
Delimiter

Destination
Address

Source
Address

Data
Length Data Pad Checksum

Bytes 7 1 6 6 2 0-1500 0-46 4

46-1500 Bytes OH=4 BytesOverhead = 22 Bytes

F1/ur. 1. Ethernet (CSMA/CD) frame format.

Preamble Start of
Delimiter

Source
MAC ID LPackets

LPacket LPacketLPacket

CRC End
Delimiter

Bytes 2 1 1 0-510 2 1

OH = 3 BytesOverhead = 4 Bytes

Size Control Tag Data

Byte 1 1 2 or More 0-506

F1/ur. 2. The message frame of ControlNet.

Ethernet hasalmost no delay at low
network loads.

Roughly, a packet is composed of a header and a data field

Packets can have di↵erent sizes, depending on the data field

Transmitting 1 bit of data or several bytes always costs 1 packet

1At the link level, packets are more correctly called “frames”
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Delays in Control Networks
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Packet delay

The whole packet must be transmitted ) additional delay source, on top

of latency

Sending a 800 bit packet from A to B

A BB̃ = 106 bps, latency = 1 ms

{ }
Time to transmit the first 
bit              s= 10�6

Time when the first bit 
reaches B s= (10�6 + 10�3)

time

Time to transmit       bits 
                     s

800
= 800 · 10�6

The last bit reaches B at
                                 s(800 · 10�6 + 10�3)

Packet delay =
Packet size

B̃
+ link latency

Deterministic delay component if the S/N is constant (not true for

wireless...)
Giancarlo Ferrari Trecate Networked Control Systems EPFL 17 / 34
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Other sources of delays

Source nodes are equipped with queues needed for resolving conflicts

I Delay due to queuing time = time a message waits in the queue while

previous messages in the queue are sent

F Depends on the network load and protocol (see next) ! stochastic
delay component

Destination nodes need to decode and post-process packets before

the data can be used ! additional delay

`

queue

`
Packet 

generation/
coding

`
Decoding + 

post-processing 
time

A B
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Other sources of delays

Summarizing

ciency is defined by the rat io of the data s ize and the
message s ize (i.e ., the total number of bytes used to trans-
mit the data). For small data s izes , DeviceNet is the bes t
among these th ree types and Ethernet is the wors t . For
large data s izes , ControlNet and Ethernet are bet ter than
De v ic e Ne t ( De v ic e Ne t is o n ly 58% e ffic ie n t , b u t
ControlNet and Ethernet are near ly 98% efficient for large
data s ize transmiss ion). For control sys tems , the data s ize
is generally small. Therefore, the above analys is sugges ts
that DeviceNet may be preferab le in sp ite of the s low data
rate. Before making that decis ion, however, the average
and total t ime delay and the th roughput of the network
must be inves t igated .

The discontinuities seen in Figs. 5 and 6 are caused by
data fragmentation (i.e., the maximum size limitation per
message). The maximum data sizes are 1500, 504, and 8
bytes for Ethernet, ControlNet, and DeviceNet, respectively.
The flat por tion of the Ethernet plot for small data sizes in
Fig. 5 is due to the minimum data size requirement (46
bytes).

Timi.g A.alysis of Co.trol Networks
In this section, we characterize the time delays of the three
control networks by studying their timing parameters. Fig. 7

shows a general timing diagram of the initialization and end-
ing of the task of sending a message over the network. The
time delay of a message,Tdelay , is defined as the difference be-
tween the time when the source node begins the process of
sending a message, Tsrc , and the time when the destination
nod e comp letes recep t ion of th is message, Tdest ( i.e .,
Tdelay dest src= −T T ).

The total time delay can be broken into three par ts: time
delays at the source node, on the network channel, and at
the destination node, as shown in Fig. 7. The time delay at
the source node includes the preprocessing time,Tpre , which
is the sum of the computation time, Tscomp , the encoding
time,Tscode , and the waiting time,Twait , which is the sum of the
queue time,Tqueue , and the blocking time,Tblock. Depending on
the amount of data the source node must send and the traf-
fic on the network, the waiting time may be significant. The
network time delay includes the total transmission time of
a message and the propagation delay of the network. This
will depend on message size, data rate, and the length of
the network cable. The time delay at the destination node
is the postprocessing time,Tpost , which is the sum of the de-
coding time, Tdcode , and the computation time, Tdcomp , at the
destination node. The time delay can be explicit ly ex-
pressed by
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Figure  . A timing diagram showing time spent sending a message from a source node to a destination node. Tdelay dest src= − =T T
T T T Tpre wait tx post+ + + . Delays occur at the source node due to computation and coding of the message, queuing at the source node, and
blocking due to network traffic. Once the message is sent, there is a propagation time delay (due to the physical length of the network) and a
transmission time delay (due to message size). At the destination node, there are again decoding and computation delays before the data can
be used.

[Lian et al., ‘01]

Several sources, three main categories (source node, network channel,

destination node)
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Packet collisions and the MAC protocol
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Packet collision

Premise: nodes can sense if the bus is free all the time

If they follow the rule of transmitting only when the bus

is free (Carrier Sense Multiple Access (CSMA) rule),

why collisions happen ?

A B C D

Space-time diagram: B and D transmit

frame, it stops transmitting and waits a random amount of time before repeating
the sense-and-transmit-when-idle cycle.

These two rules are embodied in the family of carrier sense multiple access
(CSMA) and CSMA with collision detection (CSMA/CD) protocols [Kleinrock
1975b; Metcalfe 1976; Lam 1980; Rom 1990]. Many variations on CSMA and
CSMA/CD have been proposed. Here, we’ll consider a few of the most important,
and fundamental, characteristics of CSMA and CSMA/CD.

The first question that you might ask about CSMA is why, if all nodes per-
form carrier sensing, do collisions occur in the first place? After all, a node will
refrain from transmitting whenever it senses that another node is transmitting. The
answer to the question can best be illustrated using space-time diagrams [Molle
1987]. Figure 5.12 shows a space-time diagram of four nodes (A, B, C, D)
attached to a linear broadcast bus. The horizontal axis shows the position of each
node in space; the vertical axis represents time.

A

Time Time

Space

t 0

t 1

B C D

Figure 5.12 ! Space-time diagram of two CSMA nodes with colliding
transmissions

5.3 • MULTIPLE ACCESS LINKS AND PROTOCOLS 455

[Kurose & Rose, ‘13]

At time t0, B senses the bus is free

and starts transmitting

At time t1, D senses the bus is free

and starts transmitting

! Collisions !

The longer the bus, the higher the

probability of collision
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Collision management

Nodes can detect collision (sensed 6= transmitted)

Retransmit the packet ? Who retransmits ?

) Need of a Medium Access Control (MAC) protocol !

MAC protocol

What is a protocol?

Friendly 
 greeting 

Time? 

2pm 

Thank 
 you 

Friendly 
 greeting 

What is a Protocol? 

Agreement between di↵erent devices about

network access

The MAC protocol influences a lot delays and

packet losses (see next)

) it is a “non physical” source of packet loss

and delays
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Next: compare 3 popular types of control networks

Bus topology: 3 di↵erent MAC protocols

Ethernet with “Carrier Sense Multiple Access with Collision Detection

(CSMA/CD)”

Token-passing (e.g. ControlNet)

Controller Area Network (CAN) (e.g. DeviceNet)

Bonus: wireless control networks
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Ethernet CSMA/CD (simplified description)

When a node wants to transmit, it listens to the network (busy =

wait)

Two nodes transmit at the same time ! messages collide and get

corrupted

)...but nodes listen while transmitting and detect collision

Collision detected: the transmission node stops, waits a random time

and retransmits

) after 16 collisions, the node drops the packet and tells it to the

microprocessor (the “packet generator”)

Pros

Simple MAC protocol ! almost no delay at low network loads

Cons

Nondeterministic protocol. At high network loads delays may be

unbounded
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Token-passing bus (e.g. ControlNet)

Nodes arranged logically in a ring

The node with the token transmits until
I it has no more data or
I the max time for holding a token is reached

The token is passed to the successor

Token direction

Pros

Data frames never collide

Transmission delay bounded by the token rotation time !

Easy to add nodes

Excellent throughput at high network loads

Cons

Limited n° of nodes (1, . . . , 99) [needed for implementing implicit token passing through
addresses] ) each node must know which is the next one (unique MAC ID)

Less e�cient then CSMA/CD at low tra�c, because token-passing introduces overhead
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CAN bus with CSMA/Arbitration Message Priority (e.g.

DeviceNet)

Each message has a priority, used to arbitrate access to the bus in

case of simultaneous transmissions

A node that wants to transmit waits until the bus is free. Then:

I starts sending the message identifier (11 bits) bit-by-bit (a logic 0 is

dominant on a logic 1)

I All nodes have synchronized clocks for detecting the start of a

bit-period

+
In this phase, arbitration is performed and as soon as a node receives a

bit di↵erent from the one it sent, it stops sending his message ) An

ongoing transmission is NEVER corrupted !

The destination/source unit might not even be specified, but the message

identifier is unique in the network. All units listen and discard messages

they are not interested in. This is called multicast.
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CAN bus with CSMA/Arbitration Message Priority (e.g.

DeviceNet)

[Lian et al., ‘01]

round-robin fashion until the allocated unscheduled dura-
tion is expired. When the guardband time is reached, all
nodes stop transmitting, and only the node with the lowest
MAC ID, called the “moderator,”can transmit a maintenance
message, called the “moderator frame,” which accom -
plishes the synchronization of all timers inside each node
and the publishing of critical link parameters such as NUT,
node time, S, U, etc. If the moderator frame is not heard for
two consecutive NUTs, the node with the lowest MAC ID will
begin transmitting the moderator frame in the guardband of
the third NUT. Moreover, if a moderator node notices that
another node has a lower MAC ID than its own, it immedi-
ately cancels its  moderator role.

Adv)nt)ge4
The token bus protocol is a deterministic protocol that pro-
vides excellent throughput and efficiency at high network
loads [11], [14]. During network operation, the token bus
can dynamically add nodes to or remove nodes from the net-
work. This contrasts with the token ring case, where the
nodes physically form a ring and cannot be added or re-
moved dynamically [11]. Scheduled and unscheduled seg-
ments in each NUT cycle make ControlNet suitable for both
time-critical and non-time-critical messages.

D.4)dv)nt)ge4
Although the token bus protocol is efficient and determinis-
tic at high network loads, at low channel traffic its perfor-
mance cannot match that of content ion protocols . In
general, when there are many nodes in one logical ring, a
large percentage of the network time is used in passing the
token between nodes when data traffic is  light [14].

Dev.ceNet (CAN Bu4 
CAN is a s e r ia l co m m u n ica t io n p ro t o co l d eve lo p ed
mainly for app licat ions in the automotive indus tr y but is
a ls o cap ab le o f o ffe r ing good p er fo r mance in o th e r
t ime-cr it ical indus tr ial app licat ions . The CAN protocol is
op t imized for shor t messages and uses a CSMA/arb it ra-
t ion on message pr ior ity (CSMA/AMP) med ium access
method . Thus the protocol is message or iented , and each

message has a specific p r ior ity that is used to arb it rate ac-
cess to the bus in case of s imultaneous transmiss ion. The
b it s t ream of a transmiss ion is synchronized on the s tar t
b it , and the arb it rat ion is performed on the following mes-
sage ident ifier, in which a logic zero is dominant over a
logic one. A node that wants to transmit a message waits
unt il the bus is free and then s tar ts to send the ident ifier of
its message b it by b it . Conflicts for access to the bus are
resolved dur ing transmiss ion by an arb it rat ion process at
the b it level of the arb it rat ion field , wh ich is the init ial
par t of each frame. Hence, if two devices want to send
messages at the same t ime, they firs t cont inue to send the
message frames and then lis ten to the network. If one of
them receives a b it d ifferent from the one it sends out , it
loses the r igh t to cont inue to send its message, and the
other wins the arb it rat ion. With th is method , an ongoing
transmiss ion is never corrup ted .

In a CAN-based network, data are transmitted and re-
ceived using message frames that carry data from a trans-
mitting node to one or more receiving nodes. Transmitted
data do not necessarily contain addresses of either the
source or the destination of the message. Instead, each mes-
sage is labeled by an identifier that is unique throughout the
network. All other nodes on the network receive the mes-
sage and accept or reject it , depending on the configuration
of mask filters for the identifier. This mode of operation is
known as multicast.

DeviceNet is a relatively low-cost communication link
connecting devices to a network; it has received consider-
able acceptance in device-level manufacturing applications.
The DeviceNet specification is based on standard CAN
(11-bit identifier only) with an additional application and
physical layer specification [9], [19]. The CAN protocol sup-
por ts two message frame formats: standard CAN (version
2.0A, 11-bit identifier) and extended CAN (version 2.0B,
29-bit identifier).

The frame format of DeviceNet is shown in Fig. 4 [9]. The
total overhead is 47 bits, which includes star t of frame (SOF),
arbitration (11-bit identifier), control, CRC, acknowledgment
(ACK), end of frame (EOF), and intermission (INT) fields. The
size of a data field is between 0 and 8 bytes. The DeviceNet

70 IEEE Control (y4tem4 M)g)z.ne February 2001

Message Frame

Bus Idle Bus IdleArbitration Field Control Data Field CRC Field ACK EOF Int

SOF RTR

r1 r0 DLC Data (0-8 Bytes) 15 Bits

DelimiterDelimiter
Slot

11-Bit Identifier

F.gure 4. The message frame format of DeviceNet.

Pros

Deterministic protocol, optimized for short messages

Transmission of high-priority messages is guaranteed with a given

maximal delay

An ongoing transmission is never corrupted
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CAN bus with CSMA/Arbitration Message Priority (e.g.

DeviceNet)

[Lian et al., ‘01]
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MAC ID, called the “moderator,”can transmit a maintenance
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plishes the synchronization of all timers inside each node
and the publishing of critical link parameters such as NUT,
node time, S, U, etc. If the moderator frame is not heard for
two consecutive NUTs, the node with the lowest MAC ID will
begin transmitting the moderator frame in the guardband of
the third NUT. Moreover, if a moderator node notices that
another node has a lower MAC ID than its own, it immedi-
ately cancels its  moderator role.

Adv)nt)ge4
The token bus protocol is a deterministic protocol that pro-
vides excellent throughput and efficiency at high network
loads [11], [14]. During network operation, the token bus
can dynamically add nodes to or remove nodes from the net-
work. This contrasts with the token ring case, where the
nodes physically form a ring and cannot be added or re-
moved dynamically [11]. Scheduled and unscheduled seg-
ments in each NUT cycle make ControlNet suitable for both
time-critical and non-time-critical messages.

D.4)dv)nt)ge4
Although the token bus protocol is efficient and determinis-
tic at high network loads, at low channel traffic its perfor-
mance cannot match that of content ion protocols . In
general, when there are many nodes in one logical ring, a
large percentage of the network time is used in passing the
token between nodes when data traffic is  light [14].

Dev.ceNet (CAN Bu4 
CAN is a s e r ia l co m m u n ica t io n p ro t o co l d eve lo p ed
mainly for app licat ions in the automotive indus tr y but is
a ls o cap ab le o f o ffe r ing good p er fo r mance in o th e r
t ime-cr it ical indus tr ial app licat ions . The CAN protocol is
op t imized for shor t messages and uses a CSMA/arb it ra-
t ion on message pr ior ity (CSMA/AMP) med ium access
method . Thus the protocol is message or iented , and each

message has a specific p r ior ity that is used to arb it rate ac-
cess to the bus in case of s imultaneous transmiss ion. The
b it s t ream of a transmiss ion is synchronized on the s tar t
b it , and the arb it rat ion is performed on the following mes-
sage ident ifier, in which a logic zero is dominant over a
logic one. A node that wants to transmit a message waits
unt il the bus is free and then s tar ts to send the ident ifier of
its message b it by b it . Conflicts for access to the bus are
resolved dur ing transmiss ion by an arb it rat ion process at
the b it level of the arb it rat ion field , wh ich is the init ial
par t of each frame. Hence, if two devices want to send
messages at the same t ime, they firs t cont inue to send the
message frames and then lis ten to the network. If one of
them receives a b it d ifferent from the one it sends out , it
loses the r igh t to cont inue to send its message, and the
other wins the arb it rat ion. With th is method , an ongoing
transmiss ion is never corrup ted .

In a CAN-based network, data are transmitted and re-
ceived using message frames that carry data from a trans-
mitting node to one or more receiving nodes. Transmitted
data do not necessarily contain addresses of either the
source or the destination of the message. Instead, each mes-
sage is labeled by an identifier that is unique throughout the
network. All other nodes on the network receive the mes-
sage and accept or reject it , depending on the configuration
of mask filters for the identifier. This mode of operation is
known as multicast.

DeviceNet is a relatively low-cost communication link
connecting devices to a network; it has received consider-
able acceptance in device-level manufacturing applications.
The DeviceNet specification is based on standard CAN
(11-bit identifier only) with an additional application and
physical layer specification [9], [19]. The CAN protocol sup-
por ts two message frame formats: standard CAN (version
2.0A, 11-bit identifier) and extended CAN (version 2.0B,
29-bit identifier).

The frame format of DeviceNet is shown in Fig. 4 [9]. The
total overhead is 47 bits, which includes star t of frame (SOF),
arbitration (11-bit identifier), control, CRC, acknowledgment
(ACK), end of frame (EOF), and intermission (INT) fields. The
size of a data field is between 0 and 8 bytes. The DeviceNet
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Message Frame

Bus Idle Bus IdleArbitration Field Control Data Field CRC Field ACK EOF Int

SOF RTR

r1 r0 DLC Data (0-8 Bytes) 15 Bits

DelimiterDelimiter
Slot

11-Bit Identifier

F.gure 4. The message frame format of DeviceNet.

Cons

Keeping precise clock synchronization requires

I slow transmission rate (max 500 kb/s)

I short cable length

Variable delay for low-priority messages (that must be promoted to

high-priority for increasing chances to be transmitted)
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Typical parameters of control networks

protocol uses the arbitration field to provide source and des-
tination addressing as well as message prioritization.

Adva5tages
CAN is a deterministic protocol optimized for shor t mes-
sages. The message priority is specified in the arbitration
field. Higher priority messages always gain access to the
medium during arbitration. Therefore, the transmission de-
lay for higher priority messages can be guaranteed.

D1sadva5tages
The major disadvantage of CAN compared with the other
networks is the slow data rate (maximum of 500 Kb/s). Thus
the throughput is limited compared with other control net-
works. The bit-synchronization requirement of the CAN pro-
tocol also limits the maximum length of a DeviceNet
network. CAN is also not suitable for transmission of mes-

s ages o f la rge d a t a s izes , a lt h ough it d oes s up p o r t
fragmentation of data that is  more than 8 bytes.

C6mparat1ve A5alys1s
6. Three C65tr6l Netw6rks
Two aspects of the three control networks discussed here
are compared in Figs. 5 and 6. The parameters used in these
figures are listed in Table 1.

As shown in Fig. 5, the transmission time for DeviceNet
is longer than the others because of the lower data rate
(500 Kb/s). Ethernet requires less transmission time on
larger data sizes (> 20 bytes) compared with the others . Al-
though ControlNet uses less t ime to transmit the same
amount of data, it needs some time (NUT) to gain access to
the network.

Fig. 6 shows the data cod ing efficiency of the th ree con-
t rol networks versus the data s ize. The data cod ing effi-
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data size for each network.

Table  . Typ1cal system parameters 6. c65tr6l 5etw6rks.

Ethernet ControlNet DeviceNet

Data ratea (Mb/s) 10 5 0.5

Bit time (µs) 0.1 0.2 2

Max. length (m) 2500 1000 100

Max. data size (bytes) 1500 504 8

Min. message sizeb (byte) 72c 7 47/8d

Max. number of nodes >1000 99 64

Typical Tx speed (m/s) Coaxial cable: 2 108×

a: typical data rate;
b: zero data size;
c: including the preamble and star t of delimiter fields;
d: DeviceNet overhead is  47 bits .
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(token-passing) (CAN)

General remark

Retransmission, clock synchronization and token passing require to

implement a queue at the source node, in order to decouple transmission

from the functioning of the microprocessor

link

queue
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Case study on network-induced delays: 10 nodes network

Each node uses a sampling time (aka ”message period”) of 5000 µs (chosen
so that network is not saturated)

Each node sends 8 bytes in every period. Three release policies:

1 “Zero”: all nodes start transmitting at the beginning of the period

2 “Random”: the beginning of transmission is chosen randomly within

each period

3 “Scheduled”: pre-specified beginning-of-transmission time for each

node within each period

clic messaging where no preschedule is done. In the th ird
policy, called “scheduled releasing policy,”the star t-send -
ing time is scheduled to occur (to the extent possib le)
when the network is availab le to the node; th is occurs in a
polled connection.

In addit ion to var ying the release policy, we also change
the period of each node to demonstrate the effect of traffic
load on the network. For each releasing policy and
period , we calculate the average time delays of
these ten nodes and the efficiency and utilization
of the three different control networks; we also re-
cord the number of unsent and failure or discarded
messages for each network. Fur ther, we examine
the effect of node numbering on the network per-
formance. We then compare the simulation results to the an-
a lyt ic re s u lt s d e s c r ib e d a b o ve . Fo r Co n t ro lNe t a n d
DeviceNet, the maximum time delay can be explicitly deter-
mined. For Ethernet, the expected value of the time delay
can be computed using the BEB algorithm once the releas-
ing policy is  known.

Tota5 an. Average Time De5ays
For a given running t ime, say Tmax =10 s, we can calculate
the total and average t ime delays from each node for each
network
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where N is the total number of nodes, N node is the set of
nodes, and M i( ) is the number of messages requested at
node i. We assume all messages are periodic; thus the total

number of messages is equal to the total running time di-
vided by the period of messages (i.e.,  M T Ti i( )

max
( )/= peri ,

where  x denotes the smallest integer less than equal to x).
The average delay can be computed for the entire network,
as shown, or for the ith node.

(etwork E00i-ien-y
We will define the efficiency ofa network,Peff, as the ratio of the
total transmitting time to the time used to send messages, in-
cluding queuing time, blocking time, and so on; that is,

P
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delay
sum
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1N .
(9)

Therefore, Peff → 1 denotes that all the time delay is due to
the transmission delay and the network performance is

February 2001 IEEE Contro5 )ystems MagaAine 75

CAN isa deterministic protocol
optimized for short messages.

Tab5e 2. )imu5ation resu5t o0 t2ree re5easing po5i-ies wit2 message perio. o0 5000 s (ten-no.e -ase .

Releasing Policies Zero Random Scheduled

Average time delay ( s)

Ethernet 1081 172 58

ControlNet 241 151 32

DeviceNet 1221 620 222

Efficiency (%)

Ethernet 5.3 33.0 100

ControlNet 13.3 21.1 100

DeviceNet 18.2 35.8 100

Utilization (%)

Ethernet 34.5 16.4 11.5

ControlNet 6.4 6.4 6.4

DeviceNet 44.4 44.4 44.4

(token-passing)

(CAN)

Main message

Delays also depend on how packets are released (on top of the sources of delays

previously analyzed)
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Average delay as a function of the sampling time

good. On the other hand, Peff → 0 means that most of the
time delay is  due to message contention or collision.

N,8:ork U8iliza8ion
The utilization of a network, Putil, is defined by the ratio of the
total time used to transmit data and the total running time;
that is,

( )
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T T
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1N
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where T i j
retx

( , ) is the time taken to retransmit the ( , )i j th mes-
sage. Putil describes the percentage of effective bandwidth
used by the nodes or, conversely, the utilization of the net-
work. IfPutil → 0, there is sufficient bandwidth left on the net-
work for other purposes. IfPutil → 1, the network is saturated,
and we have to redesign the network layout or reassign the
traffic load. Note that for Ethernet, under high loading con-
ditions, Putil can approach one. However, effective data com-
munication can approach zero (i.e., Peff → 0) because Putil is
dominated by T i j

retx
( , ) .

Numb,r of Uns,n8 M,ssa.,s
Control systems need required information to be transmitted
successfully and immediately. If the information transmis-
sion on a network induces lost messages, the system perfor-

mance may deteriorate or even become unstable. Hence, it is
very important to evaluate a network protocol according to
the number or the possibility of unsent messages.

S8abili8y of NCSs
The stability of a network itself is defined by the number of
messages in the queue of each node. If this number is larger
than a cer tain constant or tends to infinity as time increases,
the network is said to be unstable (even though we assume
infinite buffer size). On the other hand, the stability of a net-
worked control system should be defined by the perfor-
mance of both the network and the control system. That is,
when the networks are unstable (i.e., increasing queue
lengths) and the network-induced time delays degrade the
control system sufficiently, the networked control system
can become unstable. Note, however, that it is possible to
have a system with an unstable network but a stable control
system, and vice versa. In this study, we only consider the
stability of a network.

If sensors sample the data faster than the network can
transmit the data, then the network will be saturated and
data will be queued at the buffer (unless it is discarded). In
designing an NCS, both the effective bandwidth and the sen-
sors’sampling rate must be considered. Although high sam-
pling rates improve performance in trad it ional control
systems, they also induce high traffic loads on the network
medium. High traffic loads increase the message time delays
and can degrade control performance. A preliminary case
study on the tradeoff between sampling time and network
traffic has been performed [26].

Cas, S8udy I: T,n Nod,s, Equal P,riods
In this case study of a network with ten nodes with equal pe-
riods and data sizes, we examine nine different periods with
a total simulation time of 0.5 s. The periods were chosen
based on the total time to send all ten messages over the dif-
feren t networks ; 576, 320, and 2200 µs for Eth ernet ,
ControlNet, and DeviceNet, respectively. The three releas-
ing policies (zero, random, scheduled) were also examined.
The simulation results for a message period of 5000 µs are
summarized in Table 2 and Figs. 8-10.

When the message period is longer than the total mes-
sage transmission time, the performance indexes are simi-
lar for all three networks. Because of the different network
data rates, however, the message period at which saturation
occurs is different for the three networks. When the period
is shor ter than the total transmission time (i.e., the traffic
load exceeds the availability of the network), the utilization
approaches 100% and the time delay increases (it will be-
come unbounded as the simulation time goes to infinity).
Therefore, the network becomes unstable.

The average time delays for the three releasing policies
are shown in Fig. 8. The zero releasing policy has the longest
average delay in every network because all nodes experi-
ence contention when trying to send messages. Although
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(token-passing)
(CAN)

Different saturation points 
due to different data rates-

releasing policy 

decreasing period

103

[Lian et al., ‘01]

New experiments where the
sampling time is varying (5000
µs is the origin of the horizontal
axis)

Total delays from the packet
generation to the packet
post-processing

Packets arrived after the end of
the sampling interval are
discarded, all networks su↵er
from packet drops (time-varying
and random, as the delays)

Main message

Delays also depend on the sampling time (on top of the sources of delays previously analyzed)
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Wireless control networks

[Bauer et al., ’14]

Experiment: output-feedback control of an inverse
pendulum on a cart

Sensors transmit position and angle to the
controller

Telos B motes communicating in the 2.4 GHz band
implement the wireless link from the sensors to the
controller

MAC protocol: Token-passing-like ) avoids packet
losses if NO other device is using the 2.4 GHz band
(e.g. Bluetooth, WiFi, etc.)
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resulting in the eigenvalues of the matrix A  being 
, . , . , . ,0 4 9929 8 1257 3 8455- -" ,  indicating that the equilib-

rium of this system is open-loop unstable. Note that (1) 
does not contain a direct-feedthrough term .D  Since a 
majority of physical models have transfer functions that are 
strictly proper, the toolbox does not support a direct-
feedthrough term in the plant model. However, a direct-
feedthrough term from yt  to ,u  indicated in Figure 4, is sup-
ported for certain controller models.

The design objective is to synthesize an output-based 
controller that robustly stabilizes the origin of this system 
given that the measurements ,y  consisting of xc  and ,i  are 
transmitted wirelessly, thereby introducing network-
induced imperfections on the sensor information available 
to the controller.

TelosB Motes
The wireless devices that connect the two optical encoders 
to the controller are TelosB motes [57], shown in Figure 7. 
The TelosB motes are low-power embedded devices, which 
have been developed for quick prototyping purposes. Each 
TelosB mote communicates wirelessly by means of a 
CC2420 radio chip at a rate of 250 kb/s in the 2.4-GHz band 
and is IEEE 802.15.4 compliant. For computation, the 
devices have an 8-MHz TI MSP430 microcontroller with 
48-kB ROM and 10-kB RAM. Finally, the devices are 
equipped with 1 MB of flash memory for data logging. The 
controller node uses the flash memory to store the received 
messages as well as controller information to be used for 
network and control signal analysis.

These devices are ideal for a wireless control experimen-
tal setup for several reasons. First, the devices are small, 
battery powered, wireless, and easily installed. Second, 
their development community is of considerable size, is 
still very active, and has forums that provide an invaluable 
resource for debugging. Third, the development environ-
ment for these embedded devices is very intuitive for users 
familiar with C programming, which results in quick and 
easy code adaptation. Finally, the computational capacity 
of the devices is limited, which poses an interesting theo-
retical challenge for designing a well-performing control-
ler with low computational complexity.

Communication Logic
For this experimental setup, a scheduling protocol must be 
implemented since each optical encoder reading is trans-
mitted to the controller node separately. The round robin 
(RR) protocol, which operates by means of the channel 
access method known as time division multiple access, is 
implemented. The RR protocol requires that nodes com-
municate based on a fixed sequence that periodically 
repeats itself. This communication sequence prevents the 
radio transmission of the nearby nodes from interfering 
with each other. Since the nodes’ clocks are not synchro-
nized, a scheduling policy based on the nodes’ internal 
clocks do not guarantee an RR-like operation. Two alterna-
tives can solve this problem: 1) each node decides when to 
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FIGURE 7 (a) A TelosB device and (b) schematic.

Time-varying transmission intervals, time-varying delays,  
and a shared communication medium are inherently present in the WCS.

AUGUST 2014 « IEEE CONTROL SYSTEMS MAGAZINE 75

Remark 1 
The two controller structures (4) and (5), which were 
chosen for this specific experimental setup, are available 
for use in the prototype toolbox. The analysis of other com-
monly considered controller structures in the NCS litera-
ture and alternative network node configurations and pro-
tocols can also be modeled and analyzed using the toolbox 
(see “Software Structure and Customization”). More elabo-
rate closed-loop configurations can also be included by 
appending the “Closed-Loop Model” layer, indicated in 
“Software Structure and Customization,” with additional 
NCS configurations.

Closed-Loop Model
This section derives the closed-loop NCS model needed to 
analyze robust stability of an NCS that uses an observer-
based controller as in (4). To create the closed-loop model, 
(2) and (4) are combined with (6), which results in the 
closed-loop system model

 ,x A x, ,k h k1 k k k= x v+r u r  (7)

where [ ]x x x u yk k k k k1 1= < < < <
- -r u t  and A , ,hk k kx vu  is

( )
( ) .
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A closed-loop model for controller (5) can be constructed in 
a similar manner. The construction of such a closed-loop 
model is automatically performed in the toolbox based on 
the inputs specified through the NCS editor graphical user 
interface (GUI); see “NCS Editor.” Moreover, simulation of 
such closed-loop models is also conveniently included in 
the toolbox; see “Simulation.” Next, the control-relevant 
“communication model” is characterized in terms of 
bounds on the pairs of transmission intervals and delays 
( , ),hk kx  ,k N!  by analyzing network measurements that 
result from the communication logic described in the sec-
tion “Communication Logic.”

Remark 2 
The closed-loop model (7) has uk 1-  and yk 1-t  as state vari-
ables. Commonly in the NCS literature, the network-
induced errors e u uk

u
k k1= --t  and e y yk

y
k k1= --t   are used 

as states to describe the difference between what is the 
most recent information that is available at the controller/
plant and the current value of the plant/controller output; 
see, for example, [15], [16], [21], [31], and [50]. Since there 
exists a similarity transformation between the models 
based on [ ]u yk k1 1

< < <
- -t t  and [ ]e ek

u
k
y< < <  (and the fact that the 

actuators are wired to the controller leads to u uk k1 1=- -t ), 
the closed-loop model consisting of the states [ ]u yk k1 1

< < <
- -t t  

is algebraically equivalent to the closed-loop model con-
sisting of the states [ ] .e ek

u
k
y< < <  Since the two closed-loop 

models are algebraically equivalent, either state-space 
representation can be used to analyze the NCS with the 
RR protocol.

Network Characterization
This section describes the network-induced effects that are 
present when using the TelosB motes for communication 
and control. The controller that is designed must be robust 
with respect to these (uncertain) effects.

Shared Communication
Since each of the sensor nodes is transmitting separately, 
the communication medium is shared. As explained in the 
section “Communication Logic,” the RR protocol has been 
implemented in the communication logic. From the kv  plot 
of Figure 9, it can be confirmed that the communication 
logic described in the section “Communication Logic” 
results in the measurements being received by the control-
ler in a RR fashion.
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FIGURE 9 Network measurements of delays ,kx  transmission inter-
vals ,hk   and node access .kv  The delay and transmission interval 
sequences are stochastic, whereas the node access sequence 
(dictated by the communication logic) is periodic. Hence, a combi-
nation of both stochastic and periodic switching phenomena are 
present in the wireless experimental setup.

Main message

Delays also depend on other devices
using the same band and vary in a
stochastic fashion
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Time-varying sampling intervals in control networks

Why sampling intervals experienced by the controller might be

time-varying?

Retransmission after conflict detection causes fluctuations around a

nominal duration of the sampling time

I Packet dropouts are caused only by multiple consecutive conflicts

Some MAC protocols can modify the sampling intervals for reducing

the network load
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Take-home messages

Control networks aim at supporting real-time operations (small and

frequent packets)

Delays are induced by

I the physical layer

I the MAC protocol

...and are time-varying, often stochastic

Packet dropouts due to

I collisions + no retransmission of old packets

Sampling intervals can be time-varying
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