Multivariable Control (ME-422) - Exercise session 11
SOLUTIONS

Prof. G. Ferrari Trecate

1. Let v and w be jointly Gaussian, independent, with zero average and var[v] = 2, var[w] = 1. Let
z and y be defined in the following alternative ways

(a) z=v+w (b) x=2v+2w (¢c) z=v+w (d) z=v
Yy=v—w y=2v—2w y=2v+2w y=2w

Which pairs z, y have the highest/lowest covariance?

Solution: In all cases, there is 4; € R?*2 4 = 1,...,4 such that [ﬂ = A; Lﬂ Then we have

[ -sof) -«

g ﬂ . Recall that cov[z,y] = E[(z — E[z]) (y — E[y])]-

R () R}

Hence, cov[z,y] = 1 in this case.

(b)

Moreover, it is given that V = var ( [Z]} ) = [

(a)

A2:2A1 —)VQZUG/I’<|:§:|> =4V

Hence, cov[z,y] = 4 in this case.

Az = B ﬂ Vi = var (B]) = A3VA§ = [2 162} .

Hence, cov[z,y] = 6 in this case.

e B () v

Hence, cov[z,y] = 0 in this case.

Conclusion: Case (c) produces the highest covariance, whereas case (d) produces the lowest.
2. Consider the following data
up = —1 us = V0.5 ug =1
y1 =20 Y2 =0 ys =15

and the following model
Y = Oui + vy,



where

vy 0 1 20

vp| ~N [ 0|,V V=13 1 0

V3 0 0 0 1
Moreover, § ~ N(1,1) and is independent of [1)1 Vg Ug]T

Compute the parameter estimate § = E [Oly1,y2,ys3]-

Hint: Derive first the probability density of [9 Y1 Yo y3]. Use MATLAB for computing the
required matrix products.

Solution: Using the data model we have

0 1 0 0 0f |6
vl |1 1 0 0f [n
y2| |05 0 1 0Of |vg
Y3 1 0 0 1] |us
[ N ——
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Since 1 is Gaussian with
1
0
0
110
var[yp] =¥ = [ 5 V}
then, as seen in the lectures, £ is also Gaussian with
1
Ble) = ABJy] = | |
o ~ 105
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1 ‘1 05 1
C C 1 |2 1 1
_ T _ 00 oy |
varl] = AVA [Cyg ny] 051 125 05
1|11 05 2
Then, setting ¥ = [yl Yo yg]T, we get
E[0]Y] = E[0] + Coy Cyy (Y — E[Y])
2 1 1] /o 1
=1+[1 05 1] |1 125 05 0|-105
1 05 2 1.5 1

= 0.8333

. Find the update rule for the covariance matrix P, = E [(xk — E[zk]) (z — E[xk])T} of the process

10 1 1
J:;H_l:Aack—i—Bwk A=2[_1 1] B=|:1]

o= (l:[o 1))

where wy, ~ WGN(0,1). Is Py, convergent as k — oo? If yes, compute the limit value.



Solution: As seen in the lectures

Poy1 = AP AT + W
where W = B1BT = B H

A is Hurwitz (both eigenvalues have modulus 0.5) and hence, P, — P where P = P7 verifies
P =APAT +W. (1)

Py P

Let P =
[Pm Py

]. Then, (1) becomes

Py P 1[0 1][P1 P[0 -1 n 1 1
Pios Py - -1 1| |Pia Py 1 1 1 1
0 1| |Pi2 —Pi1+ Pio I 1 1
Py —Pig + Paa 11
Py 44 Py — Pip +4 ]

= = s
I
—_

| Poa — Pia+4 Pip — 2P+ Pag +4
The solution to the system

P.
Pllf%Jrl

1
Py = 1 (Paa — Pr2) +1

1
Py = 1 (P11 —2Pi2 + Pyo) +1

is P;; = 1.2698, Py = 1.0159, Py = 1.0794. One can verify that P > 0 as its eigenvalues are
0.1543 and 2.1949.

. Recall the eigenvalue assignment theorem

Theorem. For a given pair (4, B),A € R"*" B € R**™ 3K € R™*":
(A + BK) has prescribed eigenvalues <= (A, B) is reachable.

Prove the — statement.

Hints: In an equivalent way, one can try to prove
(A, B) unreachable = not all eigenvalues of (4 + BK) can be assigned.
Use the reachability form of (A, B) for showing the implication.

Solution: The reachability form of (A, B) is
. [A, Ag ~ [B
A — a Aa, B —
R
where Ab € R™0xm0 ny > 1. Using the controller K = [Kl Kz} K5 € R"*™ one obtains

A+BK: |:Aa+BK1 Aab-IIBKQ]

0 Ap
which is block-triangular. Hence, the eigenvalues of (A + BK ) are the union of the eigenvalues of

(Aq + BK;) and Ab Since the eigenvalues of Ay can not be modified by the control gain K, not
all eigenvalues of (A + BK) can be set to desired locations.



