
MATH-562: Statistical Inference Anthony Davison

Problem 1 Let T ∼ N (µ, σ2) with σ2 known. Inference for the unknown µ proceeds in two stages.
First, a two-sided test of the hypothesis that µ = 0 is conducted. If this test is significant at level 2α,
then a confidence interval I1−2α with limits T ±σz1−α is computed. Show that if µ ≥ 0 then the coverage
of this interval is

1 − α − Φ{max(zα, z1−α − µ/σ)}

Φ(zα + µ/σ) + Φ(zα − µ/σ)
,

and discuss how this depends on θ = µ/σ.

Problem 2 Randomisation for selective inference on θ based on T ∼ N (θ, 1) and an independent
W ∼ N (0, 1) results in U = T + pW and V = T − W/p.

(a) Find the distribution of U , and that of T conditional on U = u.

(b) Show that the expected information for θ can be decomposed as
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,

and find these terms in the situation above. Hence deduce that randomisation can be viewed as
partitioning the overall information between the two phases of inference.

Problem 3 To investigate how randomisation for dealing with selection might be applied to Poisson
variables, suppose that Y has a Poisson distribution with mean θ, and let X = (X1, . . . , XK) be a
multinomial variable with denominator y and probability vector (p1, . . . , pK).

(a) Given that the joint moment-generating function (MGF) of X given that Y = y is
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, t1, . . . , tK ∈ R,

show that after marginalisation over Y the components of X are independent Poisson variables
with means p1θ, . . . , pKθ. (Recall that a Poisson variable with mean λ has MGF exp{λ(et − 1)}.)

(b) Discuss the use of randomisation for selective inference when the data consist of independent Poisson
variables Y1, . . . , Yn with means θ1, . . . , θn.

Problem 4 The Simes procedure for simultaneously testing null hypotheses H1, . . . , Hm with respective
P-values P1, . . . , Pm ordered as P(1) ≤ · · · ≤ P(m) rejects the global null hypothesis H0 = H1 ∩ · · · ∩ Hm

if P(k) ≤ kα/m for at least one k.

(a) If U(1) ≤ · · · ≤ U(n) are the order statistics of n > 1 independent U(0, 1) variables, show that the
conditional distribution of U(1)/un ≤ · · · ≤ U(n−1)/un given that U(n) = un is that of the order
statistics of n − 1 independent U(0, 1) variables.

(b) Let α ∈ [0, 1] and define Am(α) = P(P(k) > kα/m, k = 1, . . . , m). Show by induction that under
H0 and when the Pk are independent, Am(α) = 1 − α for any m, and deduce that the familywise
error rate of the Simes procedure is exactly α. For the induction, condition on the value of P(m+1).

(c) Which of the Simes and Bonferroni procedures is preferable?
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