Statistical Inference: Examination 2023

30 January 2023

Instructions: The time allotted for the examination is 180 minutes. You may answer in either
English or French. No written material may be brought into the examination, but a simple
calculator may be used if necessary. Full marks may be obtained with complete answers to four
questions. The final mark will be based on the best four solutions.
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Some formulae

Definition 1 The moment-generating and cumulant-generating functions of a real-valued
random variable X are

Mx(t) =E (etx) . Kx(t)=logMx(t), teT,
where T ={t € R: Mx(t) < co}.

Definition 2 A normal (or Gaussian) random variable X ~ N (u,0?) has probability density
function

1 _
f(l‘;u,ffg):aﬁ(x M), z€R, peR,0*>0,
g g

where ¢(u) = (21)"/2e~%*/2 for u € R, and we also define ®(z) = I* o #(u) du.

Definition 3 A gamma random variable with shape parameter o > 0 and rate parameter 5 > 0,
X ~ Gamma(a, ), has probability density function

Ba
z® le B >0,

f(z;a,8) = { T'(a)
0, z <0,

where I'(a + 1) = al'(«), T'(a) = (a — 1)! when « is a positive integer, and I'(1/2) = /.

Definition 4 An ezponential random variable X with rate parameter 3, X ~ exp(B), has the
gamma distribution with o = 1.

Definition 5 A chi-squared random variable V with v degrees of freedom, V ~ x2, has the

gamma distribution with « = v/2 and B = 1/2, and can be expressed as V D 72+ + 72
where Z1,...,2, id N(0,1).



Solution 1

(a) [3, seen| Definition 3. Examples are scattered throughout the course.

(b) [2, seen] Lemma 17.

(¢) [5, unseen] The linear combination X7 — Xo ~ N (1) x A — ¥, 9% + 1), so
YX; — Xy

VTl

is a pivot, and a (1 — «) confidence set for 1) is

~ N(0,1)

Tio = {0 00— Xal/\ 02+ 1< | = {03 0200 - 200X + X3 < g+ q).
where for simplicity we have written ¢ = z%f /2 This set can be expressed as

Tioo = {0 ¥2(X7 = q) = 26X1 X + (X3 —q) < 0}
There are now several possibilities (in principle, some with zero probability of occurring):

e if X? — ¢ > 0, then Z;_,, could be empty (if the quadratic has no roots), a single
point (if it has one root), or a finite interval (if it has two distinct roots);

e if X2 —q =0, then Z;_,, could be a half-line (if 2X; X3 # 0) or empty (if 2X1 X5 = 0
and X2 — ¢ > 0) or the entire real line (if 2X; X, = 0 and X3 — ¢ < 0); and

e if X? — ¢ <0, then Z;_, could be the entire real line (if the quadratic has zero or
one roots), or two disjoint half-lines (if it has two distinct roots).

The question did not ask for the exact confidence intervals, just their possible forms, so
something like this description would give full marks, if correct.

Solution 2
(a) [3, seen]
(b) [3, unseen] The joint density is

H (a+ z;8) exp{—(a+ Bz;)y;} —exp{—aZy] 6ijyj +Zlog(a+x]ﬂ)> .
j=1 J

J

The random quantities here are }_;y; and 3, z;y;, so these together form a sufficient
statistic. To show that this is minimal, we take another dataset v}, ..., y), with the same
x;s, and note that the ratio of the corresponding densities will be free of the parameters

iff (E] Yj, Zj Ty;) = (E] Z/}» Zj xjyé‘)'

(¢) [4, unseen] The given uniform density is (20)'I(—60 < z < 6), so the likelihood function
for a random sample from this density is

H —0 <y; <0)=(20)"1(—0 < ya) < ym) <0), 6>0.

The likelihood is also the joint density of 1, ..., ¥n, SO we can write

f(y;0) =07"1(=0 <yq)y <ym) <0) x27", —0<yi,...,yn <0,

3



and the factorisation theorem implies that (y(1),y(»)) is sufficient.

As ya) < Ym) by construction, we can write
I(=0 <y <Ym) <0) =1(=0 < yuy,ym) < 0) =10 > —yqy, ym) < 0) = 1(t <),
where t = max(y(,), —y(1)), S0
LO)=0""I(t<0)x27" 60>0.

To see that ¢ is minimal sufficient we consider another dataset of size n with corresponding
t' and note that the ratio of likelihoods is

(20)~"I(' < 6)
(20)"1(t < 0)’

0 >0,

which is independent of 6 only if ¢t = ¢'.

Solution 3
(a) [5, seen] Slides 55-56.
(b) [2, seen] Example 30.
(c) [3, unseen] In this case the likelihood ratio is

9?6*918

006—908

= exp{(0p — 01)s + nlog(01/6p)},
where s = ) y;, so the critical region is of the form

Vi ={(1,--,Yn) : exp{(fo — 01)s + nlog(01/00)} > ta} .

As n and the parameters are known (the hypotheses are simple), this is equivalent to

V=AW, syn): (B0 —61)s >t} = {(v1,-..,yn) : s > th},

for some ¢/, (and ¢ derived from t))), because division by the known positive quantity
0y — 61 does not change the direction of the inequality.

We want to choose t/, so that
a=Po(Y € 1) =P (D V; > 1),

and as S ~ Gamma(n, 6p) under Hy, we see that ¢/ must be the (1 — «) quantile of this
distribution.

The corresponding calculations with n = 1 are also accepted, if correct.

Solution 4

(a) [3, seen] Classical results for the limiting normal distribution of the MLE. Slides 103-109.

(b) [3, unseen| The density function is

af®

[y, B) = W7

y >0,



so the log likelihood based on a random sample y1, ..., ¥y, is
n n
(e, B) = nlog atnalog f—(a+1) ) log(B+y;) = nlog(a/B)—(a+1) Y log(1+y;/f),
j=1 j=1
which thus gives S(3) = >7_; log(1 + y;/j). Differentiation with respect to a gives

M(a,B) n 0%, B) n

so aig = n/S(B) is the MLE of « for fixed 8, and substitution of this into ¢(«, 3) gives

log(aig, B) = nlog{n/BS(8)} — {n/S(B) + 1}5(B) = —nlog S(B) — nlog § — S(B),
as required; the = means that constants have been dropped.

(c) [4, unseen] The left-hand graph shows strong association between the two parameters,
and the right-hand one shows that the profile log likelihood is highly asymmetric. Hence
the limiting normal distribution stated in (a) is likely to give poor inferences here. Basing
a confidence interval for § on the profile log likelihood, i.e.,

{8:2{0@,B) - @s. 8) < xi(1 - a)},

will take into account the asymmetry and the lower bound on the range of .

Solution 5
(a) [3, seen] Slides 175-179.
(b) [2, seen] Problem 2 of week 13.
(c) [2, unseen] The posterior density is proportional to
0" exp(—0s) x b0 exp(—bh) /T (a) < 82T Lexp{—0(b+s)}, 6 >0,
i.e., it must be the Gamma(a + n,b + s) distribution, where s = " y;.

(d) [3, unseen| This is a bit trickier: writing y = (y1,...,yn) for compactness, the posterior
predictive density f(z | y) equals

0a+n71(b+ S)aJrn
I'(a+n)

/OO Fz 1m0 | y)do = /Oo(gge) exp(—1262) x exp{—0(b + 5)} db
0 0

b atn  proo
= % /0 oot exp{—0(b + s + x2)} db
(a+n)z(b+s)etm
(b+ s+ az)atntl

_ (a"ic_n) (1 + Z/C)f(a+n+1)7 2> 0,

where ¢ = (b+ s)/z. This is a Lomax density (see question 4).

END OF THE EXAM PAPER




