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Solution Sheet n°2

Solution of exercise 1:
1. For example, G; = (V ={S},X ={(,)}, R, S) with R being
S—e S—85 S—=(9).
2. For example Gy = (V ={E,T,F},% ={(,),+,,a}, R, E) where R con-
sists of the following rules
E-T, E—-FE+T, T—-T-F,T—F F— (FE), F—a.

3. Forexample Gs = (V ={A, F},X ={v,3,(,),A,V,7,=,21,...,Zn}, R, F)
with R contains the followings rules:

F — Vo, F, F — 3x;F, foreveryie{l,...,n}
F—-F, F— (FVF), F-»(FAF), F— A
A—x;=ux; foreveryi,je{l,...,n}

Solution of exercise 2: A transition a,b — ¢ can be used if you read “a”
on the input (or whenever if a =€) and b is on top of the stack (or whatever is
on top of the stack if b =€) and it means

e if b =¢, then write “c” on the top of the stack,
e if b # ¢, then replace “b” by “¢” (or simply erase “b” in case ¢ = €).

We can consider for example the following pushdown automaton:

Solution of exercise 3: We first observe that we can focus on even simpler
grammars: A language is generated by a regular grammar if and only if it is
generated by a simply regular grammar, namely a grammar (V, X, R, S) whose
set R of rules satisfied

RC(VxEV)U(V xX)U(V x{e}),
i.e. the rules of which are all of one of the following form
e A— aB for some A,B€V and a € ¥,

e A—aforsome A€V anda€ X,



e A—cforsome AcV.

Indeed to each rule of the form A — aq---a,B we can substitute the set of
rules
A— alBl, B1 — CLQBQ, ceey Bn—l — anB,

where By, ..., B,_1 are new variables.

1. For G = (V, X, R, S) asimply regular grammar we let A = (Q, 3, A, qo, {qr})
be the NFA defined by Q = VU {qr}, g0 = S and

A ={(p,a,q) €V xS x V| (p— aq) € R}
U{p,a,qr)| p€V,a€ X, and (p — a) € R},
where ¥, = X U {e}. Then A recognises the language generated by G.
2. For a DFA A = (Q, %, 6, qo, F) we consider the (simply) regular grammar
G=(V,X,R,S) where V = Q, S = ¢qo and
R={p—aq|p,q€Q,acX, and §(p,a) = q}
U{p—al|peQ,acX and d(p,a) € F'}
(Ufqo — ¢}, ifgeF).

Then the language generated by G is the language recognised by A.
Solution of exercise 4:

1. First notice that the language L is generated by the context free grammar
G=({S,A,B},{a,b,c}, R,S) with R consisting in

S— AB, A—aA, A—¢e, B—bBc, B—c.

Similarly, Ls is context free. Now Ly N Lg = {a™b"c™ | n € w} is not con-
text free. Hence context free languages are not closed under intersection.

2. Let P = (Q1,%,T'1, A1, 51, F1) be a pushdown automaton recognising C
and A = (Q2, %, 2, s2, F2) be a DFA recognising R. We define a pushdown
automaton M = (Q,%,T,A,s, F) by setting Q@ = Q1 X Q2, T' = T'y,
S = (51,82), F = F1 X FQ,

A ={(((q1,92) ,a,8),((p1,6(q2,a)),7)) | a € £, ((q1,a,8) , (P1,7)) € A1,¢2 € Q2}
U{(((q1,92),€,8) ((p1,92) , 7)) | ((q1,€,8) , (P1,7)) € A1, g2 € Qa}

The pushdown automaton M recognises the language C N R, which is
therefore context free.

3. Suppose towards a contradiction that
Ls = {w € {a,b, c}*| w contains an equal number of a’s, b’s and ¢’s }

is context free. Since a*b*c* is regular (easy!), by the previous point it
would follow that Lz N a*b*c* is context free, a contradiction. Therefore
L3 is not context free.



