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Abstract

This monograph is intended as a self-contained introduction to optimal transport.

After a brief introductory section, we discuss the optimal transport problem and prove
the existence of optimal transport maps, both for the quadratic cost and for more general
costs on Euclidean spaces. We then introduce Wasserstein distances and gradient flows,
and we show their connection via the so-called JKO scheme. Then, we develop the Otto’s
calculus and its application to Wasserstein gradient flows. To conclude, we briefly present
a list of references concerning some of the several applications of this beautiful theory.

In the appendix we collect a series of exercises (with solutions) on optimal transport that
may be useful to the reader in order to get more familiar with the topic. A guided proof, in
the form of a series of exercises, of the disintegration theorem is contained in a short second
appendix.
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1 Introduction

In this introductory section we first give a brief historical review about optimal transport.
Then we recall some basic definitions and facts from measure theory and Riemannian geometry,
and finally we present three examples of (non-necessarily optimal) transport maps, with an
application to the Euclidean isoperimetric inequality.

1.1 Historical Overview

1781 - Monge. In his celebrated work, Gaspard Monge introduced the concept of transport
maps starting from the following practical question: “Assume one extract soil from the ground
to build fortifications. How to transport the soil int he cheapest possible way?” To rigorously
formulate this question, one needs to specify the transportation cost, namely how much one
pays to move a unit of mass from a point x to a point y. In Monge’s case, the ambient space
was R3, and the cost was the Euclidean distance c(x,y) = |z — y|.

1940’s - Kantorovich. After 150 years, Leonid Kantorovich revisited Monge’s problem from
a different view point. To explain this, consider N bakeries located at positions (z;)i=1,... N,
and M coffee shops located at (yj) j=1,..,M- Assume that the i-th bakery produces an amount
a; > 0 of bread, and that the j-th coffee shop needs an amount 8; > 0. Also, assume that
demand=request, and normalize them to be equal to 1: in other words >, oy =) j Bj = 1.

In Monge’s formulation, the transport is deterministic: the mass located at x can be sent
to a unique destination T'(z). Unfortunately this formulation is incompatible with the problem
above, since one bakery may supply bread to multiple coffee shops, and one coffee shop may buy
bread from multiple bakeries. For this reason Kantorovich introduced a new formulation: given

c(z,y;) the cost to move one unit of mass from z; to y;, he looked for matrices (7v;;)i=1,.. n
j=1,...M
such that:

(i) vij > 0 (the amount of bread going from z; to y; is a nonnegative quantity);

(i) Vi: a; = Z;‘il 7i; (the total amount of bread sent to the different coffee shops is equal to
the production);

(iii) Vj: B = Zf\i 1 Vij (the total amount of bread bought from the different bakeries is equal
to the demand);

(iv) 7i;; minimize the cost Zf j=1%ijc(zi, y;) (the total transportation cost is minimized).

It is interesting to observe that constraint (i) is convex, constraints (ii) and (iii) are linear, and
the objective function in (iv) is also linear (all with respect to v;;). In other words, Kantorovich’s
formulation corresponds to minimizing a linear function with convex/linear constraints.

Applications. Optimal transport has been a topic of high interest in the last 30 years due to
its connection to several areas of mathematics. The properties and the applications of optimal
transport depend heavily of the choice of the cost function c¢(z,y), representing the cost of
moving a unit of mass from x to y. Let us mention some important choices:

- c(z,y) = |z —y|? in R? — It is connected to: Euler equations; Isoperimetric and Sobolev
inequalities; evolution PDEs such as d;u = Au, dyu = A(u), and Oyu = div(VIWV x uwu).

- ¢(x,y) = |r — y| in R? — Appears in probability and kinetic theory.

- ¢(x,y) = d(x,y)? on a Riemannian manifold, with d(-, -) denoting the Riemannian dis-
tance — Has connections and applications to the study of Ricci curvature.



In this monograph we mostly focus on the Euclidean quadratic cost |z — y|?, and we shall give
references for further applications in Section 5.

1.2 Basics of measure theory

For simplicity, throughout this book we shall always work on locally compact, separable and
complete metric spaces, that will be usually denoted by X (the space where the source measure
lives) and Y (the space where the target measure lives). These assumptions are not optimal
but simplify some of the proofs in the next chapter (see also Remark 2.1.1). Still, the reader
who is not interested in such a level of generality can always think that X =Y = R¢.

Remark 1.2.1. All measures under consideration are Borel measures, and all maps are Borel
(ie., if S: X — Y, then S71(A) is Borel for all A C Y Borel). The set of probability measures
over a space X will be denoted by P(X), and the class of Borel-measurable sets by B(X). Also,
1 4 denotes the indicator function of a set:

1a(x) 1 ifxeA,
) =
4 0 ifzdA.

Definition 1.2.2. Take a map 7: X — Y and a probability measure u € P(X). We define the
image measure (or push-forward measure) Typ € P(Y) as

(Typ)(A) = p(T~H(A)) for any A € B(Y).
Lemma 1.2.3. Ty p is a probability measure on Y .

Proof. The proof consists in checking that Ty is nonnegative, has total mass 1, gives no mass
to the empty set, and is o-additive on disjoint sets.

L (Typ) (@) = w(T~H(0)) = p(0) = 0;
2. (Ty)(V) = p(T- (V) = j(X) = 1
3. (Typ)(A) = p(T1(A)) >0 for all A € B(X);

4. Let (A;)ier C Y be a countable family of disjoint sets. We claim first that (T~1(A;));es are
disjoint. Indeed, if that was not the case and € T~1(A4;)NT~1(A;), then T'(z) € A;NA4;,
which is a contradiction. Thanks to this fact, using that p is a measure (and thus o-
additive on disjoint sets) we get

T#M( U Ai) = M(T_l(U Az)) = u( U T_l(Ai)> =3 (T (A)) = Tup(Ai).
icl icl icl iel iel
]

Remark 1.2.4. One might also be tempted to define the “pull-back measure” S#v(E) =
v(S(E)) for S: X — Y and v € P(Y). However, this construction does not work in general.
Indeed, since the image of two disjoint sets might coincide (consider for instance the case when
S is a constant map), S¥v may not be additive on disjoint sets.

Lemma 1.2.5. Let T: X - Y, p€ P(X), and v € P(Y). Then
v="Tupu

if and only if, for any p:' Y — R Borel and bounded, we have

/¢MWMZ/MHMMM- (L1)
Y

X

2



Proof. The implication (1.1) = v = Txp follows choosing ¢ = 14 with A € B(Y'). We now
focus on the other implication.
For any Borel subset A C Y, it holds

[ tady =) = iz = |

]lT1(A)d,u:/ ]lAOTd,u.
X X

Thus, by linearity of the integral, we immediately deduce

/gody:/gponu
Y X

for any simple function ¢ : Y — R, i.e., for any ¢ of the form
(A;)ier are Borel subsets, and ()\;);er are real values.

In order to deduce the desired result, fix a bounded Borel function ¢ : ¥ — R. Since
any bounded Borel function can be approximated uniformly by simple functions', there is a
sequence of simple functions (¢ )ken such that ||¢r — ¢l — 0 as k — co. Therefore we have

/Lpdz/— lim/gokdy— lim/gokOTdu—/sOdﬂa
v k—oo Jy k—oo J x X

that is the desired identity. O

ier Ailla, where I is a finite set,

An immediate consequence of the previous lemma is the following;:

Corollary 1.2.6. For any function ¢ : Y — R Borel and bounded it holds

/wd(T#u)Z/soonw
Y X

Then next lemma shows the relation between composition and push-forward.

Lemma 1.2.7. LetT: X =Y and S: Y — Z be measurable, then

(SoT)yp = Su(Typ).

Proof. Thanks to Corollary 1.2.6, for any ¢ : Z — R Borel and bounded we have
/ god(SoT)#lu:/ (po(SoT)dlu:/ (poS)oTdu
Z X X

:/YgooSdT#,LL:/ZgOdS#(T#M).

The result follows from Lemma 1.2.5. O

!To prove this, given ¢ : ¥ — R a bounded Borel function, fix € > 0 and for any i € Z consider the set
A; = {ei < < €(i+1)}. Then, define . =3, , €ill4,. Since ¢ is bounded we have A; = () for |i| > 1, hence
©e is a simple function. Also

I = ¢ell oo = max o = pell oo 4,y < &



1.3 Basics of Riemannian geometry

Even though we are not going to work with Riemannian manifolds, some of the results we
present (namely Arnold’s Theorem, geodesics in the Wasserstein space, and the differential
structure of the Wasserstein space) are heavily inspired by classical concepts in Riemannian
geometry. Hence, we provide a very short introduction to the subject, with an emphasis on
those facts and structures that may help the reader to fully appreciate the content of this book.

First, for embedded submanifolds, we recall the definitions of tangent space, Riemannian
distance, (minimizing) geodesic, and gradient. Then we briefly explain how these definitions
can be generalized to the (more abstract) case of a (non necessarily embedded) Riemannian
manifold.

Our presentation of the subject is quick and superficial, but should be sufficient to under-
stand the related topics in this book. This material, and much more, may be found in any
introductory text on Riemannian Geometry (see, for example, [Cha93; GHLO04; Lee97; Pet06]).
The reader who has already some experience with the subject may skip this section.

Embedded Submanifolds. Let M be a compact d-dimensional smooth manifold embedded
in RP. We are going to show how the Euclidean scalar product of the ambient R” induces
a distance —the Riemannian distance— on M, and how this gives rise to a number of related
concepts (gradients, minimizing geodesics, and geodesics).

In what follows, we implicitly assume that all curves are C'*.

Let us begin with the definition of tangent space. Notice that, for its definition, we are not
going to use the Euclidean scalar product of the ambient.

Definition 1.3.1 (Tangent space). Given a point p € M, the tangent space T,M C RP of M
at p is defined as

Tp,M = {¥(0) [ v: (=1,1) = M, 7(0) = p}.

Intuitively, the tangent space contains all the directions tangent to M at p. One can show
that T),M is a d-dimensional subspace of RP.

We now give the definition of gradient of a function, which is a convenient representation of
its differential.

Definition 1.3.2 (Gradient). Let F': M — R be a smooth function. Its gradient VF : M —
RP is defined as the unique tangent vector field on M, that is VF(z) € T, M for all z € M,
such that the following holds: for any curve v: (—1,1) — M,

d

(VE((0)),50) = | _,

F(y(t)).

For the definition of the gradient we are using that the Euclidean scalar product endows the
tangent spaces of a scalar product (i.e., the restriction of the ambient scalar product).

Given a curve 7 : [a,b] — M, its length is given by the formula

b
/ ()] dt

Notice that the length of a curve is invariant under reparametrization. Notice also that, to
define the length of a curve, we need to compute the Euclidean norm only of vectors tangent to
M.

Once one knows how to measure the length of a curve, the following definition of (Rieman-
nian) distance is fairly natural.



Definition 1.3.3 (Riemannian distance). Given two points z,y € M, their Riemannian dis-
tance dys(x,y) is defined as

b
(o) = int { [ 1501 dt |73 8] > M. 7(a) =2 2(0) = v}

The Riemannian distance is indeed a distance on M, that is, it satisfies the triangle inequality
(besides dys(z,y) = dp(y, z), and dpr(x,y) = 0 if and only if z = y).

Since any curve can be reparametrized to have constant speed, one can show that an equiv-
alent definition of the Riemannian distance is given by

1
da? =int{ [ BOFa 705 MAO =20 =y} (2)

It turns out that there is always a (non necessarily unique) curve achieving the infimum in
the definition of the Riemannian distance (this follows from the compactness of M or, more in
general, from its completeness).

Definition 1.3.4 (Minimizing geodesic). A curve v : [a,b] — M with constant speed (i.e., ||
is constant) such that v(a) = x,v(b) = y, and whose length is equal to dp/(z,y), is called a
minimizing geodesic.

The restriction of a minimizing geodesic on a smaller interval is still a minimizing geodesic.
Moreover any minimizing geodesic is smooth.

One may think of minimizing geodesics as “straight lines in a curved space”. Indeed, since
a minimizing geodesic has constant speed and achieves the minimum also in (1.2), it can be
proven (with a variational argument, as a consequence of the minimality) that

(1) L TyyM (1.3)

for all t € [0, 1]. In other words, apart from the distortion induced by M, minimizing geodesics
go “as straight as possible”.

Definition 1.3.5 (Geodesic). A (non necessarily minimizing) geodesic is a curve v : [a,b] — M
that satisfies (1.3).

It can be readily checked that a geodesic has constant speed; indeed

d .o
L1 Z94.5) =0,
7 =2(1.79)
where we have used that ¥ L T, M > 7.
Moreover, any geodesic is locally minimizing. More precisely, if v : [a,b] — M satisfies (1.3),
then for any to € (a,b) there is € > 0 such that v restricted on [ty — &, 9 + €] is a minimizing
geodesic.

Abstract Riemannian Manifolds. In the previous paragraph we described how a subman-
ifold of RP inherits a number of structures (tangent space, gradient, distance, geodesics) from
the ambient. Let us briefly explain what is necessary for an abstract manifold to have such
structures.

Given a compact d-dimensional smooth manifold M, there is an intrinsic definition of tangent
space T, M (as an appropriate quotient of the curves through p, where two curves are identified
if “they have the same derivative at p”). To proceed further and talk about gradients, lengths,
etc., we need to endow our manifold M of an additional structure, that is, a Riemannian metric.
A Riemannian metric is a (symmetric and positive definite) scalar product g, : T, M x T, M —
R defined on each tangent space, that varies continuously with respect to z € M. If M is



endowed with a Riemannian metric g = (g2).enr, we say that (M, g) is a Riemannian manifold.
On a Riemannian manifold, all the definitions given previously (gradient, length, Riemannian
distance, and minimizing geodesic) make perfect sense (for example, the length of a curve is
f; g+(, "y)%), and all the facts we have stated remain true.

It is more delicate to generalize (1.3) to this more abstract setting, and thus to define what
a (non necessarily minimizing) geodesic is. We prefer not to delve into this topic, as it goes
beyond the basic understanding of Riemannian geometry that is necessary to appreciate the
rest of this book.
1.4 Transport maps

Definition 1.4.1. Given p € P(X) and v € P(Y), amap T: X — Y is called a transport map
from p to v if Tup = v.

Remark 1.4.2. Given p and v, the set {T' | Typ = v} may be empty. For instance, given
i = 0z, With zp € X and amap T: X — Y, we have

/wwaumwz/#wﬂmwmﬁwaum Ve ¥ SR = Tup=irg,
Y Y

Hence, unless v is a Dirac delta, for any map T we have Ty # v and the set {T" | Tyup = v} is
empty.

Definition 1.4.3. We call v € P(X x Y) a coupling? of  and v if

(mx)y = p and (my)gy = v,

where
WX(IE,Z/):CU, 7TY('CL‘vy):y V(w,y)EXXY

This is equivalent to requiring that

[ ewney = [ eonxtwy iy = [ o) dut)
XxXY XxXY X
V¢: X — R Borel and bounded,

and

Y(y) dy(z,y) = Yomy(z,y)dy(z,y) = /Yw(y) dv(y)

XxY XxXY
Vi:Y — R Borel and bounded.

We denote by I'(u, v) the set of couplings of p and v.

Remark 1.4.4. Given p and v, the set I'(u, v) is always nonempty. Indeed the product measure
v = p@v (defined by [ ¢(z,y)dy(z,y) = [ ¢(z,y)du(z)dv(y) for every ¢ : X x Y — R) is a
coupling;:

[, e vt = [ avt) | ewaute) =1 [ ow)in) = [ o ane)
Xxyw(y) ule) dvy) /du /1/) )dv(y) =1 /¢ ) dv(y /@b ) dv(y

2The terminology “coupling” is common in probability. However, in optimal transport theory, one often uses
the expression transport plan in place of coupling.




Remark 1.4.5 (Transport map vs. Coupling). Let T': X — Y satisfy Tixp = v. Consider the
map Id x T: X - X x Y, ie., x— (x,T(x)), and define

v = (Id x T)up € P(X x Y).
We claim that y7 € I'(u, v). Indeed, recalling Lemma 1.2.7, we have

(mx)#yr = (mx)#Id x T)yp = (rx o (Id X T))pp = Idgpp = p,
(my)wyr = (my)#(Id X T)gpp = (my o (Id X T)) o = Tiyp = v.

This proves that any transport map 7T induces a coupling 7.

1.4.1 Examples of transport maps

We now discuss three examples of transport maps: the measurable transport, the one-dimensional
monotone rearrangement, and the Knothe’s map.

Measurable transport. The following result can be found in [BBP16, Theorem 11.25]:

Theorem 1.4.6. Let p € P(X) be a probability measure such that p has no atoms (i.e.,
p({x}) =0 for any x € X ). Then there exists T,: X — R such that T), is injective p-a.e. and

(Tpu)gep = dzo 1)
Moreover Tu_lz [0,1] = X ezists Lebesgue-a.e., and (T;l)#d:c = p.

In other words, given p € P(X) and v € P(Y) without atoms, this abstract theorem tells
us that we can always transport one onto the other by simply considering 7, ! o T, (this is a
transport map from p to v) or T, ' o T), = (T, ' o T,)~! (this is a transport map from v to ).
Unfortunately these maps have no structure, so they have little interest in concrete applications
in analysis/geometry. Indeed, as we shall see in this book, a very important feature of optimal
transport maps are their structural properties (for instance, optimal maps for the quadratic
cost are gradients of convex functions, see Theorem 2.5.9).

Monotone rearrangement. Given p,v € P(R), set

T Y
Fo)= [ ann. o= [ wo.
—0o0 —0o0
Note that these maps are not well defined at points where measures have atoms, since one needs
to decide whether the mass of the atom is included in the value of the integral or not. We adopt
the convention that the mass of the atoms are included, so that both maps are continuous from
the right. More precisely, we set
x+e y+e
F(z):= lim du(t) = —00,x|), G(y) = lim dv(t) =v((—o00,y]).
() = T [ dp(t) = p((~00,]) (v) = Jim [ dv(t) = v((~00,])
Note that F' and G are nondecreasing. If G was strictly increasing, it would be injective and
we could naturally consider its inverse G~!. However, G may be constant in some regions, so
we need to define a “pseudo-inverse” as follows:

G l(y) =inf{t cR| G(t) > y}.

Note that also G~! is continuous from the right.

With these definitions, we define the nondecreasing map 7 := G~ o F: R — R and we want
to prove that it transports p to v. Of course this cannot be true in general, since the set of
transport maps may be empty (recall Remark 1.4.2). The following result shows that this is
the case if 1 has no atoms:



Theorem 1.4.7. If ;i has no atoms, then Typ = v.
To prove this theorem, we need some preliminary results.
Lemma 1.4.8. If 1 has no atoms, then for all t € [0,1] we have
p(F71(0,1])) = ¢.

Proof. The statement is easily seen to be true for t =0 and t = 1.
Also, since p has no atoms,
tg
[
t

thus F' € C°(R,R). Since F(t) — 0 as t — —oc and F(t) — 1 as t — +o00, by the intermediate
value theorem it follows that F' is surjective on (0, 1).

Given t € (0,1), consider the largest value = € R such that F(x) = ¢ (this point exists by
the continuity of F'). With this choice of x, we have

p(F~H([0,1])) =/ duz/ dp =t,
F-1(]0,t]) —00
as desired. O

|F(tk) — F(t)] =

— 0 Vit e R,
t—t

Corollary 1.4.9. If u has no atoms, then for all t € [0,1] we have
(F1(0,1))) =t
Proof. We apply Lemma 1.4.8 to the intervals [0,¢] and [0,¢ — ¢] with £ > 0:

t=p(F71([0,4]) > p(F1(0,8) > p(FH([0,t—¢])) =t —e —— .

e—0t

Proof of Theorem 1.4.7. We split the proof into five steps.

1. Let A = (—o0,a] with a € R. Applying Corollary 1.4.9, we have

Typ(A) = w(T7(A)) = p(F~ o G((~00,a]))
= 1(F~1([0,G(a)])) = G(a) = v((—00,a]) = v(A).

2. Let A = (a,b] = (—o00,b] \ (—o0,a]. Applying Step 1, we have
Typ(A) = Ty p((—00,b]) — Typ((—o00, a]) = v((—00,b]) — v((—o00,a]) = v(A).

3. Let A = (a,b), and consider A. := (a,b—¢e]|. Thanks to Step 2 and monotone convergence,
we have

V(A) N v(Ag) = Tup(As) / Typ(A) ase — 0T,

4. Let A C R be an open set. We can write A = J;c;(ai, b;) with ((ai,bi))ig disjoint and
countable. Thus, by Step 3, we get

v(A) = v(ai b)) = D Typ((ai b)) = Typ(A).

il i€l

5. Since open sets are generators of the Borel o-algebra, Step 4 proves that Tiuu = v.



Knothe’s map. We are going to build a transport map, known as the Knothe’s map [Kno57],
that is a multidimensional generalization of monotone rearrangement. First, we need to state the
disintegration theorem (for a proof of this result, see Appendix B at the end of these lectures).

Theorem 1.4.10 (Disintegration Theorem). Let p € P(R?) and set uy = (m)gp € P(R),
where 71 : R? — R is defined as m(x1,72) = x1. Then there exists a family of probability
measures (fiz,)zyer C P(R) such that

p(dwy, dwg) = pig, (d2) @ pa(day),

that is, for any ¢: R?> — R continuous and bounded, we have

/R2 o(1, 22) du(x1, x2) :/R</R90(x17x2)d”m(f’??))d#l(ﬂﬁl)-

Moreover, the measures pz, are unique pi-a.e.

Example 1.4.11. Let p = f(x1,z2) dr1 dze with fRQ fdxydre =1, and set

pa = (1) 4, Fi(x1) = /Rf(fUl,ﬂﬁz)de-

We claim that gy = Fidxp. Indeed, given any test function ¢ : R — R,

/R (1) dpn (1) = / (1) dpu(y, 22) = / (@) f (21, 22) day, day

:I%/R<p(x1)</Rf(m1,z2Td:E2>da:1 :/RsO(z1)F1($1)d£E1,

Fubini

as desired.
Also, let p,, (dza) be the disintegration provided by the previous theorem. Then

/R</R 80(x1,x2)duzl(:m)> dp (z1) = /11@2 (1, 2) du(z1, T2)
= [, #loro0)fa1,22) dordos

—/]R(/Rgo(wl,xg)jmdx2>F1(x1)dw1-

Hence, by uniqueness of the disintegration, we deduce that

f(x1, 22)
Fl(l‘l)

Note that p,, are indeed probability measures:

1 1
/R iz, (2) = Iﬁ(acl)/Rf(xl’xZ)dxl = mﬂ(wl) =1

Remark 1.4.12 (An absolutely continuous measure lives where its density is positive). Note
that F1 > 0 pp-a.e. Indeed

/ d,ulz/ Fldl,‘l:/ Ode‘lzo.
{F1=0} {F1=0} {F1=0}

gy (dxe) = dxs [ — a.e.



Construction of Knothe’s map. Take two absolutely continuous measures on R?, namely

f(z1,29)
Fy(z1) a

)dy ® G1(y1)dy,

(e, ) = fx1, x2) driday = xo ® F1(z1) dxy,

g(y1,
v(y1,y2) = 9(y1,y2)dy1dys =
(y1,92) (y1,y2)dy1dys = Cr(m)
where
F1($1)=/f(1‘1,$2)d$2 and G1(y1)=/9(3/1792)dy2-
R R

Using Theorem 1.4.7, the monotone rearrangement provides us with a map 77: R — R such that
Tl#(Fldxl) = G1dy,. Then, for Fidxi-a.e. 1 € R, we consider the monotone rearrangement
Ty(x1,-): R — R such that

Ty(x1, )4 <J;(1”E;1)) d@) = m dys. (1.4)

In other words, for each fixed z1, F(x1,-) is a map that sends the disintegration of u at the
point x; onto the disintegration of v and the point T'(z1).

Theorem 1.4.13. The Knothe’s map T(x1,x2) = (T1(x1), To(z1,22)) transports u to v.

Proof. For ¢: R? — R Borel and bounded, we have

/RQ ©(y1,y2)9(y1, y2) dyrdys = /R (/RsO(yl,y ) él( ))dy ) G(y1) dy1
U(y1)

(Fldfl):Gldyl/\IJ(Tl(xl))Fl(xl) dml
R

= [ ([ omimm S, ) e

(1.4) f(z1,22)
= /R</RQO(T1(.Z‘1),T2($1,$2))Fltxlidxg)Fl(l‘l)d‘Tl

://@(T1($1),T2($1,$2))f(9€1,$2)dwzdm
R JR

:/ (¢ 0 T)(w1, 22) dps(z1, 2).
RQ

(T1) %

O

Remark 1.4.14. Since monotone rearrangement is an increasing function, we have (under the
assumption that the map T'(z1,z2) = (T1(x1), Th (21, z2)) is smooth)

. 61T120 *
VT = < 0 0T >0 )

One can use the previous construction of the Knothe’s map in R? and iterate it to obtain a
Knothe’s map on R%. Let

N(‘Tla"wmd) :f(xl,...,l’d)dflfl"‘dxd, V(y17'”7yd) :g(y17"‘7yd)dy1"'dyd

be absolutely continuous measures. Using monotone rearrangement, we get a map 77: R — R
such that Ty 4 (Fidz,) = Gidy1, where Fi(z1) = [ fdzy...dzg and Gi(y1) = [gdya...dyq.
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Also, the analogues of Theorem 1.4.10 and Example 1.4.11 in R?, yield probability measures on
R~1 given by

f(xl,xg,...,xd)
- e = dre---d
f, (22 Zq) Fi(21) T2 T4
and
91, Y2, - -, Yd)
v ey = dys - - - dyq,
Y1 (y2 yd) Gl (yl) y2 yd

such that y = p;, ® Fidry and v = vy, ® Gidy;.
By induction on the dimension, there exists a Knothe map T}, : R — R4! sending i,
onto v, (), and then we obtain a Knothe’s map in R? as

T(:vl, .. ,a;d) = (Tl(flfl),Txl (mg, . ,:Cd)).

Remark 1.4.15. Suppose again that the map T is smooth. Then

o * x % *
0 (92T2 * * *
VT = 0 0 . % *
0 0 0o . *
0 0 0 0 041y

Note that this is an upper triangular matriz and that all the values on the diagonal are non-
negative. This will be important for the next section.

Remark 1.4.16. Although we call it the Knothe’s map, the map itself is by no means unique.
Indeed, by fixing a basis in R? but changing the order of integration, one obtains a different
Knothe’s map. Even more, changing the basis of R? yields in general a different map.

1.5 An application to isoperimetric inequalities

The following is the classical (sharp) isoperimetric inequality in RY,

Theorem 1.5.1. Let E C R¢ be a bounded set with smooth boundary. Then
1 d—1
Area(OF) > d|By|d|E| @,
where |By| is the volume of the unit ball.
To prove this result, consider the probability measures p = % dx and v = %dy.
Proposition 1.5.2. Let T be a Knothe’s map from p to v, and assume it to be smooth>. Then:

1. For any x € E, it holds |T(z)| < 1.

2. det VT = % in E.

3. divT > d(det V).

Proof. We prove the three properties.

3The smoothness assumption can be dropped with some fine analytic arguments. To obtain a rigorous proof
one can also work with the optimal transport map (instead of the Knothe’s map) and use the theory of functions
with bounded variation, as done in [FMP10].

11



1. If z € E, then T(z) € B; and thus |T(x)| < 1.
2. Let A C By, so that T~(A) C E. Since Ty = v, we have

dx

— -1 — -
v = prtan = [

On the other hand, by the change of variable formulas, setting y = T'(z) we have dy =
|det VT'|dz, therefore

dy / 1
v(A)= | — = —— | det VI'(z)|dzx.
“ /\B1| T-1(4) |Bl|‘ .

Furthermore, since VT is upper triangular and its diagonal elements are nonnegative (see
Remark 1.4.15), it follows that det VT' > 0, hence

dx / 1
— =v(A) = ——det VI'(x) dzx.
Jrc T8 =20 = [ T VT
Since A C Bj is arbitrary, we obtain

det VT B i
| B1| |E|

inside E.

3. Note that, since the matrix VT is upper-triangular (see Remark 1.4.15), its determinant
is given by the product of its diagonal elements. Hence

=

d 1 d d é
divT(z) = Z 0iTi(x) =d <d Z 5’sz($)> >d (H @E(a?)) =d(det VT'(z))“,
=1 =1 =1

where the inequality follows from the fact that the arithmetic mean of the nonnegative
numbers 0;T;(x) is greater than the geometric one.

O]

Proof of Theorem 1.5.1. Thanks to the properties in Proposition 1.5.2, denoting by vg the outer
unit normal to OF, and by do the surface measure on JF, we have

1.
Area(aE):/ ldUZ/ \T!dUZ/ T-vgdo
OF OF OF
1
3. 1 B d _
L/didexz d/(detVT)dda:i d/ (‘”) do = d|By|i| BT,
E E e\ |E|

where the equality in { follows from Stokes’ Theorem. O

1.6 A Jacobian equation for transport maps

Let T : RY — R be a smooth diffeomorphism with det VI > 0, and assume that Ty (f dx) =
gdy, where f and g are probability densities.

First of all, by the definition of push-forward measure, for any bounded Borel function
¢ :R% - R we have

C(y)g(y) dyz/ C(T(z)) f(z) d.
R4 R4

12



On the other hand, using the change of variables y = T'(x) we have dy = det VT'(z) dx, therefore

Cwgdy= [ (T@)a(T@) det V(@) do.
Comparing the two equations above, since ( is arbitrary we deduce that T" satisfies
9(T(x)) det VT (z) = f(x).

Note that the transport maps we are going to construct in the next sections (and also the
Knothe’s map we have just studied) are not smooth diffeomorphisms in general, thus proving
that the validity (in a suitable sense) of this Jacobian equation would require some additional
work.

13



2 Optimal Transport

This section contains what is usually considered to be the core of optimal transport theory: the
solution of Kantorovich’s problem for general costs (i.e., the existence of an optimal transport
plan), the duality theory, and the solution of Monge’s problem (i.e., the existence of an optimal
transport map) for suitable costs. We will also present a couple of classical applications of the
theory: the polar decomposition, and an application to the Euler equations of fluid-dynamics.

In order to pursue our plan we will need some preliminaries in measure theory; hence we
shall devote the first subsection to these preliminaries.

2.1 Preliminaries in measure theory

In this section, X will be a locally compact, separable and complete metric space. Again, the
model case is X = R?. Every measure here will be in P(X) (i.e., a probability measure).

Remark 2.1.1. The assumptions in this book are far from being sharp, as our goal is to
emphasize the main ideas of the theory. In particular, the existence of optimal transport plans
(Theorem 2.3.2) and the duality theorem (Theorem 2.6.6) hold in arbitrary separable metric
spaces. The interested reader may look at [AGS08, Chapters 5.1-5.4 and 6.1].

Remark 2.1.2. By the Riesz representation Theorem (see [BBP16, Theorem 7.7]) we have the
following equalities (recall that, given a Banach space &, the notation £* denotes its dual):

M(X) = {finite signed measures on X}
>~ C.(X)* := {continuous compactly supported functions}*

=~ Cp(X)* = {continuous functions vanishing at co}*.

Remark 2.1.3. Note that C.(X) is not closed if X is not compact. E.g., for X = R, if
¥n : R — [0, 1] are continuous functions such that ¢, (z) = 1 for x € [-n,n] and ¥, (x) = 0 for
x & [-n — 1,n + 1], then the sequence of functions

fala) = s tne),

converges towards f(x) = H% ¢ C.(R).

Let (ur)ren be a sequence of probability measures. Then p(X) = 1 and therefore the whole
sequence (L )ken is uniformly bounded in M(X). Thus, thanks to Banach-Alaoglu’s Theorem,
there exists a subsequence (px;)jen that weakly-+ converges to a measure p € M(X):

fig;, = € M(X),

i.e.,

/tpd,ukj—>/g0du for any ¢ € C.(X).
b's X

Note that, since ug > 0 (by assumption) we have that g > 0. On the other hand, even if py
are all probability measures, © may not be a probability measure, as shown in the following
example.

Example 2.1.4. Let X =R and py = i for k € Z. Then, for any ¢ € C.(R),
/ pd, = (k) 2% 0.
R

Hence g, — 0. This shows that, in general, the weak-* limit of probability measures may not
be a probability measure.
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To resolve that issue, we need to introduce a stronger notion of convergence.

Definition 2.1.5. Let Cy(X) be the set of continuous bounded functions. We say that py
converges to p narrowly if

/wduk%/cpdu for any ¢ € Cy(X).
X X

We denote this convergence by up — (.

Remark 2.1.6. The narrow convergence is particularly useful in our context, as it guarantees
that limits of probability measures are still probability measures. Indeed, assume that u; €
P(X) and g — p. Then, taking ¢ =1 yields

Mk(X)—/deﬂk—)/deﬂ—M(X)'

Hence 1 € P(X).
Example 2.1.7. Take X = R? and p, = (1—%)50%—%5% for some x;, € R%. Then, if ¢ € Cy(RY),
we have

[edm= (1= 1))+ o) 22 p0),

SO tE — 1= dp.

The difference with respect to the case when pj, — g is that, in the weak-* convergence,
some mass of uj may escape to co. To avoid this, one needs to guarantee that almost all the
mass of pg remain in a fixed compact set. This motivates the following:

Definition 2.1.8. Let A C P(X) be a family of probability measures. We say that A is tight
if for any € > 0 there exists a compact set K. C X such that u(X \ K;) < ¢ for any p € A.

We are going to see that the tightness of a family is equivalent to its compactness with
respect to the narrow topology. But before proving such a result, let us present the following
fundamental lemma regarding the exhaustion of a measure by compact sets and compactly
supported functions.

Lemma 2.1.9. Given a probability measure p € P(X), the following statements hold:
(a) For any e > 0, there is a compact set K. C X such that p(K.) > 1 —e.
(b) For any e > 0, there is n. € Co(X) with 0 < n. <1 such that [nedu>1—c¢.

Proof. (a) Since X is separable, there is a countable sequence of points (x,),en that is dense
in X. Hence, for any r > 0, we have

U B(zp,r)=X.
neN

Therefore, given € > 0, for any k € N there exists nj . € N such that

p( U Bk D) z1-. (2.1)

1<n<ny, .

Let us consider the subset K. C X defined as

K.:=() |J Blkl). (2.2)

keN1<n<ng .
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Being the intersection of finite unions of closed balls, K. is closed. Also, by construction,
the set K. is also totally bounded. Hence, since X is complete, we deduce that K. is
compact [Wil70, Theorem 39.9]. Finally, (2.1) implies that

WK< Sn(x0 U Bl k) <Y 5 -

keN 1<n<ng . keN
thus u(K:) > 1 — ¢, as desired.

(b) Let K. be the compact set provided by the previous step. Since X is locally compact,
there exists a compact set H. such that K. C }OIE. Thus, Tietze’s extension Theorem
[Wil70, p. 15.8] guarantees the existence of a function 7. € C'(X) such that n. =1 in K,
Ne = 0in X \ He, and 0 < 5. < 1. This function satisfies all the requirements in the
statement.

O

Remark 2.1.10. Notice that (a) of Lemma 2.1.9 implies that the singleton {u} constitutes a
tight family.

We are now ready to prove that tightness is a necessary and sufficient condition for com-
pactness with respect to the narrow convergence.

Theorem 2.1.11 (Prokhorov). A family A C P(X) is tight if and only if A is relatively compact
for the narrow convergence, i.e., for any sequence (ux)ken C A there exists a subsequence
(tk;)jen and a probability measure p € P(X) such that

My — -

Proof. We prove only the implication “tightness implies compactness” (see Remark 2.1.12 be-
low); for the other implication, we refer the interested reader to the proof of [Bog07, Theorem
8.6.2].

Since the family is tight, there is a sequence of compact sets (Kp,)nen such that

wWX\K,) <n! VwpeA (2.3)

Since the space X is locally compact, up to enlarging inductively each compact set, we may
assume K, C Io(nﬂ for any n € N.

Given a sequence (uk)ren C A, by Banach-Alaoglu’s Theorem the restricted measures
k| Kn4 converge weakly-x, up to subsequence, to a measure /,L(”) € A#(X). Therefore, by a
diagonal argument, there exists a subsequence {k;};en such that

sl = p"M e (X)) VYneN (2.4)

Note that p(™ vanishes outside K,, and u(™(X \ K,,) < m™! for any m € N (recall (2.3)).
Testing (2.4) against functions compactly supported in Kn, we deduce that ,u,(”H)‘

u(”)]K . By construction we have x> 4(") and thus

ji = sup
neN

is a well-defined measure satisfying (X \ K,) < n~! and Al = ,u(")| . for every n € N.

Kn
Therefore, recalling (2.4), we have

i, = B, YneN.

“That is, pk| e (E) = pe(E N Ky) for any £ C X Borel.
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Since K, is the subset of a compact set (that is K, ), the latter weak-* convergence is equivalent
to the narrow convergence

Thus, recalling that ,u(”) (X\Kp) <ntand ((X\ K,) <n ! and K,,_1 C Io(n, it follows
from (2.5) that, for any ¢ € Cy(X),

limsup’/ o dug; —/ c,odﬂ’
Jj—00 X X

[ edu|+ ][ an
X\Kn X\Kn

= limsup [¢l| o (n = 1) 7" + [@llo(n = 1)~ = 0.
n—oo

< lim sup lim sup +

n—0o0 Jj—o0

+/‘Pdﬂk~° —/wdua’
'X ik, . ra

Since ¢ is arbitrary, we have shown that ux — fi narrowly and in particular i € P(X).
O

Remark 2.1.12. For us, the important implication will be that a tight family is relatively
compact with respect to the narrow convergence.

In the next lemma we show that if a sequence of probability measures converges weakly-x*
to a probability measure (so, we are assuming that the limit has still mass 1), then in fact the
convergence is narrow.

Lemma 2.1.13 (weak-* convergence + mass conservation = narrow convergence). Let (u)ren C
P(X), and assume that jy, = p for some p € P(X). Then the family {u, : k € N} is tight and
P — M-
Proof. Choose € > 0. Thanks to Lemma 2.1.9 there is a compactly supported function 7. €
C(X) such that 0 <n. <1 and
/ Nedpu >1—e¢.
X

Since py — p and 7. € C.(X), we have

/nad,uk—>/n5d,u21—5 as k — oo.
X X

Therefore there exists k. such that, for any k& > k.,

i (supp(n:)) > / Do dji > 1 — 2.
X

Also, for each k < k., applying Lemma 2.1.9 again, we can find a compact set K., such that
Uk(Ks,k) Z 1— 2e.

Set K, = supp(n:) U UZE:l K. },. Since it is a finite union of compact sets, K. is compact and
it holds ,uk(ffs) > 1—2¢ for all k € N (or equivalently p(X \ KE) < 2¢), thus the family
{ur : k € N} is tight.

Hence, given any subsequence py;, Theorem 2.1.11 implies the existence of a subsequence

fk;, such that py, — v € P(X). On the other hand, since py, — p, we also have Ikj, Ao
Therefore, for any ¢ € C.(X) we have

/(pdu<—/g0dukjé—>/g0d,u.
X X X
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The arbitrariness of ¢ implies that u = v.

In other words, we proved that for any narrowly converging subsequence of g, the limit is
independent of the choice of the subsequence and coincides with g. This implies that the whole
sequence ug narrowly converges to u, as desired. O

The next result shows the lower semicontinuity of the map p — [ ¢ dp under weak-* con-
vergence, whenever the integrand ¢ is nonnegative and lower semicontinuous. Since the narrow
topology is stronger than the weak-* topology (i.e., narrow convergence implies weak-* conver-
gence), this result implies also the lower semicontinuity of the map p — [ ¢ du under narrow
convergence.

Lemma 2.1.14 (lower semicontinuity of integrals). Let puy Ao, and let o2 X — [0, 4+00] be a
lower semicontinuous function.® Then

liminf/ gpd,ukZ/ pdu.
k—o00 X X

Proof. If ¢ = 400 then the statement is trivial, hence we assume that this is not the case.
Given A > 0, define

pa(r) = yig)f({sO(y) + Ad(z,y)},

where d : X x X — R denotes the distance function on X.
We claim that the functions ¢) satisfy the following properties:

(a)
(b)
()

If A < )\ then o) < oy < ¢
)y is A-Lipschitz;

For each z € X it holds py(x) /' () as A — oo.

Let us prove the mentioned properties.

(a)

(b)

For any y € X we have py(z) < p(y) + Ad(x,y) < o(y) + N d(x,y). Taking the infimum
over y € X shows that ¢y < . Also, taking y = z in the definition of )/ proves that

ox < p.

Let z,2' € X. Then, by the triangle inequality,
ea(@) < p(y) +Ad(2',y) < o(y) + Ad(z,y) + Ad(z,2")  VyeX.

Taking the infimum over y yields py(2') < pa(z) + Ad(z,2’). Since the argument is
symmetric in z and 2/, this proves that

loa(z) — oa(@)] < Xd(z, 2").

Fix z € X. Since ¢ is lower semicontinuous, for all € > 0 there exists a § > 0 such that
¢(y) > min {p(z) —¢,1} for all y € X with d(z,y) < 6.5 Thus, recalling that ¢ > 0, we
have

p(y) + Ad(z,y) > min {p(z) —e,} ifd(z,y) <0

o(y) + Xd(x,y) > A6 if d(z,y) >4

5Recall that a function © is lower semicontinuous if liminfx_, o @(xr) > @(x) as xx — =.
5Indeed, we know that liminfy_. .o @(zr) > @(z) if zr, — . Hence:
- If ¢(x) € R, then for any € > 0 there exists § > 0 such that p(y) > ¢(z) — ¢ for d(z,y) <.
- If () = 400, then for any £ > 0 there exists § > 0 such that ¢(y) > 1 for d(z,y) < 4.
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from which it follows that

@x(x) > min {cp(:r) — ¢, i,)\é}.

Letting A — oo, this implies that liminfy . @x(z) > min{p(z) — ,1}. Since ¢ is

— 3
arbitrary, this proves that liminfy . pa(x) > ¢(x). Because (a) yields the converse
inequality, we conclude that

lim ¢y () = ¢(x).

A—00

Note that since ¢ > 0, we have ¢y > 0. Consider the family of compactly supported functions
(ne)e>0 constructed in Lemma 2.1.9. We may assume that 71 < 11 for any ¢ € N, and
T i+1

therefore n1 1 p-almost everywhere as i — co. Then, we define

bi(x) = @i(x) n1(2).

Note that 9; is continuous and compactly supported. Thus, given that 1; < ¢ (by property (a)
above, since 1; < ¢;), by the weak-* convergence of ux to u we get

/wid,u,— lim / wid,ukgliminf/ wdug.
X k—o00 X k—o00 X

Since Y; 7 ¢ p-almost everywhere, we conclude by monotone convergence:

/gpd,u: lim/wid,ugliminf/ wdpy.
X 1—>00 X k—o00 X

2.2 Monge vs. Kantorovich

Fix pe P(X), v € P(Y), and c¢: X xY — [0,+00] lower semicontinuous. The Monge and the
Kantorovich’s problems can be stated as follows (recall Definition 1.4.3):

Cr(p,v) == inf { /X c(z, T(z))dp(x) | Tup = l/} . (M)

Ck(p,v) = inf{/XXy c(z,y)dy(z,y) | v € F(uﬂ/)}- (K)

In other words, Monge’s problem (M) consists in minimizing the transportation cost among
all transport maps, while Kantorovich’s problem (K) consists in minimizing the transportation
cost among all couplings.

Remark 2.2.1. Recall that if Typ = v, then yp == (Id x T)xp € I'(p, v). Also
[ o T@)duta) = [ coaxD@yduta) = [ clap)drriey).

XxY

In other words, any transport map 7" induces a coupling vz with the same cost. Thanks to this
fact, we deduce that

CM(:U”V) ZCK(/‘vy)'

Remark 2.2.2. Let v € I'(1,v) and assume that v = (Id x S)xp for some map S : X — Y.
Then

v=(my)gy = (my)g(Id x S)gpp = (ry o (Id x §))pp = Syp,

thus S is a transport map from u to v. In other words, if we have a coupling with the structure
of a graph, this yields a transport map.
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2.3 Existence of an optimal coupling

Lemma 2.3.1. The set I'(u,v) C P(X xY) is tight and closed under narrow convergence.
Proof. We split the proof in two steps: we first prove tightness and then closedness.

e I'(u,v) is tight. Thanks to Lemma 2.1.9, for all € > 0, there exists a set K. C X such that
w(X \ Kc) < 5. Analogously for v, there exists a set K. C Y such that v(Y \ K.) <

Define the compact set K. .= K. x K. C X x Y. Then, for any v € ['(i, v), we have

V(X X Y)\ Ke) =7((X \ K:) x Y UX x (Y \ Ke))
(

(X \E:) X Y) +7(X x (Y| K.))

IN
2

Il
S

Lo @ dreg) + [ 1y W) di(ey)
XxY XxY

ey (2) (o) + [ 15 (0) ()
(X\K>+mY\Ka
+

I
o

IA
oo =

Thus I'(u, v) is tight.

o I'(u,v) is closed under narrow convergence. Take a sequence (7Vi)keny C I'(u,v), and
assume that v, — v € P(X x Y). Then, for any ¢ € Cy(X) we have

/w(:v)du(x)—/ o(x) dyg(z,y) — o(z) dy(z,y),
X XxY XXY

hence (7x)x7v = p. Analogously (my)xvy = v.
O

Theorem 2.3.2. Let c: X XY — [0,400] be lower semicontinuous, p € P(X), and v € P(Y).
Then there exists a coupling 7y € I'(u,v) which is a minimizer for (K).

Proof. Without loss of generality a = inf,cp(,,.) Jxwy cdy < 400 (if infer(u.) Jxwy cdy =
+00, then the statement is trivial since every v € I'(u, ) is a minimizer).
Let (yx)keny C I'(i, v) be a minimizing sequence, namely

/ cdy, — « as k — oo.
XxY

Since {yx} C I'(u,v) is tight, by Theorem 2.1.11 there exists a subsequence (7x;)jen such that
Yk; — 7- Since c is nonnegative and lower semicontinuous, it follows from Lemma 2.1.14 that

inf / cdy =a =lim mf/ cdyg, > / cdy.
Vel (1v) J X <Y j=oo JXxy XxY

Since 7 € I'(u,v) (thanks to Lemma 2.3.1), we clearly have [y, ¢dy > a. This proves that
Jx«y €7 = «, thus ¥ is a minimizer. O

In other words, under very general assumptions on the cost function, an optimal coupling
always exists.

Remark 2.3.3. Note that, up to replacing c(x,y) with ¢(x,y) + C for some constant C' € R,
all results proved in this book still hold for costs ¢ bounded from below.
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The natural questions that now arise are the following:
1. Is the minimizer ~ unique?
2. Is it given by a transport map?
In order to get an intuition on these two important questions, let us consider two examples.

Example 2.3.4. Let y = 05, and v = %5% + %5y1. Then there exists a unique element in
['(u,v), given by the coupling v := %5(960,1/0) + %5(
cost), but it is not induced by a transport map.

wo1)- S0 the minimizer is unique (for every

Example 2.3.5. Let X =Y =R2 let ¢(z,y) = |x — y|?, consider the points in R? given by
Ty = (O)O)u T = (1’ 1)7 Y1 = (170)7 Y2 = (07 1)7

and define the measures

1 1 1 1
n= 551‘1 + 569627 V= 56241 + iéyz'

In this case the set of all couplings from p to v is obtained by sending an amount a € [O, %]

from x1 to y1, the remaining amount % — « from z1 to y2, then an amount 8 € [0, %] from w9

to yo, and finally the remaining amoun % — B from zo to y1.
In other words, the set I'(u, v) is given by:

1 1 1
Yo, = a5(x1,y1) + (2 - a> 5(x1,y2) + <2 - 6) 5(12,3,11) + 55(12,242): «, 6 € |:07 2:| .

Note that, for all o, 8 € [0, %],

1 1
[t =aler=nP (5= a )=l (5 8)low -+ Blea -l = 1.
XxY

Hence all couplings v, 3 are optimal, ruling out the uniqueness of the optimal plan without
further assumptions.

2.4 c-cyclical monotonicity

Let us recall the definition of support of a measure.
Definition 2.4.1. Given a measure u € M(X), its support is defined as
supp(p) == {x € X | Ve > 0: u(B:(x)) > 0}.

We want to investigate the properties of the support of an optimal coupling.
Given an optimal coupling ¥ € T'(u1, ) with finite cost (i.e., [y, cdy = infer(u) Jxwy cdy <
+00), its support is

supp(y) = {(z,y) € X x Y [Ve > 0: ¥(B:(z) x B:(y)) > 0}.

So, morally speaking, a pair of points (z,y) belongs to the support if some mass goes from x
to y.
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To understand how to exploit the optimality of 74, suppose for instance that (z;,v;)i=1,2,3 €
supp(%). This means that 4 sends mass from z; to y;. Now, consider another transport plan
which takes the mass from zs to y1, from x3 to y2, and from z; to ys. Since 7 is optimal, this
“re-shuffling” must increase the cost, i.e.,

3 3
ZC(Cﬂiﬂ,yz § c xuyz
i=1 =1

where we set x4 = 21.7 Since this property needs to hold for any collection of points in the
support of 4, this motivates the following definition:

Definition 2.4.2. A set A C X xY is said to be c-cyclically monotone if for any finite sequence
(i, Yi)i=1,... v C A, the following holds:

N N
E c(xi,yi) < 5 c(Tiz1,vi),
i=1 =1

where 11 = 1.

The above discussion suggests that optimality implies c-cyclically monotonicity. This is
indeed the case:

Theorem 2.4.3. Let ¥ be optimal and c: X XY — R continuous. Then supp(¥) is c-cyclically
monotone.

Remark 2.4.4. We will show later that the above statement is an if and only if, see Theo-
rem 2.6.3.

Proof. By contradiction, suppose supp(7) is not c-cyclically monotone. Then there exist n > 0
and N pairs of points (z1,%1), ..., (N, yn) € supp(¥) such that

N
Z C(l‘i, yz Z C\Ti+1, y’L +n. (2'6)

Since ¢ is continuous, there exist open neighbourhoods z; € U; C X and y; € V; C Y such that

e(ay) — cleiy) < o V(@y) €Uix Vi (2.7)
and 0
le(@,y) — (@i, 45)| < AN V(2,y) € Uit1 x Vi. (2.8)

Set €; :== 3(U; x V;). Note that all ¢; are positive, since (x;,y;) belong to the support of 7.

Now set € = min;—1,_ n¢&; and® ~; = W‘Ugixv € P(X xY). Then we define the measures
Wi = (Tx)4vi € P(X) and v; = (my )47 € P(Y), and we set

N
€
+N;Mz’+1®l/¢-
1=

=]
i1
=2

"Of course this argument is not rigorous, since the points (23, y:) may have zero mass for 7. However, as we
shall see later, one can make this argument rigorous by considering some small neighborhoods of (z;,y:).

8Here we are using the notation 7|4 to denote the restriction of the measure 7 to the set A: namely, for any
Borel set E C X, 3|a(E) =5(ANE)).
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Let us show that 4" > 0. Since € < ¢;, we have

\2\
v
=Y
|
=K
M=
=2
I
Y
2 —
2

N
Il
—

gw
—Y|U; xV;
EZ 1 1

Let us also check that 7' € T'(u, v). Since (7x )47 = p, (WX)#% = pj, and (7x)x (i1 Q@ vy) =
Li+1, we have

v
2
|
21
S
2\

@
Il
._.

2|~

N N
(WX) Z Z Hi41 = M.

Analogously (my )4y = v.

It remains only to prove [ XxY cdy' < [ xxy Cd7 because this yields the sought contradiction,
since 4 was assumed to be optimal. Note that, since p; € P(X) is supported inside U; and
v; € P(Y) is supported inside V;, it follows from (2.8) that

/ c@wmmﬁmmw:/’ () d(jiign © 17)
XxY

Uit1xV;

< c(zit1,Yi) + ]d(ﬂ+1®V)
/Ui+1><Vi|: i i AN i (3

= c(Tiy1,¥i) + %
Analogously, since «; € P(X x Y') is supported inside U; x V;,

n
Cd%':/ Cd%‘Z/ [C Ty Yi) — :|d’)/z—cmuyz - .
/XXY U; xV; U; xV; ( ) 4N < ) 4N

Then, recalling (2.6), we get

N
5
cd’y—/ cdy = — {/ cdfyi—/ Cdﬂil@l/i]
/X><Y XxY N; XxY XxY (b )
€ al n n
> N EZ: [C(Sﬂmyz‘) AN (C(xz‘ﬂ,yz) + 4Nﬂ

1

(2

N
€ 5
ZN ;[ (i yi) — c(Tit1, yi)] — Ng
€ en  en
> _—p——2 =1
=N N2 T N2 Y
a contradiction that concludes the proof. ]
2.5 The case c(z,y) = |x_2y|2 on X =Y =R?
_ v _ d |z— | |z Iy
Let X =Y =R% and ¢(z,y) = . Also, assume that [pq %5 dp + [pa % dv < +oo. Let

v € I'(u,v), then

2 2 2
r—y T Y
/ Iz~ 5 | dv(:c,y)z/ (’2‘ +‘2’ —x-y>dv
R4 xR4 R4 x R4
2 2
x
:/ ‘2’d +/ ‘%’d%—/ —x-ydy.
R4 R4 RY xRd
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Since the first two terms in the last expression are independent of v, we deduce that v is optimal

2
for the cost c(x,y) = % if and only if it is optimal for the cost c¢(z,y) = —z - y.

Hence, in the next section we shall work with the cost function ¢(x,y) = —z-y, as it simplifies
several definitions and computations.

2.5.1 Cyclical monotonicity and Rockafellar’s Theorem

In the case ¢(z,y) = —z -y, the condition

(i, yi) < ZC(%‘H,%‘)

i=1 =1
is equivalent to
N
D i wip1 — i) <0,
i=1
where (-, -) = - is the canonical scalar product? on R?, and by convention z 41 = 21. Any subset

of R% x RY satisfying this last property (for any family of points (21,%1), (z2,¥2), ..., (N, yN)
contained in such set) is called a cyclically monotone set.

The goal of this section is to characterize cyclical monotonicity in terms of subdifferential
of convex functions. We first recall the definition.

Definition 2.5.1. Given : RY — RU {400} convex, we define the subdifferential of ¢ as
dp(x) = {y e RY|Vz € R?: (2) > p(x) + (y, 2 — 2) }.
Also, we define 9y = |J,cpa{z} x dp(z) C R? x RY.

Theorem 2.5.2 (Rockafellar). A set S C R? x R? is cyclically monotone if and only if there
exists a convex function ¢ : RT — RU {400} such that S C Dp.

Proof. First we show that if such a convex function exists then the set S has to be cyclically
monotone. The converse implication will then by proved constructing ¢ explicitly.

< Assume that S C Jyp, and take a finite set of points (x;,;)i=1,... v C S C Op. Then, for
each ¢ we have that y; € 0p(x;), and therefore

©(2) = () + (Yi, 2 — 74) for any z € R%.
In particular, choosing z = x;11 we obtain
o(wiv1) > o(yi) + (Yi, Tig1 — T4i),

and summing over i (where we adopt the convention N + 1 = 1) yields

N N N
> @) =D elw) + > (yi wir1 — xi).
i=1 i=1 i=1

Since the two summands containing ¢ are equal, this implies that

N
0> Z<yi7xi+1 —Z;).
i1

9Throughout this book, we shall use both notation (-,-) and - indistinguishably.

24



= Fix (20,%0) € S and define

o(z) = ]Svup{<yN7$ —aN) + (Yn—1, TN — TN—1) + - + (Yo, 21 — o) | (%, Yi)i=1,...N C S}.
>1

Note that:
(i) ¢ is a supremum of affine functions, thus it is convex.
(ii) Choosing N =1 and (z1,y1) = (w0, zo) yields
() = (yo, = — zo),
and in particular ¢(xg) > 0.
(ili) For any (x4, ¥i)i=1,..~ C S, because of cyclic monotonicity, we have
(yn, o — zN) + -+ + (Yo, 71 — 0) < 0.

Hence ¢(z9) < 0, that combined with (ii) implies that ¢(xg) = 0. In particular
© # +00.

We now prove that S C dp.

Take (z,y) € S and let a < ¢(Z). Then, by the definition of ¢, there exist N > 1 and a
sequence (x;,¥;)i=1,...n such that

(YN, T —xN) + -+ (Yo, 21 — x0) > av. (2.10)

Consider now the sequence (z;,¥;)i=1,..nN+1 obtained by taking (zni1,yn+1) = (Z,7).
Since this new sequence is admissible in the definition of ¢, using (2.10) we deduce that,
for any z € R?,

=% =i
—— —— _ _
©(2) > (Yn+1,2 = TN41) + (YN TNy —2ZN) + -+ (Yo, 71 — T0) > (¥, 2 — T) + a.

=y
Letting o — (%), this shows that ¢(z) > (7, z — &) 4+ ¢(&) for all z € R?, thus § € O¢(Z)
(or equivalently (Z,y) € dyp), as desired.

d

2.5.2 Kantorovich Duality

With the use of the Legendre transform, we now want to find a dual problem to the Kantorovich’s
problem. We shall do this in a constructive way. However, the reader familiar with convex
optimization will not be surprised: since Kantorovich’s problem is a linear minimization with
convex constraints, it admits a dual problem by “abstract convex analysis” (see Remark 2.6.8).

Definition 2.5.3. Given ¢: RY — RU{+o0} convex (with ¢ # +00), one defines the Legendre
transform of o,
©*: RY - RU {+oc},

as

©"(y) = sup{z -y — p(x)}.
zERI

Proposition 2.5.4. The following properties hold:

(a) p(z) +¢*(y) 2 x -y for all z,y € RY;
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(b) o(z) +¢*(y) = z -y if and only if y € Op(z).
Proof. As we shall see, both properties follow easily from our definitions.

(a) For any x € R%, it follows by the definition of ¢* that p*(y) > z -y — @(z), or equivalently
e (y) +olr) = -y

(b) = Assume that ¢(z) + ¢*(y) = = - y. By (a) we have
P y) >z y—p(z) VzeR:
Since x -y — p(x) = ¢*(y), this implies that
p(z) 2 p(z) + {y,z—2)  YzeR,

thus y € 0p(z).
< If y € 9p(x), then for any z € R? we have p(z) > () + (y,z — x), or equivalently

x-y—px)>z-y—@(2) VzeR%
By taking the supremum over z € R? we get
z-y— ) = ¢ (y),
and by (a) we obtain equality.

O]

In the next theorem, we prove the so-called Kantorovich duality. Note that the existence
of an optimal coupling for the cost function ¢(z,y) = —x - y does not immediately follow from
our previous results, since we only proved existence of an optimal coupling for nonnegative

cost functions. However, we can use that the cost c¢(z,y) = —z - y is equivalent to the cost
2

d(z,y) = @ provided that [ @ du+ [ @ dv < 400 (see (2.9)). In addition, noticing that

T — yl?
/ ‘2y’d(“®”)(l”y) §/ (Iz* + yI?) d(p ® v) (2, y)
R x R4 Rd xR
=/ va\Qdﬂ(az)Jr/ ly|? dv(y) < +oo,
R4 Rd

it follows that inf cp(,.) [y € dy < 400 (recall that p®@ v € I'(u,v)).
Hence, we can apply Theorem 2.3.2 to obtain the existence of an optimal coupling for the
cost ¢/, and then use that this coupling is also optimal for our cost c.

Theorem 2.5.5 (Kantorovich duality). Assume that
[ el du@)+ [l dvty) <+
R4 R
Then, for any v € T'(p,v) and @,¢: R — RU {400} measurable, it holds

min [ aeydren) = mes [ @+ [ o))

Y€l (1,v) () +(y) >y
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Proof. Consider ¢,¢: R — RU {+o0} such that
(@) +(y) >z-y  Va,yeR™

Integrating this inequality with respect to an arbitrary coupling v € I'(u, v) yields!”

/ o ydy(zy) > / —pla) dr () + / () dy(zy)
R x R4 R4 x R4 RIx R4 (2.11)

_ /R () due) + /R ) dv(y).

Note that the left-hand side does not depend on ¢ and %, and the right-hand side does not
depend on ~. Thus

inf / Ceoydy(ey) > sup /—w(w)dﬂ(w)Jr Y dvly).  (2.12)
el (p,v) JRAxRE p(@)+y(y)>zy J RE R4

On the other hand, let 4 € I'(u, v) be optimal. Theorem 2.4.3 implies that supp(¥) is cyclically
monotone, and so Theorem 2.5.2 yields the existence of a convex map ¢: R? — RU {400} such
that supp(y) C dyp, that is, y € dp(z) for any (z,y) € supp(7). Thanks to Proposition 2.5.4,
this implies that ¢(x) 4+ ¢*(y) = x - y for §-almost every (z,y). Thus we have

/Rded —z-ydy(z,y) = /Rd —p(z) dy(z,y) + /d —*(y) dy(x,y)

R

:/Rd —o(2) du(x)+/ —¢"(y) dv(y).

R4
Hence the triple (7, ¢, ¢*) gives equality in equation (2.11). O

Remark 2.5.6. In the proof above, the optimality of 7 is only used to deduce that supp(y) C dp
for some convex function ¢. Hence, the proof actually shows that if supp(¥) C dp with ¢ convex,

then
/ —x-yd*_y:/ —gpdu+/ —* dv.
R4xRd Rd R4

'"Here there is a subtle point: to apply Fubini’s Theorem and say that [,,, .4 ¢(z)dy(z,y) = [a o(@) du(z),

one would need to make sure that ¢ is integrable (and analogously for ). Hence, to justify this identity, we
2 2
argue as follows: since p(z) +¥(y) >z -y > —% — %, it means that

|

2

2
er(y)JrM >0 Va,yeR%

w(x) + 2

Choosing two points o, yo € R? where ¢ and 1 are respectively finite (if these points do not exist it means that
® = 400 or P = 400, and then (2.11) is trivially true), this implies that

2 2 2 2
x T
BE s gm0 - 0 v, )= g + U > 0= —pe0) - 1220
Now, since ® + Cp and ¥ 4+ (' are nonnegative, we can monotonically approximate them with the Borel and
bounded functions ®; := min{® + Co, k} and U) := min{V + C1,k}, k € N. Then, applying the definition of
coupling to @5 and ¥y, (see Definition 1.4.3) and letting k¥ — oo, by monotone convergence we get

O(x) == p(x) + Vy.

/]Rd y (<I>(:c) + Co) dvy(z,y) = / ((I)(ac) + Co) du(zx), /Rdx]Rd (\I’(y) + Cl) dvy(z,y) = / (\I/(y) + Cl) dv(y).

R4 R4

Finally, since [ |z|°dy = [|z|?dp < +oo0 and [ |y]*dy = [|y|*dv < 400, we can subtract @ + Co (resp.

2
WTl + C1) from the equation above to deduce that

/}Rded w(z) dy(z,y) = /Rd o(z) du(z), /RdXRd U(y) dy(z,y) = /Rd W(y) dv(y).
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Since the right-hand side is bounded from above by inf,cp(,,.) [ —z - ydv (thanks to (2.11)),
we conclude that

/ —x-ydy < inf /—:L“-yd%
R4 x R4 YET (1,v)

thus 4 is optimal. So we proved the implication
supp(y) C d¢ with ¢ convex = 7 is optimal.

As a consequence of this remark, together with Theorems 2.4.3 and 2.5.2, we obtain the
following:

Corollary 2.5.7. Let c(z,y) = % (or equivalently c(xz,y) = —x -y). The following are
equivalent:

- 7 is optimal;
- supp(7y) is cyclically monotone;
- there exists a convex map ¢ : R — RU {+00} such that supp(y) C 0.

Remark 2.5.8. These equivalences are particularly useful when proving that a certain transport
map is optimal. Indeed, given a transport map 7" from pu to v, yp := (Id x T')xp is optimal
if and only if there exists a convex map ¢ such that supp(yr) C Op (recall Remark 2.2.1).
Recalling the definition of dy, this is equivalent to asking that

T(x) € 0p(z) for p-a.e. . (2.13)

In particular, given a convex function ¢ and a measure p € P(R?), assume that ¢ is differentiable
p-a.e. Then the map T = V¢ is well defined p-a.e., and we can consider the measure v =
(Vp)pp. Since 0¢(z) = {Vo(x)} at every differentiability point of ¢, the above optimality
condition (2.13) is trivially satisfied and therefore

V¢ is an optimal map from p onto v = (V).

2.5.3 Brenier’s Theorem
We are now ready to state and prove a cornerstone of the optimal transport theory [Bre87].

Theorem 2.5.9 (Brenier’s Theorem). Let X =Y = R? and c(z,y) = @ (or equivalently

c(x,y) = —x -y). Suppose that
[ JaPdt [y < +oc
R R4

and that p < dx (i.e., p is absolutely continuous with respect to the Lebesque measure). Then
there exists a unique optimal plan 5. In addition, ¥ = (Id x T')xp and T = V¢ for some convex
function .

Proof. The proof takes four steps: Steps 1-3 for the existence, and Step 4 for the uniqueness.

1. Note that the cost c(z,y) = % is nonnegative and continuous. Also, taking y ® v €
I'(u,v) as coupling, we obtain

/ waﬁau®mgz/’ (12 + ) d(p © v)
RIxRE Rd xRd

= 2/ |ac]2du+2/ ly|dv < +oc.
R4 R4

Thus Theorem 2.3.2 ensures the existence of a nontrivial optimal transport plan 7.
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2. Since ¥ is optimal, we know from Corollary 2.5.7 that supp(y) C Jd¢ for some convex
¢: R? - RU{+oo}. Also, by Proposition 2.5.4,
e(x) +¢*(y)=z-y  ondyp,
where ¢*(y) = sup,epa{z -y — ¢(2)}. Therefore

o(r) +¢"(y) =x-y  on supp(7).

In particular (¢(z), p*(y)) is finite for §-a.e. (x,y), and thus ¢(x) is finite at p-a.e. point
x. Since p < dx, and convex functions are differentiable a.e. on the region where they
are finite (this follows by Alexandrov’s Theorem, see [Vil09, Theorem 14.25]), we deduce
that ¢ is differentiable p-a.e.

3. Let A C R?, with u(A) = 0, be such that ¢ is differentiable everywhere in R?\ A.
Fix # € R?\ A and suppose that (zZ,¥) € supp(y) C d¢. Then

o(z) + " (y) =7 -7,
)+ @) 225 VzeRY
which implies that
D:(2) = ¢(z) — (x) — (g,z —x) >0, with equality at z = Z.

Since ¢ is differentiable at Z, so is ®z. Hence, since ®z has a minimum at z, we deduce
that

0= V& (z) = V() — 7.
Therefore, we proved that
y = Ve(z) for all Z € R4\ A and (%,7) € supp(7),

or, in other words,
supp(7) N [(R?\ A) x RY) C graph(V).

Since J(A x RY) = ju(A) = 0, this proves that
(5,9) = (2,V() e (2.14)
Thus, for any function F € Cy,(R? x R?) we have

2.14
/ Fla,y) dy(z,y) 2" F(a, Vi(z)) d5(z, y)
Rd xRd R4 xRd

= [ F(a, V(@) du(x)
Rd

_ / F(z,y) d((1d x V) gp)(z,y),
R xR4

hence ¥ = (Id x V)4 u, as desired.

4. We now prove uniqueness. Assume that 71 and 2 are optimal. By linearity of the problem
(and convexity of the constraints) also 2422 is optimal; indeed

T+ Y2 1 1 _
Lo temala(P52) =5 [ esPang [ e sPan
R4 xRd R4 xR4 R4 xRd
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and, for any ¥ € C,(R?), it holds

Y1 + Yo 1 _ 1 _
Jr ey = = Z = d
/R%Mf”)d( ! ) @y [ w@in= [

71 +’_Yz

thus (7[')()#(714—72) p1. Analogously (my)( ) =v.

71 +72

Hence, by Steps 2 and 3 applied to 71, 72, there exist three convex functions 1, @2, @

such that:

(i) 71 = (Id X V1)xp, thus (z,y) = (z, Ver(x)) n-a.e.;
(ii) J2 = (Id x Vp2)xpu, thus (z,y) = (z, Vipa(z)) Fo-a.e.;
(ili) 1372 = (Id x V@) gp, thus (z,y) = (z, Ve(z)) BE2-ae.

X

—~ o~

X

In particular, it follows by (iii) that (z,y) = (x, V@(z)) holds 4;1-a.e., that combined with
(i) yields

(2, Vor() = (5, V@) Trrae. = Voi(r) = V() pae.

where the implication follows from the fact that there is no dependence on y (so a relation
true 4i-a.e. is also true p-a.e.). Analogously, combining (ii) and (iii), we deduce that
Vo (x) = V@(z) holds for p-a.e x € R%. Thus Vi1 = Vg p-a.e., and therefore 7, = 7o,
as desired.

O
Corollary 2.5.10. Under the assumptions of Brenier’s Theorem (Theorem 2.5.9):

1. There exists a unique optimal transport map T : R® — R¢ such that Typ = v. Also,
T = Vo with ¢ : R4 = RU {+00} convez.

2. If Syp=v and S = V¢ p-a.e. for some ¢ : R? — RU{+o0} convez, then S is the unique
optimal transport map.

Proof. As we shall see, the proof is an immediate consequence of the previous results.

1. First of all, recall that the infimum in Monge’s problem is bounded from below by the
infimum in Kantorovich’s problem (see Remark 2.2.1):

inf |x — T(x)|*dp >  inf lz — y|2dy(z,y).
Typ=v JRd e (p,v) JRAXRA

Let ¢ be the convex function provided by Theorem 2.5.9, and set 7 := (Id x V) xu. With
this choice we have

/ & — V(o) Pdp = / @ — yPdy(z,y) = min / & — yPdr(z,y),
Rd RIdxR

vET (v

so T'= Vi is optimal.

We now show that the solution to the Monge problem is unique. Let 77 and 75 be
optimal for Monge. Then, it follows by the discussion above that vy; = (Id x T7)xp and
vy2 = (Id x Tp) 4 are optimal for Kantorovich. Because v; = 72 (by Theorem 2.5.9), we
conclude that 17 = T» p-a.e.

2. The optimality of S follows directly from Remark 2.5.8, while the uniqueness follows from
the first part of this corollary.
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O]

We conclude this section by proving that, whenever p and v are both absolutely continuous,
the optimal transport from p to v is invertible, and its inverse is given by the optimal transport
map from v to u.

Corollary 2.5.11. Under the assumptions of Brenier’s Theorem (Theorem 2.5.9), assume also
that v < dx. Let Vo be the optimal transport map from p to v, and let Vip be the optimal
transport map from v to u. Then Vi is invertible p-a.e., and its inverse is unique v-a.e. and
given by V.

Proof. By Brenier’s Theorem (Theorem 2.5.9), we have two convex maps ¢ and 1 such that
e Vy is an optimal transport map from u to v;
e V1 is an optimal transport map from v to u.

Hence

/ |z — Ve(z)Pdu = / |z — y[*d((Id x V) gp) = inf / |z — y[*dy
Rd Rd xR YEL (1,v) JRA xR

and (since the cost is symmetric in z and y)

/|vw<y>—y\2du= / & — yPd((Ve x Td)yr) = in / 1 — yPdy.
Rd R xRd R4 x R4

yel (p,v)

This implies that (Id x V)xu and (Vi) x Id)xv are both optimal, so they are equal. Thus, for
any test function F': R x R — R, we have

F(z,Vo(z)) du(z) = / F(z,y)d((1d X Vo)yp)(z,y)
R4 Rd xRd

- / F(x,y) d((Vi % 1d) ) (. y) = / F(V4(y), ) dv(y).
R4 x R4

R4

Choosing F(z,y) = |z — Vi (y)|?, this gives
[l = VoV auta) = [ [96() = Vo) vty =0

thus Vi o Vo = Id p-a.e. Similarly, choosing F(x,y) = |Vo(z) — y|?, we get Vi o Vi) =
v-a.e. O

Remark 2.5.12. Using the definition of Legendre transform, one can show that
ye€op(z) < xecdpi(y)

and that the map ¢ provided by the previous corollary actually coincides with ¢*. Since this
will never be used in this book, we shall not prove it, but the interested reader is encouraged
to try to prove this fact.
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2.5.4 An application to Euler equations

Let Q C R? be a bounded open set with smooth boundary, and let v be the outer unit normal
to 0Q2. The Euler equations describe the evolution on a time interval [0,7] of the velocity
v =v(t,r) € R? of an incompressible fluid. They are given by the following system:

v+ (v-V)v+Vp=0in Q (Euler equation)
div(v) =0 in 2 (Incompressibility condition)
v-v =0 on 0N (No-flux condition).

Here p = p(t,z) € R denotes the pressure of the fluid at time ¢ and position z.

The notation v - V denotes the differential operator Z?:l v Oz;. Hence, in coordinates

v=(v', - ,v%), one reads the Euler equation as

d
8tvi+20j8$jvi+3xip:0 Vi=1,....d
j=1

If v is smooth, then

jt/Q\v(t)P = jt/Qi:vi(t)Z ﬁ/@ivi&vi

——2/ quqﬂ(‘) ' —2/21}1&31

1,j=1

/Zvﬂa%( 1 )—2/21)8@%

1=

- [ (5er) + [ Lo (Se7)

=1 =1
d
—2/ Zviuip+2/zamivip
0% =1 Q=1

:—/ v-u|v]2+/div(v) v|2—2/ U‘Vp-l—Q/div(v)p
o0 Q o0 Q

=0,

where we used the no-flux and incompressibility conditions.
Also, if v is smooth, we can define its flow g: [0,7] x Q — Q as

8tg(t7$) = ’U(t,g(f,l‘));
9(0,x) = x.

Note that g(¢,-) is a map from Q to 2, since (thanks to the no-flux condition) the curve
t — g(t,z) never exits €. Also, differentiating the ODE for g with respect to z, we get

OtVeg = vx[v(tv g(t, x))] = vxv(tv g(t, 33)) : vzg(tv LU),

(note that V v and Vg are d x d matrices, and Vv(t, g(t,x)) - Vzg(t, z) denotes their product,
which is still a d x d matrix). This implies that

Vgt +e,2) = Vag(t,x) +eVyau(t,g(t, z)) - Vag(t,x) + o(e).
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Then, since det(AB) = det(A) det(B) and det(Id + eA) = 1+ etr(A) + o(e),
det(Vzg(t+¢,2)) — det(Vyg(t, ))

d
—det(Vyg(t,z)) = lim

dt B i:j det(Vag(t, ) + ;va(t,g(t, 2)) - Vag(t,z) + 0(c)) — det(Vag(t, )
— :j det(Vag(t, z) +eVau(t,g(t, 7)) - Eng(t, z)) — det(Vag(t, x)) + o(e)
_ :j det (Id + eV,(t, g(t, 7)) det(vx;(tv x)) — det(V,g(t, x))
- 1;(: [1+etr(Voo)(t 9(t, 7)) — 1]€det(ng(t, x))

= tr(Vyv)(t, g(t, x)) det(Vyg(t, x))
= div(v)(t, g(t,v)) det(Vzg(t, z)) = 0,
(2.15)

where the last equality follows from the incompressibility condition. Hence, since V,¢(0, x) = 1d,
we deduce that det(Vzg(t,x)) = 1.

Now, if we differentiate in time the equation for g = (¢*,..., gd)7 using the Euler equations
we get

Oug'(t,x) = 0 (v'(t, g(t,x))) = Op'(t, g) + Vv'(t,g) - Org
= 0w'(t,g) + (v(t,g) - VI)V'(t, 9) = —0u,p(t, 9).

Thus the Euler equations are equivalent to the following system for a curve ¢t — g(t) of smooth
diffeomorphisms of €2:

Ong = —Vp(t,g) (Euler equation — 2nd order ODE for g)
detV,g =1 (Incompressibility — g preserves the Lebesgue measure) (2.16)
9(0,z) =x (Initial condition),

where p(t) : © — R is some function that represents the pressure.

Arnold’s Theorem. It was observed by Arnold in the 1960’s [Arn66] that, at least for-
mally, the Euler equations for fluids can be seen as a geodesic curve in an appropriate infinite-
dimensional manifold. That the reader can find the definition of geodesic, and a brief presenta-
tion of the concepts necessary to appreciate the following theorem, in Section 1.3.

Theorem 2.5.13 (Arnold’s Theorem). The Euler equations are equivalent to the geodesic equa-
tion on the manifold SDiff(Q) C L?(Q;R?) defined as

SDiff(Q) := {h: Q — Q | h measure preserving and orientation preserving diffeomorphism}.

Proof. First of all, we need to identify the tangent space of SDiff(2).

Given h € SDiff(Q), let t — h(t) € SDiff(Q2) be a smooth curve of maps in SDiff(2) with
h(0) = h, and set w(t) == d;h(t). By definition of tangent space, w(t) € T}, SDIff (€2).

Since h(t) is a diffeomorphism of €2, it maps 0 onto itself, and therefore w(t) = 9:h(t)
must be tangent to the boundary. Define w(t) := w(t) o h=1(t) so that d;h(t) = @ (t, h(t)), and
note that w(t) is also tangent to 9€2. Since det V,h(t,z) =1 (because h(t) € SDiff(2)), by the
computations in (2.15) we have

0= L det Voh(t,z) = div(@)(t, h(t, 2)) det Voh(t,z) —>  div(i) = 0.
dt —_————
1
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Thus, taking ¢ = 0, we deduce that
T;:SDiff (Q) C {w | div(wo h™) =0, w- v|pg = 0} = {wo h | div(d) = 0, ¥ - v|gq = 0}.

Viceversa, given a vector field @ : Q — R? with div(®) = 0 and @ - v|gq = 0, we solve

and using the same computation as in (2.15) we find that % det Vh = 0. Thus h(t) : Q@ — Q
is a curve in SDiff(€2), and in particular 9;h(0) = @ o h is an element of the tangent space of
SDiff(Q2) at h.

Hence, we proved that, for any element h € SDiff(Q),

T;,SDiff (Q) = {w o h | div(w) = 0, W - v|spq = 0}.
Let us observe that:

(a) For any measure preserving map h € SDiff(Q2), and any fi, fo: Q — R?, we have

(froh, faoh)z = /Q froh(z) - f20 h(z) d = /Q fi(@) - o) da = (fr, o) g,

where in the second equality we used that h € SDiff(€2) (and therefore hydx = dzx).

(b) Every vector field in L?(Q2, R?) can be written as the sum of a gradient and a divergence-
free vector field, that is

L2(Q,RY) = {w: Q= R? | div(w) =0 and w- v|gg = 0} & {Vq | ¢: Q = R}. (2.17)

Note that this decomposition is orthogonal. Indeed

w,Vq zz/w-qu:c:—/ w-yq—/divw qgdx = 0.
( )L ) oS ) _()

This is known as Helmholtz decomposition.
Combining (a) and (b) yields that, for any h € SDiff(2), we can decompose L?(2, R?) as

LX(Q,RY) = {woh: Q= RY| div(w) =0 and w - v|gg = 0} ®{Vqoh | ¢: @ = R}.

=T, SDiff ()

Since this decomposition is orthogonal in L?(€,R%), we conclude that, given h € SDiff(Q),
(TWSDIff(Q)) " = {Vgoh|q: @ — R},

Hence, thanks to this characterization and recalling Definition 1.3.5, given a curve ¢t — g(t) €
SDiff (€2), the following are equivalent:

e ¢ — g(t) is a geodesic;
(] 3ttg 1 TgSDIE(Q),
e Oug(t,x) = Vq(t,g(t,z)), for some function q(t): Q — R4

Recalling (2.16), this proves the result taking p(t) := —q(t). O
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A connection between Arnold’s and Brenier’s Theorems. Thanks to Arnold’s The-
orem, we know that the incompressible Fuler equations correspond to the geodesic equations
in the space SDiff(©2). We now recall that minimizing geodesics on manifolds can be found by
considering the minimization problem (1.2). Thus, to find minimizing geodesics in SDiff (),
one could consider the minimization problem

1
inf{/o /Q 0ug(t,2)[2 dz dt | g(t) € SDiff, g(0) = go, g(1) = gl} ,

where go, g1 € SDiff(2) are prescribed.

This minimization problem is very challenging and actually minimizers may fail to exist (see
for instance [DF13]). Thus, we consider a simpler version of the problem. Namely, instead of
searching the minimizing geodesic from gy to g1, we look for an approzimate midpoint between
them.

Recall that, given a d-dimensional manifold M C RP, and two points zg,z; € M, a good
approximation of the midpoint between them is found by considering the Euclidean midpoint
"”07;“”1 (note that this point may not belong to M) and then finding the closest point to %
on M, that is proj,, (m) By analogy, given gg,g1 € SDiff(Q2), one looks for the closest

2
function (with respect to the L? norm) in SDiff(Q) to 259, Thus, we want to study the map

projspir : L*(Q2,RY) — SDiff(Q)
9o + g1
2

. go+q
> Projspig ( 9 )-

Even this simpler problem is far from trivial, the main difficulty being that SDiff(2) is neither
convex nor closed in L2(Q,R%). So, as a first relaxation of the problem, one might want to
consider the L2-closure of SDiff(£2). This closure is characterized in the next (nontrivial) result
due to Brenier and Gangbo [BG03].

Theorem 2.5.14. Let Q C R? be a bounded set with Lipschitz boundary, and let d > 2. Then
2
SDIff ()" = S(Q) = {5: Q = Q| sy do = da).

The next result gives a sufficient condition for the existence and uniqueness of the projection
of amap h € L2(,R?%) in S(Q).

Theorem 2.5.15 ([Bre87]). Let h € L*(;RY) satisfy hy(dz|o) < dv. Then:

(i) There exists a unique projection 8 onto S(S2) (i.e., for any s € S(2) it holds ||h—5||p2(q) <
A = sllz2(0))-

(i) There exists a convex function v such that h = Vi o § (this formula is called polar
decomposition, see Remark 2.5.16).

Proof. We split the proof in three steps: in Steps 1 and 2 we prove (i) (with Step 1 for the
existence, and Step 2 for the uniqueness), and in Step 3 we prove (ii).

1. Take h: Q — R? and define p := hy(dz|g) < dz. Note that

/ d,u:/ du:/dx:\Q].
R4 () Q

So, although Brenier’s Theorem (Theorem 2.5.9) holds for probability measures, up to
multiplying both p and dz|q by ﬁ, we can apply it also in this context. Thus, by

Corollary 2.5.11, there exist convex functions ¢,7: R — R such that Vo and Vi) are
optimal from u to dz|o and viceversa.
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Let 5 :=Vpoh: Q — Q. Then, by the optimality of Ve,

/ I5( 2dx—/ ]chohh|2dm:/ Ve — 1d|%du
Q R4

. 2
= min x — y|“dry.
YET (1,dz]q2) /Rdxﬂ | |

We now observe that if s € S(Q) then v := (h X s)4(dz|q) belongs to I'(1, dz|q). Indeed,
(mx)#vs = hy(dr|o) = p and (7y)47s = sx(dx|q) = dx|q. This implies that

(2.18)

min T — d<m1n/ T — ds—mln/hx—stdm,
i e—yPar< min [ o= yPan = min [ Jhe) = s(o)

that combined with (2.18) yields

/|h — 5(z)|*dz < min /|h — s(x)|? du,
s€S(Q2

thus s is a projection.

2. Suppose that § is another projection. Then by the previous step it follows that vz and ;
are both optimal couplings. Thus, by uniqueness (see Theorem 2.5.9) the transport plans
are equal, therefore

/ F(h(z),$(x dx_/F Ndx  VF € Cy(R? x RY).
Q
Choosing F(z,y) = |Ve(z) — y|> and recalling that 5 = Vi o h, we conclude that

0:/ \thoh—Ede:/ |5 — 5 du,
Q Q
hence § = §, as desired.
3. This follows from the fact that 5 = Vg o h and Vi) = (V) ! (see Corollary 2.5.11).
O

Remark 2.5.16. The polar decomposition can be seen (at least formally) as a generalization
of some well-known results:

(a) Any matrix M € R can be decomposed as S - O, with S symmetric and O orthogonal.
To see this, take h(z) = Mz. Then h = Vo 5, with ¢(z) = 3(z, Sz) and 3(z) = Oz.

(b) Consider a smooth vector field w : RY — R%, and let h(z) := h(t, ) be the flow of w:

8th(t,33') = w(h(t,x)),
h(0,x) =

Then

hg(.%') = h()(.%') + atht(x)‘t:() - €+ 0(6)
=z +cecw(z)+ o(e).

Also, the polar decomposition of h. yields

he = V). o s..

36



At least formally, since h.(z) is a perturbation of z, it looks natural to assume that also
V. and s, are perturbations of the identity map. More precisely, we suppose that

o
Ye(x) = ‘2| +eq(x) + o(e), se(z) =z +eu(x) + o(e).

Also, since
det Vs, = det(Id +eVu + o(e)) = 1 + ediv(u) + o(e)

and s is measure preserving (hence 1 = det Vs.), we deduce that div(u) = 0. Hence,
combining all these equations, we get

x+ew(x)+o(e) =h: =Vip. o,
= (x +eVg(x)) o (x +eu(x)) + o(e)
=z +e(u(xz) + Vg(z)) + o(e),

therefore w = u + Vq. In other words, this formally shows that any vector field w can be
written as the sum of a divergence free vector field and a gradient, which is nothing but
the Helmholtz decomposition (2.17). Thus, morally speaking, Helmholtz decomposition
is the infinitesimal version of the polar decomposition.

2.6 General cost functions: Kantorovich duality

The goal of this section is to repeat, in the case of general costs, what we did in the previous
sections for the case ¢(x,y) = —z-y on X =Y = R As we shall see, some proofs are essentially
identical provided that one introduces the correct definitions.

2.6.1 c-convexity and c-cyclical monotonicity

First, we need a suitable analogue of the notion of convex function. Note that a possible way
to define convex functions is as supremum of affine functions. Namely, a function ¢ : R —
R U {400} is convex if

¢(z) = sup{z -y + Ay}
y€ERd

for some choice of values {\y},cga with X, € RU{—oco}.'! Having in mind that before z -y =
—c(zx,y), this suggests the following general definition (cp. Definition 2.5.1):

Definition 2.6.1. Given X and Y metric spaces, ¢: X x Y — R, and ¢: X — RU {400}, we
say that ¢ is c-conver if

p(z) = sup{—c(z,y) + Ay}
yey

for some {A,}yey C RU{—o0}.
Then, for any « € X, we define the c-subdifferential as

Oep(x) ={y € Y [Vz € X: 9(2) > —c(2,y) + c(z,y) + ¢(2)}.

Also, we define dcp == J c x {2} X Ocp(z) C X x Y.

11f one wants to avoid setting Ay = —oo for some y, one can instead say that a function ¢ is convex if there
exist A C R and a family {\,}yea C R such that

@(x) = sup{z -y + Ay}
yeEA

In other words, A corresponds to the set {\, > —oo}.
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Remark 2.6.2. When X =Y is a metric space and the cost is the distance ¢(z,y) = d(z,y),
it turns out that a function ¢ : X :— R U {400} is c-convex if and only if it is 1-Lipschitz, i.e.,
it holds

lo(x) —p(y)| < d(z,y) Vao,ye€ X.
>

Indeed, if ¢ is 1-Lipschitz, then ¢(x) > ¢(y) — d(z,y) with equality for y = x, hence

p(z) = ;lel)r;{cp(y) —d(z,y)} (2.19)

which shows that ¢ is c-convex (with the choice Ay = ¢(y)).
Viceversa, assume that ¢ is c-convex and fix z,y € X. By definition of ¢-convexity, For any
€ > 0 there exists z € X such that

o(z) < —d(z,2) + A, + €.
Moreover, once again by definition of c-convexity, we have
p(y) = —d(y,z) + Az
Combining theSE two inequalities and applying the triangle inequality, we obtain
p(x) —p(y) <d(y,z) —d(z,2) + ¢ < d(z,y) +e.

Since € > 0 can be chosen arbitrarily small, and the role of z and y can be exchanged, this
latter inequality implies that ¢ is 1-Lipschitz.

The following is the analogue of Theorem 2.5.2.

Theorem 2.6.3. A set S C X xY is c-cyclically monotone if and only if there exists a c-convex
function ¢ such that S C J.p.

Proof. The proof is essentially the same as the one of Theorem 2.5.2, provided one replaces
—z -y with ¢(z,y). We write the details just for one implication.

< Let (24, i)i=1,..~ CS C Ocp. Then
o(2) > (x;) — ez, y5) + e(xi, y;) VzeX.
Choosing z = x;+1 (with the convention xy11 = 1) and summing over i, we obtain
N
—c(iv1,¥i) + c(@i, yi) < 0.

=1
= It suffices to define

p(x) = ]SVUP{—C(ﬂ?ayN) +c(zn,yn) — clzn,yn—1) + -+ c(wo, yo) | (24, ¥i)i=1,...~ C S}
>1

and repeat the proof of Theorem 2.5.2 (see [Vil09, pp. 77-78] for the details).
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2.6.2 A general Kantorovich duality

In this section, X and Y are locally compact, separable and complete metric spaces.

Definition 2.6.4. Given a c-convex function ¢: X — R U {+oo}, we define its c-Legendre
transform ¢°: Y — RU {+oc} as

¢“(y) = sup{—c(z,y) — p(2)}.
rxeX

As in the case of the classical Legendre transform, ¢ and ¢¢ are related by several interesting
properties.

Proposition 2.6.5. The following properties hold:
(a) () + ¢°(y) + c(x,y) >0 forallz e X, y€Y;
(b) ¢(x) + ¢°(y) + c(z,y) = 0 if and only if y € Dep(x).

Proof. The proof is identical to the one of Proposition 2.5.4 and is left to the interested reader.
O

One then obtains the following general duality result (recall also Remark 2.3.3).

Theorem 2.6.6 (Kantorovich dualiy: General case). Let ¢ € CY(X xY) be bounded from below,
and assume that inf er(, ) fXXY cdy < 4o0o0. Then

min cdy = max /— d —i—/—zpdu.
WGF(W/)/XxY 7 o(x)+(y)+e(zy)=0 J x v Y

Proof. Again, the steps are the same as in the proof of Theorem 2.5.5, just replacing convexity
with c-convexity, subdifferential with c-subdifferential, etc. We refer the reader to [Vil09, pp. 78—
79] for the details. O

Remark 2.6.7. When X =Y is a metric space, and ¢(z,y) = d(z,y) is the distance function,
then it follows from Remark 2.6.2 that ¢ is c-convex if and only if it is 1-Lipschitz. Also,
using (2.19) with —¢ in place of ¢, we deduce that ¢°(y) = —p(y). Combining these facts
with Theorem 2.6.6, we obtain the following the following important duality result relating
1-Lipschitz functions and the Kantorovich problem for the case “cost=distance”:

Let X =Y be a metric space, and let c(x,y) = d(x,y) be the distance function. Assume that
infyer(u) [y x d(@,y) dy < 4o00. Then

min dlz,y)dy= ma dy — dv.
yel"(lu,u) LXX ( y) g tpl—Lips}({:hitz/XsO a LSO Y

Remark 2.6.8. A popular alternative approach to Kantorovich duality is based on general
abstract results in convex analysis, and goes as follows:
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Lagrange multiplier for (7x )y = u

o o2 s [ erttans [ srsten— [Lsrae]

Lagrange multiplier for (7y)xvy = v

+[ Xxyw(y)dv(ﬂxy)—/Ylﬁ(y)d’/(y)} }

% sup inié){/x—cpdu—i-/y—lde-i-/XXY [c(ﬂ:,y)+so(x)+¢(y)]dv}

o 12

:iuf{(/>( —sodqu/}/—de) +£f0/)(xy [C(w,y)+<ﬁ(w)+¢(y)]d7}

2 sup /—sodqu/—wdw
o(z)+¢(y)+c(z,y)>0 J X Y

where:

@ one should note that we do not require 7y to be a probability anymore, and we also drop
the coupling constraint, only the sign constraint v > 0 remains. The other constraints are
“hidden” in the Lagrange multipliers. Indeed the supremum over ¢ is +o0 if (7x)xy # 1
(resp. the supremum over v is 400 if (my)yy # v). Note also that once (wx)xy = p (or
(my)gy = v) then [1dy = [ 1dp = 1, which implies that v € P(X x Y).

& we used [Vil03, Theorem 1.9] to exchange inf and sup.
¢ we have the two following possible situations:

(i) If e(z,y) + o(z) + ¢¥(y) > 0 for any (x,y), then inf > [[...]dy =0 (take v = 0).

(ii) If there exists (7,%) such that c(z, ) + ¢(Z) + ¥ (z) < 0, then take v = M4z 5) and
let M — +o0. So, unless ¢(x,y) + ¢(z) + ¥(y) > 0 for any (x,y), the infimum over
v is —o0.

We refer the reader to [Vil03, Chapter 1] for a detailed discussion of this approach.

We conclude this section by noticing that, as a consequence of the previous results, we obtain
the following corollary (cf. Corollary 2.5.7):

Corollary 2.6.9. Let c € C%(X xY) be bounded from below, and assume infep () Jxewy cdy <
+oo. For a coupling 7 € T'(u,v), the following statements are equivalent:

(i) 7 is optimal;
(ii) supp(¥) is c-cyclically monotone;

(i1i) there exists a c-convex function ¢ : X — R U {+o0} such that supp(y) C 0.

2.7 General cost functions: existence and uniqueness of optimal transport
maps

Thanks to the previous results, we can now mimic the proof of Brenier’'s Theorem (Theo-
rem 2.5.9) to prove the existence and uniqueness of optimal transport maps. Since the proof of
Theorem 2.5.9 involves taking derivatives, one needs X to have a differentiable structure. For
simplicity we shall prove the result when X =Y = R? but the same argument can be gen-
eralized to the case when X is an arbitrary Riemannian manifold and Y has no differentiable
structure. Also, to simplify the argument, we shall assume that supp(v) is compact. For more
general statements, we refer to [Vil09, Chapters 9-10].
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Theorem 2.7.1. Let X =Y = R?, u < dx, and supp(v) compact. Let ¢ € CO(X x Y) be
bounded from below, and assume that inf,cp () fX><Y cdy < 4o00. Also, suppose that:

- for every y € supp(v), the map RY > =+ c(x,y) is differentiable;
- for every x € RY, the map supp(v) 3 y — Vac(z,y) € R? is injective;
- for every y € supp(v) and R > 0, |Vye(z,y)| < Cg for every x € Bg.
Then there exists a unique optimal coupling 7, with 7 = (Id x T')xp and T satisfying

Vee(@,y)ly=1(2) + Vo(x) = Vaoe(z, T(2)) + Vp(z) = 0,
for some c-convex function ¢ : R — RU {+o0}.

Remark 2.7.2. For ¢(x,y) = —z-y we have V,c(z,y) = —y, thus the map y — Vyc(z,y) = —y
is injective. Also, c-convex functions are the same as convex functions, and

Vo(z)+ Vee(x, T(z)) =0

implies that

therefore T' = V. Hence, Theorem 2.7.1 covers Theorem 2.5.9 (the only extra assumption is
that now supp(v) is assumed to be compact).

Proof. Let 74 be optimal, let ¢ be as in Corollary 2.6.9(iii), and define ¢° as in Definition 2.6.4.
Note that, as a consequence of Corollary 2.6.9(iii) and Proposition 2.6.5(b), it follows that

p(x) + ¢ (x) + c(z,y) =0 V(z,y) € supp(7)- (2.20)

In the proof of Theorem 2.5.9 we used that convex functions are differentiable a.e. Here, in
order to obtain the a.e. differentiability of ¢, we would like to show that it is locally Lipschitz.
In general this is not clear for ¢ itself, but we can show that we can replace it with another
function ¢ which is locally Lipschitz.

Indeed, define

3r) e sup el ) — o)y = sund —c(z _ | —¢ely) ify € supp(v),
fe)im s {cele) =g = splctmg)er), A= { T2 RS

Note that ¢ is c-convex. Also, since —c(z,y) — ¢°(y) < (x) for every x,y (see Proposi-
tion 2.6.5(a)), we have ¢ < .
On the other hand, it follows immediately from the definition of ¢ that

() + o°(y) + c(z,y) >0 V(x,y) € R? x supp(v). (2.21)
Hence, since supp(7) C R? x supp(v) (because (my )4y = v) and using (2.20), it follows that
0 < @(x) + ¢(x) +c(x,y) < (o) + ¢°(z) +c(z,y) =0 V(z,y) € supp(¥),
thus
p(x) +¢(x) + c(z,y) =0 V(z,y) € supp(7)- (2.22)
We now claim that ¢ is locally Lipschitz. Indeed, for each y € supp(v), consider the map

R 3 z — —c(z,y) — ¢°(y).
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The gradient is given by —V c(z,y), which (by our assumption) is uniformly bounded by Cr
for x € Bgr. Thus, for any R > 0 the maps

Br 3>z = —c(z,y) — ¢°(y)

are C'g-Lipschitz, and therefore also the map ¢ (being their supremum) is Cr-Lipschitz inside
Bp, for any R > 0. This proves the claim.

Since locally Lipschitz maps are differentiable a.e., there exists a set A, with |A| = 0, such
that ¢ is differentiable on R\ A. Also, since yu < dx, we have u(A) = 0.

Now, fix (z,y) € supp(y) with x ¢ A. Then it follows from (2.21) and (2.22) that the
function

2 @(2) + °(y) + c(2,9)
attains its minimum at z = x, therefore
Vo(x) 4+ Vee(z,y) = 0.

Since Vg e(z,y) is injective, the equation above has at most one solution. Thus y is uniquely
determined in terms of x, and we call this unique point 7'(x). Hence, we proved that supp(7) N
[(RY\ A) x supp(v)] C graph(T). As in the proof of Theorem 2.5.9, since J(A x supp(v)) C
(A x RY) = p(A) = 0 we conclude that ¥ = (Id x T)4pu.

Finally, uniqueness follows by the same argument as in Step 4 of the proof of Theorem 2.5.9.
More precisely if y; and v, are optimal then so is # Then

n ;72> < graph(T)

graph(T1) U graph(T3) = supp(y1) U supp(y2) = Supp<

for some map 7', and this is only possible if T} = T, p-a.e. O

Example 2.7.3. Let ¢(z,y) = |x — y|P, with p > 1. We want to show that Theorem 2.7.1
applies. We only prove that the map y — V c(x,y) is injective, since the other assumptions on
c are easily checked.

To show this, fix z,v € R? and assume that v = V,c(x,y) = plz — y|P~2(x — y). Since
|z — y[P~? is positive, we deduce that the vectors v and (z — y) are parallel and point in the
same direction, hence

x—y v

[z =yl Jo|
We also know that

=
o = ple—ylf |my|=(p .

Combining these two facts, we deduce that that

1
v v (|v]\ P T
r—y=—lz—yl=—|"—
|v] [\ p
v (vl

1
and therefore y = = — ol <?) P 71, which proves that y is unique.

Remark 2.7.4. We note that, for p = 1, the reasoning above fails. Indeed, given z,v € R¢,
the relation

r—y
v = Vgc(z,y) = H
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implies that necessarily |v| = 1, and under this condition the relation is satisfied by every
y = x — tv with ¢ > 0, which shows that y is not unique.

In fact, the previous theorem is false for the cost ¢(z,y) = |z — y|. To see this, consider
d =1 and take the measures y = dz|p ;) and v = dx|[; 5. As shown in [Vil03, Remark 2.19(iii)]
or [Sanl5, Proposition 2.7], the optimal transportation cost between these two densities is given
by

/[R |Fu(x) — F, ()| dz, where F,(z) == o((—o00,]).

In this particular case, one can check that [; |F,(z) — F,(z)|dz = 1.
Noticing that T1(z) == x + 1 and Ts(x) = 2 — x satisfy

(T)pn = v, / Ti(x) — zldp(z) =1,  i=1,2,
R

we deduce that both maps T and T5 are optimal, so we have no uniqueness. In addition, if we
define 7; :== (Id x Tj)p (i = 1,2), then % is optimal and it is not induced by a graph.

Remark 2.7.5. Consider again the cost ¢(x,y) = |z —y| on Rx R, and let p, v € P(R). Assume
that
<y for all = € supp(u), y € supp(v).

Then for any coupling ~ (resp., any transport map 7') we have

v<y V(z,y) €supp(y)  (resp. # <T(x) Va €supp(n)).

Hence

/ !y—x!d'yz/ (y—w)d’y:/ yd'y—/ wdv=/ydv—/xdu,
RxR RxR RxR RxR R R

and analogously

/R|T(5U)—$|d,u:/R(T(x)—a:)d,u:/RT(:U)du—/Rxdu:/Rydu—/Rxdu.

In other words the cost is independent of the coupling or of the transport map, and therefore
every coupling/map is optimal.

43



3 Wasserstein Distances and Gradient Flows

The goal of this section is to show a surprising connection between optimal transport, gradient
flows, and PDEs. More precisely, after introducing the Wasserstein distances, we will first give
a brief general introduction to gradient flows in Hilbert spaces. Then, following the seminal
approach of Jordan, Kinderlehrer, and Otto [JKO98], we are going to prove that the gradient
flow of the entropy functional in the Wasserstein space coincides with the heat equation.

Our general treatment of gradient flows gives only a glimpse of the theory. We suggest the
expository paper [Sanl7a] for an introduction to the subject and the monograph [AGS08] for a
thorough study of gradient flows, both in the Hilbertian setting and in the vastly more general
metric setting.

3.1 p-Wasserstein distances and geodesics

We are going to introduce the space of measures with finite p-moment and then a distance on
this space induced by optimal transport.

Definition 3.1.1. Let (X, d) be a locally compact and separable metric space. Given 1 < p <
o0, let

Pp(X) = {a e P(X)| /X d(z, x0)P do(z) < o0 for some zp € X}, (3.1)

be the set of probability measures with finite p-moment.

Remark 3.1.2. Given 21 € X, by the triangle inequality and the convexity of R™ 2 s s sP
we get12

d(z,x1)P < [d(z,z0) + d(20, 21)]P < 2P [d(x, 0)P + d(20, 21)"].

Hence, if 0 € P(X) satisfies [ d(x,x0)P do(x) < +o0, then also [y d(z,z1)? do(x) is finite.
This means that the definition of P,(X) is independent of the basepoint xy.

Definition 3.1.3. Given p,v € P,(X), we define their p- Wasserstein distance as
1
. P
W) = |t [ der st
el (v) JX x X

Remark 3.1.4. If p, v € P,(X) then for all v € I'(i, v) it holds

/ d(zx,y)P dy < 2“/ [d(,20)" + d(0, y)F]dy
XxX XxX

=9or-! {/ d(x,z0)? dp +/ d(y, xo)? du] < 0.
X X

Hence W), is finite on Pp(X) x Pp(X).
To justify the terminology “p-Wasserstein distance”, we now prove the following:
Theorem 3.1.5. W, is a distance on the space Pp(X).

Proof. As we shall see, the most delicate part of the proof consists in proving the triangle
inequality.

12By convexity, given a,b > 0 we have (‘%b)p < “p;rbp, or equivalently (a + b)P < 2P~ !(aP 4 bP).
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1. If Wp(p,v) =0, then (thanks to Theorem 2.3.2) there exists ¥ such that

/ d(z,y)’ dy(z,y) = 0.
XxX

Thus z = y 7-a.e., which means that v is concentrated on the graph of the identity map.
Therefore 7 = (Id x Id)gp, which yields v = (m2) 47 = p.

2. We now prove that W), is symmetric. Indeed, given v € I'(11, v) optimal, define 7 := Sy,
with S(z,y) = (y,z). Then 4 € I'(v, u) and therefore, since d(z,y) = d(y,x), we get

Wy(v, 1) < /

d(z,y)P d5 = / A,y dy = Wo(j1, ).
XxX

XxX
Exchanging the roles of y and v proves that W, (v, u) = Wy (1, v), as desired.

3. We now prove the triangle inequality. Let pq, po, 3 € Pp(X), and let yi2 € I'(p1, p2)
and 723 € T'(u2,u3) be optimal couplings. Applying the disintegration theorem (recall
Theorem 1.4.10) with respect to the variable x2, we can write

Y12(dz1, dxa) = 12,2, (d71) @ p2(dzo)
and
Yo3(dw2, dx3) = V23,2, (dr3) @ pi2(dw2).
Consider the measure 4 € P(X x X x X) given by
F(dxy, dxg, dxs) = V12,2, (dT2) ® Y232, (dx3) @ p2(das).

This measure has the property that

/ @(xl,xg)d’?(ml,:vz,xz)Z/ ¢($17$2)712,x2(d$1)[/ d723($3)}d“2($2)
XxXxX XxX X
:/ o(x1,72) dy12(21, 22).
XxX

Similarly

/ o(x, x3) dy(z1, 22, 23) = / (w2, x3) dy23 (w2, x3).
XxXxX XxX

In other words, the measure ¥ allows us to think of the couplings 12 and 793 as if they
lived in a common space X x X x X, with v12 that does not depend on the third variable,
and 793 that does not depend on the first variable.!?

Note that we have

/ blon) iz anas) = | p(er) dya(ey, @) = / blo)dp(z)  (3.2)
XxXxX X

XxX

and similarly

/ () A, a9, w3) = / (es) dus(zs). (3.3)
XxXxX X

13This whole construction above is sometimes called gluing Lemma.
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Set 13 = [y (21, dx2, x3), i.e., integrate xp out. Then, since
/ o(x1,3) dy13 =/ (1, 23) dy(r1, 22, 23),
XxX XX XxX

it follows from (3.2) and (3.3) that 413 € I'(p1, p3).
Thus, by the triangle inequality in LP(X x X x X,%) we have

1
P

|
Wy, p3) < [/ d(w1,z3)? d713($1,$3)} = {/ d(x1,23)P dy(w1, 22, 73)
XxX XxX
= |ld(z1, 23)| 1o (5) < (@1, 22) + d(22, 23) | 105
< N d(@1, @2)|| o5y + ld(@2, 23) | o5
= lld(z1, 22) || 1o (1) T N1d(@2, 23) [ o (105) = W ltt1, p2) + Wiz, p3),

where the last equality follows from the optimality of 12 and ~93. This concludes the
proof.

O]

Being a distance, W, induces a topology on P,(X). In the next theorem we show the
connection between the Wasserstein topology and the weak-* topology.

Theorem 3.1.6. Fiz an ezponent 1 < p < oo and a base point xg € X. Let (ftn)nen C Pp(X) be
a sequence of probability measures, and let 1 € Pp(X). The following statements are equivalent:

1. Hn A M and fX d($07x)p d,LLn — fX d(l’o, ZII)p du
2. Wp(tn, 1) — 0.
Proof. We prove the two implications independently.

e 1. = 2. Fix § > 0, and define
M, = / (1 + d(zo,2)?) dpn (), M = / (1 + d(zo,z)?) du(z).
X X

Since p, and p are probability measures and [ d(zo, z)P dpp, — [y d(xo, )P dp, it follows
that M,, — M as n — oco. Define the probability measures

1 1
Up = E(l + d(x()ax)p),u'ﬂn v i= M(l + d(.%'o,.%')p),u.

Since p, — p and z +— (1 + d(a:o,x)p) is a continuous function, we easily deduce that

Vp — 1.1 Therefore, Lemma 2.1.13 implies that v,, converges narrowly to v as n — co.
Thus, by Theorem 2.1.11, we can find a compact set K C X such that, for all n € N,

1
My, X\K

1

14+ d(zg, z)?) dpn () <0, —
(1 -+ d(zo, 2)?) dun() T

(1 + d(zo,x)P) du(z) < 6.

“Indeed, given ¢ € C.(X), the function X > z (1 + d(zo, x)p)ap(m) is continuous and compactly supported.
Hence, since pin — p, it follows that

/X pdv, = /;{ (1 + d(zo, )" ) (x) dpn (z) — /X (1 + d(zo, )" ) () du(z) = /;{ pdv as n — oo.

Since ¢ € C.(X) is arbitrary, this proves that v, = v.
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Recalling that M,, — M as n — oo, this implies in particular that
/ (1 + d(zo,z)?) dpn(z) + / (1+d(zo,z)?) du(z) <3M§  VYn>>1. (34)
X\K X\K

Now, since by assumption the space X is locally compact, we can find a finite family of
nonnegative functions (¢;);e; C C.(X) such that

Z(pi <1lin X, ngz(x) =1forall z € K, diam(supp(p;)) <d forallie . (3.5)
i€l el
Set
Mnii= [, A= [ idn A= min{An A
X X

and define the measures

L Ami L )\n,i
Qi 7= 3= Pifin, P = = pibts
N, 1

Op = Up — Z Qn,i, Bn = 2 Z Bn,i
iel iel
Note that o, ;(X) = Bni(X) = Ay, and ap(X) = Bu(X) = 1 = > ,c; Ani- Then, we
define v, € P(X x X) as

Opi ® Bn i Qp ® /Bn
Yn = : ~ 4+ .
! ; An,i 1 =2 ier A

One can easily check that -, is a transport plan from g, to u, i.e., v, € T'(up, ). Also,
since diam(supp(y;)) < 4,

/ d(z,y) dM - / d(z,y)? dw
XxX Anji supp(p;) Xsupp(y;) Ansi

Recalling that , — u, we also have Ani — Ni = [ @idp as n — oo. Therefore, recalling
(3.5), it follows from (3.4) that

’1 = i

iel

< M. (3.6)

<4M§  for n > 1, an(K) + Bn(K) -0 asn — oc.

‘We now observe that

dlx,y)Pd—c=——— < 2P d(xg,z)? +d(xg,y)? | d—cs——
/X><X ( y) 1_Ziel)‘n7i X><X[ ( ° ) ( : y) ] 1_Ziel/\”7i

(3.7)
< 2p</X d(xo, z)P day(x) + /X d(xo, z)P dﬁn(x)) .
Since oy, < fip, Bn < i, and apn(K) — 0, B (K) — 0, (3.4) implies that
/ d(xo, z)P day () + / d(zo, )P dB,(x) < AMS for n > 1. (3.8)
b's b's

Hence, combining (3.6), (3.7) and (3.8), we finally deduce that

Wil < [ d(ag)? dra(o,y) <84+ AM2S ¥n> 1
XxX

Since § > 0 can be chosen arbitrarily small, this proves that W),(uy, 1) — 0 as n — oo.
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e 2 = 1. Let v, € I'(un, ) be an optimal transport plan with respect to the cost
c(z,y) = d(x,y)P. Applying the triangle inequality for the Wasserstein distance (recall
Theorem 3.1.5) and using that W),(un, 1) — 0, we have

/ d(an x)p dpiy, = Wp(émmﬂn)p — Wp((sacm,u/)p = / d(x‘va)p dp .
X X

It remains to show that u, A u. Let ¢ € C.(X) be a compactly supported function, and
let w : [0,00) — [0,00) be its modulus of continuity (i.e., |p(z) — ¢(y)| < w(d(z,y)) for
all x,y € X). Given ¢ > 0, we have

‘/XW“"—/XW“‘ S/XXX [o(2) = eW)| dynlz,y)

< / (8) dya(z,y) + / 2l dn (. )
{d(z,y)<é} {d(z,y)>6}

d(z,y)

<w(®) + 2ol | Ltz )

{dzy)>6y  OF

2
<o)+ A [ de g dnatey
X

2
= () + A 1,y

By first letting n — oo and then § — 0, the last inequality implies that [ x Pdpn —
S @ du, concluding the proof.

d

Theorem 3.1.6 is particularly useful when the ambient space X is compact (or, equivalently,
when all measures p, € P(X) live inside a fixed compact set). Indeed, since in this case the
function d(xo, -)P has compact support (because the whole space is compact), the convergence
Jx d(xo, )P dpn — [ d(xo, x)P dp is a consequence of the weak-* convergence of i, to pu. Hence
we immediately deduce that, on compact sets, Wasserstein convergence is equivalent to weak-x
convergence.

Corollary 3.1.7. Let X be compact, p > 1, (pn)nen C Pp(X) a sequence of probability mea-
sures, and p € Pp(X). Then

*

Hn — p Ang W (i, ) — 0.

3.1.1 Construction of geodesics

Let X = R? and v € T'(u1, ) be an optimal coupling for W,. Set m(z,y) = (1 — t)x + ty, so
that

{ (mo)py=p

(m)py =v
Define p; := (m)»y and let v, == (ms, m¢) 4y € I'(s, p1¢). Then

Wyt < ([ Jo= Pt z’)); ~ ([ imtew) - ma P i)’

1
P
=rt—s\( / |x—y|pdw) = [t — | Wp(uo, ).
XxX
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Applying this bound on the intervals [0, s, [s,t], and [t, 1], we get

Wop(ro, ps) + Wop(pis, pe) + Wy, ) < [s+ (8 = s) + 1 = )Wy (ko, 1) = Wp(o, ).

Note that the converse inequality always holds, by the triangle inequality. Hence, all inequalities
are equalities and we deduce that

W(ps, ) = [t — s|Wp(po, 1) V0 < st <1 (3.9)

Definition 3.1.8. A curve of measure () efo,1) C W, (R?) is said to be a constant speed geodesic
if (3.9) holds.

Remark 3.1.9. Notice that, on a Riemannian manifold, a minimizing geodesic (as defined
in Section 1.3) satisfy (3.9) with W), replaced by the Riemannian distance. Also the converse
implication is true, if a curve on a Riemannian manifold satisfies (3.9) (with W), replaced by
the Riemannian distance) then the curve is a minimizing geodesic.

It follows from the discussion above that any optimal coupling v induces a geodesic via the
formula g4 := (m)x7y. Note that, in the particular case when the coupling v = (Id x T')gp is
induced by a map, the geodesic u; takes the form

pe = (m)p(Id x T)yp = (mp 0 (Id x T)) oo = (Ti) ps,

where Ty(z) := (1 — t)x 4+ tT'(x) is the linear interpolation between the identity map and the
transport map 7.

3.2 An informal introduction to gradient flows in Hilbert spaces

Let H be a Hilbert space (think, as a first example, H = R%) and let ¢: H — R be of class C.
Given xy € H, the gradient flow (GF) of ¢ starting at z( is given by the ordinary differential
equation

i(t) = —=Vo(x(t)),
z(0) =z .

Note that, for a solution z(t) of the gradient flow, it holds

L 6(a(1)) = Vola(t)) - #(1) = ~[Vo(a(t) <0. (3.10)

Thus:

- ¢ decreases along the curve x(t);

- we have %qﬁ(az(t)) = 0 if and only if |V¢|(x(t)) =0, i.e., z(¢) is a critical point of ¢.
In particular, if ¢ has a unique stationary point which coincides with the global minimizer (this
is for instance the case if ¢ is strictly convex), then one expect x(t) to converge to the minimizer
as t — +oo.

Remark 3.2.1. To define a gradient flow, one needs a scalar product (exactly as in the definition
of gradient of a function on a manifold, see Definition 1.3.2). Indeed, as a general fact, given a
function f: H — R one defines its differential df (z) : H — R as

i (2)[o] = lim L FEV = (@)

e—0 £

If f is sufficiently regular, the map df (xz): H — R is linear and continuous, which means that
df (x) € H* (the dual space of H). On the other hand, if ¢t — x(t) € H is a curve, then

&(t) = lim

x(t +¢e) — z(t) .
€
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So &(t) € H and df (x(t)) € H* live in different spaces.

To define a (GF), we need a way to identify H and H*. This can be done if we introduce a
scalar product. Indeed, if (-, -) is a scalar product on H x H, we can define the gradient of f
at x as the unique element of H such that

(Vf(x),v) = df(z)[v] Vo e H.

In other words, the scalar product allows us to identify the gradient and the differential, and
thanks to this identification we can now make sense of &(t) = —V f(x(t)).

Now the first question is: how does one constructs a solution to (GF)? If V¢ is Lipschitz
continuous, one can simply rely on the Picard-Lindel6f Theorem (see [Tes12, Theorem 2.2]).
Actually, even if V¢ is only continuous, one could rely on Peano Theorem (see [Tes12, Theorem
2.19]) to get existence of a solution. Unfortunately, as we shall see, in most situations of interest
V¢ is not continuous. So, even the assumption of C! regularity is too strong; for the time being
we keep this assumption just to emphasize the ideas, but later we shall remove it.

A classical way to construct solutions of (GF) is by discretizing the ODE in time, via the
so-called implicit Euler scheme. More precisely, fixed a small time step 7 > 0, we discretize the

time derivative 2(t) as w, so that our ODE becomes

x(t+71)—x(t) — _Vély)

for a suitable choice of the point y. A natural idea would be to choose y = z(t) (as in the
explicit Euler scheme), but for our purposes the choice y = z(t + 7) (as in the implicit Euler
scheme) works better. Thus, given z(t), one looks for a point z(t + 7) € H solving the relation

x(t+71)— 2(t)

. = —Vo(z(t+1)).

With this idea in mind, we set z{ = z¢. Then, given k£ > 0 and z7, we want to find z7 , by
solving

Tpiq — T
)

or equivalently

r—a|? Tpq — Tf
V(5 4 60) ) o, = T Vol =0,

2T
where || - || denotes the norm induced by the scalar product introduced before. In other words,
_ T2
x}, is a critical point of the function ¢J(v) = % + ¢(x). Therefore, a natural way to

construct x7_ , is by looking for a global minimizer of .

As mentioned above, the C! assumption on ¢ is generally to strong. So, let us assume
instead that ¢: H — R U {oo} is convex and lower semicontinuous, and recall the notion of
subdifferential introduced in Definition 2.5.1. Then we define a generalized gradient flow in the
following way:

Definition 3.2.2. An absolutely continuous curve!® z : [0, +00) — H is a gradient flow for the

'5An absolutely continuous curve is a continuous curve which is differentiable a.e., its derivative satisfies
|&(t)] € Lioe([0, +00)), and the fundamental theorem of calculus holds:

z(t) —x(s) = / #(r)dr Vs, t€]0,+00).

We refer to [AGS08, Section 1.1] for a general introduction to absolutely continuous curves.
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convex and lower semicontinuous function ¢ with initial point xg € H if

z(0) =z,

(GF) =<
z(t) € —0p(z(t)) for a.e. t > 0.

Proceeding by analogy with what we did before, for ¢ convex and lower semicontinuous
we can still repeat the construction of discrete solutions via the implicit Euler scheme: we set
x( = o, and given k > 0 and zj we look for a point z7  , satisfying

Tpiq — T
L0 e —0d(x] )

One can check that this relation is equivalent to

e — )

o + o(x).

932+1 B ‘/qu; T T, T T
0e — + 0¢(2f41) =t OV (Tfs1), Vi () :
Note that 0 € 9y (2], ) is equivalent to saying that x}_, is a global minimizer of 1] (this
follows immediately from Definition 2.5.1). Hence, given x7, one finds zj_ , by minimizing
It is not difficult to prove that a minimizer exists'®, so we can construct the sequence (2])k>0-
Then, setting 27(0) := xo and 27 (t) := ], for t € ((k — 1)7, k7], one obtains a curve t — z7(t)
that should be almost a solution to the (GF).
Then, the main challenge is to let 7 — 0 and prove that there exists a limit curve x(t) that
indeed solves (GF). We shall not discuss this here, and we refer to [AG13, Section 3.1] and the
references therein for more details.

Remark 3.2.3 (Uniqueness and stability). Let ¢ be a convex function, and let z(t),y(t) be
solutions of (GF) with initial conditions zo and yo respectively. If ¢ is of class C! then

d Jla(t) —y(®)]”

dt 2 = (z(t) —y(t),2(t) — y(t))

= —(z(t) —y(t), Vo(z(t)) = Ve(y(t))) <0,

where the last inequality follows from the convexity of ¢.

16 Actually, in this case one can prove that there exists a unique minimizer. Indeed, to prove this, fix o € H a
point where the subdifferential of ¢ is nonempty, and fix po € d¢(x0). Then

$(x) = ¢(wo0) — (po,  — w0) = ¢(wo) — lIpoll (lz[l + [|lzoll) = —Allzl =B VaeH,
where A := ||po]| and B := ||po]| ||zo|| — ¢(z0). Hence, recalling the definition of v, this proves that

T2
L el

— A|lz|| = B = 4o0.

Thus, if z; is a minimizing sequence of ¥ (i.e., ¥} (x;) — infy ¢f as j — 00), it follows from the equation
above that ||2;|| cannot go to infinity. This means that z; is a bounded sequence in the Hilbert space H, so by
Banach-Alaoglu’s Theorem it has a subsequence x;, that converges weakly to some point . Note now that iy,
is a lower semicontinuous convex function. Also, for convex functions, lower semicontinuity with respect to the
strong convergence is equivalent to lower semicontinuity with respect to the weak convergence (see for instance
[Brell, Corollary 3.9]). Hence
VE(z) < liminf of (2;,) = inf T,
£— 00 H

which proves that Z is a minimizer. Note also that, since ¢j, is uniformly convex (being the sum of the convex
function ¢ and a uniformly convex function), the minimizer is unique: indeed, if Z; and Zo are minimizers then

w;(zl m) L@ + Y () _ infy o] +infy o]

— —infoT
2 = 2 2 inf v,

so equality holds in the first inequality, and therefore 1 = Z».
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More in general, if ¢ convex but not necessarily C', we have

i(t) = —p(t) and y(t)=—q(t),  p(t) € 0(x(t)), q(t) € 0d(y(t)),
and therefore

T _ 2
IO _ ) y0,400) — 300

where the last inequality follows from the monotonicity of the subdifferential of convex functions
(this is just a particular case of the cyclical monotonicity of the subdifferential of a convex
function in the case N = 2, see Theorem 2.5.2).

In particular, in both cases the (GF) is unique. Even more, if the initial conditions zg and
yo are close, then z(t) and y(t) remain uniformly close for all times.

Example 3.2.4. Let H = L*(R?) and

o(u) = %fRd \Vul?dz if u € WH2(RY)
+00 otherwise

We claim that
do(u) #0 < Aue L*RY),
and in that case 0¢(u) = {—Au}.

Proof. Even though the proofs are quite similar, we prove the two implications separately.
= Let p € L?(RY) with p € d¢(u). Then, by definition, for any v € L?(R?) we have

¢(v) 2 o(u) + (p,v —u) 2.

Take v = u + cw with w € WH2(R?) and € > 0. Then the equation above takes the form

2 2
/lV(un)ldx_/ dezg/ pwdz.
Rd 2 Rd 2 Rd

Rearranging the terms and dividing by ¢ yields
Vu-Vwdx + 5/ |Vw|*dz > / pwdz,
R4 2 Rd R4
so by letting e — 0 we obtain
Vu-sz/ pwdx Vw e WH2(RY).
R4 R?
Replacing w with —w in the inequality above, we conclude that

—Au  w= VU'del’:/ pwdx VYw e WH2(RY),
Rd S~~~ R4 R4

as a distribution

ie, —Au=pc L*(R%).
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< Assume that the distributional Laplacian Au belongs to L?(RY). By definition of ¢, for
any w € W12(R%) we have

1
d(u+w)—o(u) = Vu-Vwdxr + / \Vw|*dz > / Vu-Vwdr = —Au wdx.
Rd 2 Rd R4 R4

On the other hand, if w ¢ W1H2(R?) then trivially

d(u+w) = +o0 > ¢(u) + —Au wdzx.
Rd

Thus —Au € 9¢(u).

As a consequence of this discussion, we obtain the following;:

Corollary 3.2.5 (Heat equation as gradient flow). Let H = L?(R%) and consider the Dirichlet
energy functional

o(u) = 3 Jga [Vul*dzif u e WHA(RY),
400 otherwise.

Then the (GF) of ¢ with respect to the L?-scalar product is the heat equation, i.e.,

Oru(t) € —0¢(u(t)) & Ou(t, x) = Au(t, ).

3.3 Heat equation and optimal transport: the JKO scheme

In the previous paragraph we saw that the heat equation is the L?-gradient flow of the Dirichlet
energy functional (see Corollary 3.2.5). Hence, by the discussion done in the previous section,
a way to find solutions to the heat equation is by solving the (GF) by means of the implicit
Euler scheme

2
llu — UEHH(Rd)

uj, is the minimizer in L? (RY) of u—

and then letting 7 — 0.

In [JKO98]|, the authors discovered a completely new and surprising way of constructing
solutions of the heat equations as gradient flows. More precisely, the authors discovered that by
replacing the Dirichlet energy functional with the so-called “entropy functional” [ plog(p), and
by replacing the L?-norm with the 2-Wasserstein distance, one obtains again the heat equation.
In other words, the scheme above can be replaced by the following one:!”

W2 , T
Pry1 is the minimizer in PR of p—s 2(2/0'0'“) —I—/ plog(p) dx.
T R4
Note that, given p and p probability densities, we identify them with the probability measures
pdzx and pdx, thus

1
3
Walp,p) = Walpdn,po) = _ it ([ o)
€T (pdz,pdx) \ JRdxRA
Remark 3.3.1. In all this section we will work with probability densities. However, up to
multiplying the initial datum pg by a positive constant, one can always reduce to this setting
whenever py € L'(R?) is nonnegative.

""We adopt the convention that [;, plog(p)dz == +oo if p € P(R?) is not absolutely continuous with respect
to the Lebesgue measure.
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In the paper [JKO98]|, the authors consider solutions in the whole space R?. Here, instead,
we consider the setting of a bounded convex domain  C R¢.
More precisely, we take py to be a probability density in €2 such that

/ polog(po) dor < 4+00.
Q

—_——
Entropy

Fix 7 > 0, set pj == po, and given p; we define p;_ ; as the minimizer of

W3 (p, pf
p 2(27_]“) + /Qplog(p) dx. (3.11)

The goal of this section is to show that, as 7 — 0, the scheme converges to the solution of the
heat equation. We begin by proving the existence of discrete solutions.'®

Lemma 3.3.2. For any k>0, p} ., exists (i.c., the functional in (3.11) has a minimum,).

Proof. Fix k > 0, and take (pm)men C P(£2) a minimizing sequence, that is

W3 (pms pF) : W5 (p, p})
5t /Q pm 10g(pm) e /Q plog(p) dz

For all M € N the sequence {p;, A M }en is bounded in L>°(Q)), thus by Banach-Alaoglu’s
Theorem it is weakly-* compact in L°°. Hence, by a diagonal argument, we can find a subse-
quence my independent of M such that p,,, A M X pyin L>(Q) for each M € N. Also, since
slog(s) +1 >0 for all s > 0, we can bound

1
Pm — Pm N M da:—/ Pm, — M dxg/ pm log(pm) dx
/Q( ) {meZM}( ‘ ) log(M) Jon{pm >} (om)

1
< — m 1og(pm) + 1) dx
log (M) /m{psz}(” 8lpm) +1)

1 C
< W /Q(Pm log(pm) + 1) dr < log(M)’

where the last bound follows from the fact that py,, is a minimizing sequence (hence [, pm, 10g(pm, )
is uniformly bounded) and €2 is bounded (hence it has finite volume).
Set poo == supys par. We know that

Pmy, N M de = pyr de,

Ll
PM — Poo  (by monotone convergence),
C

1Pme A M — pmyll 2 < Tog(M)’

Hence, thanks to the first two properties, we can find a sequence of indices (my,,)pmen, with
mg,, — 00, such that pm, AM — ps in LY(2) as M — oco. Also, thanks to the third property,
Pmg,, —Poc 1N LY(9).

We now want to show that p., is still a probability density. Note that this is not obvious,
since some mass may have “escaped” from 2. To prove this, set N, := {x € Q | dist(z,9N) < &}.

18The reader familiar with Dunford-Pettis’ Theorem will find the proof longer than needed. However, we have
decided to present a more elementary proof based only on the weak-* compactness of L.
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Since |N| < Ck, for L = oy we have

_ 1
e| log(

log(pm)
/6 P /gﬂ{pmSL} P Nen{pm>L} P log(L)

C 1 C
< LIN. +§C<5L+ )g Vm €N,
NelF T log()) = Tlog(@),

so in particular

C
Pmy, =1 — —
/Q\Ns e | log(e)|

and therefore

[ .
aw.  |log(e)]

Letting ¢ — 0, we conclude that p., is a probability density. In particular, it follows by
Lemma 2.1.13 that the family {psz }men is tight and the convergence of Pmy,, 1O Poc is also
narrow.

We now observe that, since [0,00) 3 s — slog(s) is convex, [AFP00, Theorem 5.2] implies
that!?

| poctoton) < timint [ g, 1080, ) (3.12)

We now want to study the behaviour of W22(PmeM ,py) as M — oo.

Let yar € ['(pmy,, pf). Then, since the family {pm, }men is tight (by the previous discus-
sion), the proof of Lemma 2.3.1 shows that also 7,/ is tight. Hence, up to taking a subsequence,
YM — Yoo With

(Wl)#Voo = Poos (7T2)#7<>0 = Pks

thus Yoo € I'(poos pf). Note also that, since |z — y|? is continuous and bounded on € x Q,

W22(pmeM ) p;c—) = /

QxN

@ — yPdyar — /Q o= ol = W s D).
X

Hence, combining together the lower semicontinuity of fQ Pmy,, log(pmlM) with the equation
above, we get

W2 , T
lim inf 2(pmeM pk;)

M—o0 2T

WQQ(pCXNPZ)
+ /Q Pmey, 108(Pmy,, ) 2 =0+ /Q poc 10g(poo)-

Since p,, was a minimizing sequence, this proves that po, is a minimizer. Hence, we define
T -—
P41 = Poo- 0

19 As simple way to prove (3.12) is the following: note that, for each s > 0, it holds
slogs>s(c+1)—e” VoeR, with equality for o = log(s).

Hence, given any continuous function ¢(x), we have

Hinf [ gy 108(pey,) 2 it [ (o, @(@0(@)+1) = 7 do = [ (p(@)(@(o) +1) =) da,

M — o0 M —o0 Q

where we applied the previous formula with s = p(z) and o = ¢(x), and the final equality follows from the narrow
convergence of pm, ~t0 poc. Choosing {¢x }ren a sequence of functions converging to log(pss), the result follows
by applying the above formula to ¢ = ¢ and letting k — oc.
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Next, since pj_; minimizes the functional (3.11), we expect it to satisfy some kind of mini-
mality equation. This is the purpose of the next:

Lemma 3.3.3. For any vector field ¢ € C®(Q,R?) tangent to the boundary of Q, it holds

. 1 .
/QPEH div(¢§) dzr = — /Q<f 0 Thy1, The1 — ) pj dz

-
where Ty : Q@ — Q is the optimal map from py to pp_ ;.

Proof. In order to exploit the minimality of pj, |, we want to perturb it. We do it as follows.
Consider the flow of &:

@(t,.%’) - f(q)(t,.%')) ’
®(0,z) ==z.

Since ¢ is tangent to 012, it follows that ®(¢) : Q — € is a diffeomorphism. So we can define
pe = B(e) 41 € P().
It follows by Section 1.6 that
P () = p-(B(e, 2)) det VD (e, 2),

therefore

/ pe () log(pe (1)) dy = / o () 1og(pe(®(e, ) da
Q

Q
_ r Pry1(T)
- /ka“(x) 1Og(det vq>(s,x)> de.

Then, a Taylor expansion gives (cp. (2.15))

[ petosto) = [ patostotn) - [ o log(det V(e ) ds
Q Q Q S—————
1+ediv&+o(e)

= [ dhertosloin) ¢ [ phrdivé datofo)

Now, given a coupling v € I'(p], ;, pj,) optimal for the W-distance, define 7. == (®(e,-) x Id) 4.
Since

(m1)#7e = (&, ) #Pkr1 = Pe (m2)#7e = (T2)%Y = Pks

and ®(e,x) = x + £(z) + o(e), we get
W3 (pe, PF) S/ | — y[Pdre =/ |®(e, ) — yl*dy
QxQ QxQ
— [ llo= o+ 2e(e@)a— ) + o) .
QxQ
Therefore, recalling that + is optimal from p;_; to pj, we obtain

W2(pes pT) < WE(phr, pF) + 22 /Q (@) =) dr+ ofo)
X
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Combining everything together, we proved that

WQ’T,’T WQ’T
fN%HW+A%mm%mmgfN“w+A&m%Mx

27 2T
W3 (o5 1, PF) ., ;
< % +/Pk+1 log(pf41) dx
T Q
€ s
+2 [ g —ydy—e [ gL divedotofe)
T JOxQ Q

()

Hence, since ¢ can be chosen both positive and negative, we see that the term (%) has to vanish.
Therefore our optimality condition for pi, | reads as

| rdiv©de = [ (@)a-ydv=0,
Q QxQ

T

where 7 realizes the 2-Wasserstein distance between p; | and pj.
To simplify the formula we apply Theorem 2.5.9 to deduce that the optimal plan « is unique
and is induced by an optimal map Ty 1 from p, to pj;, namely v = (Tjy1 x Id)xpj. Thus

/ (@), z —y) dy = / (€ 0 Tiosr (2), Thn (2) — 2)pf (@) da,
QOxQ Q

and the optimality equation becomes?”

. 1 ]
/QPZH div(§) dz — = /Q<f © Tiot1, Th1 — ) pf do = 0,

as wanted. O
We are now ready to state and prove the main result of this section.

Theorem 3.3.4. Given T > 0, let p” : [0,00) — P(Q) be the curve of probability densities given
by

o [ o Jort=o,

pr(t) = { pp forte ((k—1)7, k7], k> 1. (3.13)
Then there exists a curve of probability measures p € Li ([0,00) x Q) such that, up to a subse-
quence in T, pT — p weakly in Li ([0,00) x Q). Furthermore, p satisfies the heat equation (in
the distributional sense) with initial datum py and zero Neumann boundary conditions.

Proof. By the minimality of p7, we have

SRy [ o) da < (2T + [ plog(p dx) o=

- /Q o1 log(p]_1) de.

20 Alternatively, one could have proceeded as follows: let Ti11 be an optimal transport map from pf to p} 19
and note that ®. o Ty, transports p;, to p-. Hence,

WE(pe, o) < [ 1020 T —al*pide = [ [Tur + €0 Tuwr — afpide + ()
Q Q

— [ i = afpf do+ 26 [ (€0 Tunr, T — 2l do + ofe)
Q Q
W3 (], 1:PF)

Using this expression, one gets the desired formula for the optimality condition.
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Thus, by taking the telescopic sum over k = 1,..., kg, one gets

ko 2( T T
W5 (oF» Pr_1)
Z‘Z;kw/pzo log(pEO)dxs/polog(po)dx-
£ T Q &

>0

In particular, we deduce that the entropy fﬂ pr log(pr) decreases in k. Therefore, recalling
(3.13), we have

/ p"(t,x)log(p” (t,z)) dx < / po log(po) dx V7 >0,t>0. (3.14)
Q Q

Also, since slogs > —1 on [0,+00), for any ko > 1 it holds

ko 2
Ws(p™(kT),p" ((k — 1)7
Z 2 (P )2p (( )7)) < / po1og(po) dx—/pko log(pk,) dz S/(POIOg(PO) +1) da.
Pt T Q Q Q
(3.15)
Furthermore, since [, p7(t) = 1, we have
to
/ /pT(t,a:)dxdt:tg—tl VO <t < to. (3.16)
t1 Q

As shown in the proof of Lemma 3.3.2, the bound (3.14) implies that the measures p” (t) cannot
concentrate nor escape to the boundary of €2, uniformly in ¢. Hence, up to a subsequence, p”
converges weakly in L] .([0,00) x Q) to a density p(t,z), and by passing to the limit in (3.16)
we deduce that [, p(t,z)dx =1 for a.e. ¢t € [0,T].

Now that we have shown the convergence of p”, we want to show that p satisfies the heat
equation. The idea is to test the heat equation against a test function of the form ¥ (x)((t). So,
first we fix ¢p € C*°(Q) such that %]ag = 0. Note that, by a Taylor expansion with integral

reminder, one has

B(z) — D) = (V)2 —y) + = / D¥p(t + (1 — t)y) [ — .z — ydt.

2 s
In particular
0(@) ~ () ~ (Vo). 2~ )] < 51D%] o fo — P

from which it follows that
1
V60 T Ti—a) + 0le) 6N o < S0l [ 70— ol o
1 T T
= §||D21/]||00W22(pk7pk;—1)'

Then, applying Lemma 3.3.3 with £ = V¢ (note that, since %!ag = 0, V¢ is tangent to the
boundary) we obtain

W3 (pF, PR-1)

- [ avepars ! [ - vl o) < 0%, (3.17)
Q TJa

=[bol—[Yr}_,
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We now take ¢ € C2°([0,+00)), and we multiply (3.17) against 7 (((k — 1)7). Then, recalling
(3.13), we get

/w T(kr,x) (((k— 1) da?—/zp (k—1Dr1,z)C((k—1)1)dx
_T/mp T(kt,x) C((k —1)7) dx

< §IID2¢HOOHCHOOW2 (p" (k) p"((k = 1)7)).
Summing this bound over k =1, ..., 00 yields

(1)
o [ e de +3 / () 7 (kt) (K — 1) dx—z / (@) 7 (k) (k)

- Z / AY(z) p (kr,2) C((k — 1)7) dz

(1)

< C Y WRT k), 57 ((k ~ 1)) < C,

where C' depends on 9 and ¢, and the last bound follows from (3.15). We now rewrite the terms
(I) and (II) as follows. For the term (/), we have

o), tel(b=)rkr]  —JoT ), Oyt

=Z / W) pkr) (k= 1)7) = C(kT)] da

/ . /¢ T(t,2) OyC(t) da dt = / /¢ T(t,x) 8¢ dx dt.

For the term (II), since

kT

kT kT
r v = [ dmna= [ o [ @10 -y,

(k=1)T

<[19eCll oo™

we have

(IT) Z/Aw T(t,x) T C((k —1)7) dx
—Z/ N /mp dmdt—i—O( Z/ 1)7/ AG()| 7 (1, 2)[0C (1)) da dt
_Z/:Tl /Az/; )da:dt+o< Z/ /|A¢ ) o7, x)(?tg“()|d9:dt>

Therefore, choosing 7' > 0 such that supp(¢) C [0, 7], we proved that

‘ ¢(0 /1/1 x) po(x da:—/ /w T (t,x) 0, (t dtdw—/ /Az/J )da:dt‘

SCT"‘T”AW‘OOH@CHOO/ /pT(t,x)dxdt%O as 7 — 0.
0 Q

N———
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Hence, since p” — p in L{ ([0, 00) x ), we conclude that

/¢ z) polz dx/ /q,z) p(t, ) ,C(t) d:cdt/ /Az/} ) C(t) dzdt =0

(3.18)
for any smooth 1 satlsfylng |3Q =0.

We claim that (3.18) corresponds to saying that p solves, in the distributional sense, the

heat equation with Neumann boundary conditions?! p ( lo = 0 and with initial datum py.

To prove the claim we first note that, integrating by parts in time,

/¢ ) po(z d:c—/ /¢ p(t, z) 9,¢(t) dz dt

/qp z) polz dx—/@l) p(t, z) da:too /¢ Qe ((0)ds

as a distribution

o [v@[m@ - p0) Jart [ve) a0

in the trace sense as a distribution

On the other hand, integrating by parts in space and using that %‘89 = 0, we have

| [ av@stace
_/0 (898 ) dt—/ /vw Yo (Wdwdr

as a dlstrlbutlon

t)dx dt

=—/0°°(mw<> oty )<<t>dt+/:°/ﬂw<x> & e
——

as a distribution
as a distribution

Hence, in the sense of distributions, (3.18) is equivalent to

) [ v (e =0l [~ ([ w0 %) et a

/ /w [Owp — Apl ((t)dzdt. (3.19)

Choosing first ¢ € C°(Q) and ¢ € C°((0, +0)), we get

/OO/ () [Op — Ap] ((t) dadt =0,
0 Q

and so by the arbitrariness of ¥ and ¢ we deduce that 9;p — Ap = 0 in the sense of distributions.
Hence (3.19) becomes

0 [ v@ o) = p0lde - [T [ v D)o @0

We now use (3.20) with ¢ € C2°((0,400)) and ¢ € C*°(Q2) such that %’89 =0 to get

o=/0°°</mw< >3g§>)<<t>dt.

21Tt is natural to expect that p satisfies the Neumann boundary condition lao = 0. Indeed, this condition
corresponds to saying that the mass of p cannot enter nor leave €2, and this is coherent with the way the solution
was constructed.

ﬁp(t)
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Note that the constraint 2% a0 = 0 plays no role on the possible values of ¥ on 9. In other
ov

words, 1]pn can be chosen arbitrarily, and so the equation above implies that 657,(}”89 =0.
Finally, combining this information with (3.20), we deduce that

0=—¢(0) /Q () [po(a) — p(O) dx ¥ € CF(R),

hence p(0) = po, as desired. O
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4 Differential viewpoint of optimal transport

The goal of this section is to introduce a differential structure on the space of probability
measure, starting from the Benamou-Brenier formula and then introducing Otto’s formalism.
This will allow us to interpret several important PDEs as gradient flows with respect to the
2-Wasserstein distance. In order to focus on the main ideas behind this important theory, most
computations of this section will be formal.

In the previous section we have seen that, considering the entropy functional p — [ plog(p)
in the 2-Wasserstein space, the discrete Euler scheme for gradient flows produces solutions to
the heat equation. It is natural to wonder whether we can say that, in some sense:

“The heat equation is the gradient flow of the entropy with respect to the Wo metric.”

Moreover, one might ask whether a similar strategy could handle other evolution equations. In
this section we give an answer to these questions by endowing the Wasserstein space with a
differential structure. This makes it much easier to guess (and, with the right toolbox, prove)
that the gradient flow of the entropy is the heat equation. Also, this will allow us to repeat the
same strategy for other functionals/evolution equations.

4.1 The continuity equation and Benamou-Brenier formula

Let Q C R? be convex set (2 = R? is admissible), let pg € P2(£2) be a probability measure with
finite second moments (recall (3.1)), and let v : [0,7] x Q@ — R? be a smooth bounded vector
field tangent to the boundary of Q. Let X (¢,x) denote the flow of v, namely

X(t,z) =v(t,X(t,x))
X(0,2) =z,

and set p; = (X (t))4po. Note that, since v is tangent to the boundary, the flow remains inside
Q, hence p; € Po(2).22

Lemma 4.1.1. Let vy(-) = v(t, -). The continuity equation
8,5,0{/ + diV(Utpt) =0 (41)
holds in the distributional sense.

Proof. Let ¢ € C(Q), and consider the function ¢ — [, p¢(x) ¢(x) dz. Then, using the
definition of X and p;, we get

/Qatpxxw(mx—d/pt() d:c—/w (t,2)) polz) da
/ V(X (t,2)) - X (t,)po(x) d = / V(X (1)) - on(X (1, 7)) polx) da
:/V¢($)~Ut(a:)pt(:c) d:c:—/dj(a:) div(vepy) dz.
Q Q

22Since vy is bounded, | X (t,z) — z| < Ct, therefore

/ ||? pt (2 dm—/ | X (t,z)|"po(z) dz < 2/ (Jz|* + (Ct)?) po() da.

Thus, if po has finite second moments, the same holds for p;.
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Definition 4.1.2. Given a pair (p, v¢) solving the continuity equation (4.1), with v; - v|pq = 0
(namely, v; is tangent to the boundary of 2), we define its action as

Alpg,ve] - //!’Ut )P poe(z) dz dt .

The following remarkable formula, due to Benamou and Brenier [BB00], shows a link between
the continuity equation and the Ws-distance.

Theorem 4.1.3 (Benamou-Brenier formula). Given two probability measures po, p1 € P2(2),
it holds

W3 (po, p1) = inf { Alpe,vi] | po = po, p1 = p1, Orpr + div(veps) = 0, vg - V]og = 0} .

Proof. We give only a formal proof.

Let (p¢,v¢) be a couple “probability measure/smooth vector field” satisfying po = po, p1 =
p1, and Oypy + div(vepr) = 0,. Let X(t,z) denote the flow of v;. By the uniqueness for the
continuity equation®?, the unique solution p; is the one constructed in Lemma 4.1.1, namely
pr = (X(t))xpo. In particular X (1)4po = p1, which implies that X (1) is a transport map from
po to p1. Then, by the definition of X and Holder inequality, we get

Alp, vy / /]vt\ pt dxdt = /01/9|vt(X(t,x))|2po(a;)da:dt
:/0 /QyX(t,x)ypo(:c)dtdx:/on(a:)/ol | X (t, z)|?dtdx (4.2)

1 2
> [ )| [ Xt do= [ ()X (La) o do = Wpo, 1)

Hence, this proves that W3 (po, p1) is always less than or equal to the infimum appearing in the
statement.

To show equality, take X (¢t,2) = = + t(T(z) — x), where T' = Vg is optimal from py to
p1, set py == X(t)4po, and let v; be such that X (t) = v; o X(t).2* With this choice we have
(T(z) —x) = X(t,x) = v;(X(t,z)), and looking at the computations above one can easily check
that all inequalities in (4.2) become equalities, therefore

A[ptvvt] = W;(ﬁﬂvﬁl)'

d

23The uniqueness for the continuity equation, at least for smooth vector fields, can be obtained exploiting the
duality with the transport equation, as sketched in [AmbOS pg. 3, (2)].
24This definition corresponds to saying that v, := X o X ~1(¢). To show that this makes sense, we need to show
that X (¢)~"! exists. Note that
‘X(t,l‘) - X(tai)Hm - i' > <X(t71‘) - X(taj)7w - j)
(1= t){x =&z —7) +t(Vp(z) = Vo(@),2 = &) > (1 - t)|z — F*, (4.3)

>0 (¢ convex)

thus |X (¢t,2) — X(¢,%)| > (1 —t)|z — #|. This implies that, for ¢ € [0,1), X (t) is injective and therefore X (t)~!
exists. In addition, this also proves that

- 1~ 1 .
X0 ) - X0 @) < Tly 31
so X (t)' is also Lipschitz.

Note that the injectivity may be false for ¢ = 1. Indeed, if p1 = dz then T'(z) = Z is constant and obviously
not injective.
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4.2 Otto’s calculus: from Benamou-Brenier to a Riemannian structure

In [Ott01], Otto generalized classical notions from Riemannian geometry (recall Section 1.3)
to the Wasserstein space: the norm, the scalar product, and the gradient. We will not follow
precisely the line of thought of the mentioned paper. Instead, we will use the Benamou-Brenier
formula as a starting point for our reasoning.

Thanks to the Benamou-Brenier formula (Theorem 4.1.3), we have

1
W2(po, p1) = inf {/ (/ﬂ AR da:)dt | Op + div(veps) = 0, vy - v|p = 0, po = po, p1 = Pl}
0

Pt,Vt

1
= i,Ioltf{iiltf/ / [ve|?pe daz dt | Dpp + div(veps) = 0, vg - v|oa = 0, po = po, p1 = ,01}
0 Q

1
= mf{/ inf {/ ‘W’Z;Ot dx ‘ diV(Utpt) = _atpt7 VUt * V‘aﬂ = O} dt ‘ PO = Po, P1 = p1}7
Pt 0 vt Q

=0epel3,
where in the last equality we used that, for each time ¢, given p; and 9,p;, one can minimize with
respect to all vector fields v; satisfying the constraint div(vip;) = —dyp;. In analogy with the

formula for the Riemannian distance on manifold (see Definition 1.3.3), it is natural to define
the Wasserstein-norm of the derivative Oip; at p; as

18412, = inf {/ (oel 20 d | div(vepe) = —Bupe, v - V] = o} . (4.4)
Ut [¢)

In other words the continuity equation gives, at each time ¢, a constraints on the divergence
of vyp¢, and we got the formula

1
W3 . 1) = ] [ 10l e o0 = o1 = 1}
0

To find a better formula for the Wasserstein-norm of 0;p; we want to understand the prop-
erties of the vector field v; that realizes the infimum (in the definition (4.4)). Hence, given p,
and Oy py, let v, be a minimizer, and let w be a vector field such that div(w) = 0. Then for every

€ > 0, we have
) w
le((Ut + 5>Pt) = —0p.
Pt

Thus v; + e is an admissible vector field in the minimization problem (4.4), and so by mini-
mality of v; we get

/!vt\zptdxﬁ/
Q Q

2
:/ |vt]2ptdx—|—2€/<vt,w>dx+€2/ Mdm.
Q Q Q Pt

Dividing by € and letting it go to zero yields

/Q<vt,w> ~0

for every w such that div(w) = 0. By the Helmholtz decomposition (2.17), this implies that

2

Vg —i—sg prdx

Pt

v € {w | div(w) = 0} = {Vq|q: Q= R}
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Therefore, there exists a function v, such that vy, = V). Also, since div(vip;) = —0ipr and
vy - V]gn = 0, then vy is a solution of

{ div(p V) = —Opy  in Q,

%:0 on 0.

(4.5)

Note that, if p; is “nice” (say, positive and smooth) then (4.5) is a uniformly elliptic equation
with Neumann boundary conditions for vy, and the solution v is unique up to a constant. So
one can define

1o, = /Q V20 da,

where 1 solves (4.5). More in general, given p € P2(€2) and h : @ — R such that [, h = 0,%
we can define

div(pVy) = —h in Q,
oy

2 . 2
thp~—/QWJI pdx,  where { 9 _ on 9.

Hence, we obtained a nice expression for the Wasserstein norm of the derivative of a curve.
Once a norm is defined, we can canonically construct the scalar product.

Definition 4.2.1. Given two functions hy, hy : @ — R with [, h1 = [, ha = 0, one can define
their Wasserstein scalar product at p as

div(pVi;) = —h; in Q,

(h1,ha), = /QV@M -Vipg pdu, where { 867/3 -0 on 9.

Now that we have a scalar product, we can define the gradient of a functional in the Wasser-
stein space (cf. Definition 1.3.2).

Definition 4.2.2. Given a functional F': Po(Q2) — R, its gradient with respect to the Wasser-
stein scalar product at p € P2(Q) is the unique function grady, F[p] (if it exists) such that

d

Ope > _d
e=0'"P de

e

for any smooth curve p. : (—eg,e0) = P(Q) with pg = p.

Flpel

<gradW2‘F[ﬁL _
e=0

Before going on, let us spend some time to obtain a more explicit formula for the Wasserstein
gradient of a functional. Given a functional F : P2(2) — R and a probability measure p €

P2(€2), let us denote with 6%5] its first L2-variation?®, that is the function in L?(£2) such that

[ 8Fa), ., Op(x)
s:[)]:[ps]_/g (5p ($> Oe szodx

4
de

25The condition fQ h = 0 is needed for the solvability of the elliptic equation

div(pVy) = —h in Q,
=0 on 09.

since 5
/ hdr = / div(pVe)) dx = %, 0.
Q Q an OV

Also, it is a classical fact that this is sufficient for solvability.
Note that, whenever p; is a curve of probability measures, then

d d
O:p. d:cz—/p der=—1=0.
/Q“ dt Jo, dt

26The first L2-variation does not exist for all functionals, but it does for the ones we will consider.
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for any (smooth) curve p : (—eg,c0) — P2(2) such that py = p.
Then, by the definition of Wasserstein gradient,

_ 8/)5 OF [ ]6,05
d
(erady, F[0], 5| ) /Q 5p e le—o
Thus, denoting by ¢ the solution of div(Vyp) = —%p; .o With zero Neumann boundary
conditions, we have
COpe| / A / 5Flp)

and therefore, by definition of Wasserstein scalar product, we deduce that

» : 6 F ]y
Example 4.2.3. If Flp fQ ))dx with U : R — R, then for any smooth variation

€ — pe it holds
% ~ /Q o)) dz = [ U'(p(o) 50

therefore the first L?-variation of F[p] at p € P2(f2) is given by

dx,
e=0

il

5, ) = U()).

Using (4.6), this implies that the Wasserstein gradient of F is
grady, F[p] = — div (p V[U'(p)]) = —div (sU"(p)Vp).
In the special case U(s) = slog(s) (hence F is the entropy) one has U”(s) = 1, thus
grady, Flp] = —Ap.

If instead U(s) = ni—: for some m # 1, then we get

gradyy, F[p] = —div (pm p"~ 2Vp) —A(p™).
Example 4.2.4. If Flp| = [, p(z)V(z)dx with V : Q@ — R, then its first L?-variation at
p € P2(R) is 5717
OF
=V
@) = Vi),

therefore the Wasserstein gradient of F is

gradyy, F[p] = —div (VV p).

Example 4.2.5. If Fp] = 3 [[ p(z) W(x — y)dxdy with W : R? — R such that W(z) =
W (—z), then its first L2 variation at p is
5Fl5

where * denotes the convolution, and therefore the Wasserstein gradient of F is

grady,, F[p] = —div (VW % p)p) .
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The definition of gradient flow in the Wasserstein space is (at least on a purely formal level)
exactly the expected one.

Definition 4.2.6. Given a functional F : P3(2) — R, a curve of probability measure p :
[0,T) — P2(R) is a gradient flow of F with respect to W5 and with starting point py if

Orpr = —gradyy, F[pi]
po = po-

By the computation in Example 4.2.3, the Wasserstein gradient flow of the entropy functional
Flpl = [q p log(p) dz is the heat equation

Oyp = —gradyy, Flp] = Ap,

as expected from what we proved in Section 3.3.
On the other hand, if F[p] = —L- [ p™ for m # 1 with m > 0, then the gradient flow is
(cf. Example 4.2.3)
op =A>p™),

that is, the porous medium equation (if m > 1) or the fast diffusion equation (if m € (0,1)) .

4.3 Displacement convexity

We move our attention to the convexity properties of functionals in the Wasserstein space. As
we observed in Section 3.2, convexity of a functional is extremely useful: indeed, not only it
allows one to define the concept of gradient flow via the notion of subdifferential, but more
importantly it implies existence and uniqueness of the gradient flow (at least in the Hilbertian
setting).2”

The first author to introduce and investigate the convexity of functionals in the Wasserstein
space (i.e., convexity along Ws-geodesics) was McCann in [McC97].

Definition 4.3.1. We say that a functional F : P2(Q2) — R is Wa-convez, or displacement
convez, if the 1-dimensional function

[07 1] St -F[,Ot]
is convex for any Wa-geodesic p : [0,1] — P2(R%).

Let us focus first on the special case Flp] = [, U(p)dz, with U : R — R. We want to
understand under which assumption on U the functional F is Wa-convex.

Given pp € P2(R2), let ¢ : Q@ — R be a smooth convex function, and set T := V¢ and p; =
Ty po. It follows by Remark 2.5.8 that T" is the optimal map from pg to p1, and the Wasserstein
geodesic connecting these two measures is given by p; == (T3)xpo with Ty (z) =z + t(T'(z) — x)
(see Section 3.1.1).

Recalling Section 1.6, we have that poT; = #%,Tt' Therefore, since V1I; = (1—t)Id+t D?p,

F[pt]z/ﬂwm(m)dz:/ﬂwpomz/ﬂdc&) det VT; dr

p
:/QU(det((l_t)deD%))det(a—t)1d+t02¢(x))dx.

2Tt is however important to remark that convexity is not needed to define gradient flows (see [AGS08]), and it is
actually possible to prove existence under very weak assumption. More challenging is usually to prove uniqueness,
but there are several cases of interests where uniqueness can still be proved without relying on convexity (see,
for example, [FG10; FGY11]).

67



Since ¢ is convex, D2y is a nonnegative symmetric matrix. For any x € €, let A{(z),..., A\g(z) >
0 be the eigenvalues of D?p(x). It holds

(1—t)+th(z) - 0 1/
D(z,t) ==det((1 — t)Id + tD2cp(x))1/d = det 0 0
0 o (L=1) + tAa(z)

d
=TI =) + tx(a)) .
=1

We leave as an exercise to the reader to prove, using the identity above involving the eigenvalues,
that ¢ — D(z,t) is concave (for a proof, see [Vil03, Lemma 5.21]). Then we can rewrite

po() d
F = Ul —~% |D .
[;Ot] /Q <D(x7 t>d> (x’ t) o
We now ask ourselves:

When is the map t — U ( ((t§d> D(z,t)* convex for every x?

Since t — D(x,t) is concave, a sufficient condition is that the function (0,00) 3 s — U (id) s
is convex and nonincreasing.?® Hence, we have proven the following important:

d

Proposition 4.3.2. Let U : [0,00) — R satisfy

1 . . )
(0,00) > s U( d) 4 is convex and nonincreasing.
s

Then the functional F|p fQ p) dz is Wa-convez.
Example 4.3.3. Let Flp] = [ U(p(z)) dz. Using the above mentioned criterion, it is not hard
to show that the followmg choices yleld Wa-convex functionals:
slog(s) =  Opt=Ap (Heat eq.)
U(s) = —Los™ for m > 1 = Ot =A(p™) (Porous medium eq.)
—Lgm forme[l-31) = 0Op =A(p") (Fast diffusion eq.)

Let us conclude this section with two criteria useful to establish the convexity of other kind
of functionals.

1. If V : R — R is convex, then the functional F[p f V,o dx is Wa-convex.
2. If W : R* - R is convex, then the functlonal .7-" = [[W(z — y)p(z)ply) dzdy is
Wo-convex.

Let us prove the two criteria together.
Consider the geodesic p; = (T})4po, with Ty(z) = (1 — t)x + tT'(x) where T is the optimal
map between pg and p;. We have that the two functionals can be expressed as

/ V(@) pr(x) dx = / V(Ty(x))polz) de
Q Q

/ Wz —y) pt(z) pt(y) do dy = / W(Ti(z) — Ti(y)) po(x)po(y) dz dy .
QxQ QxQ

2 Indeed, fixed = € Q, set G(s) := U(%)s? and H(t) := 224 Then

s po(a)1/d

po(x) d_
U (D(x,t)d) D(z, 1) = po(z) G(H(t)).
Hence, since G’ <0, G” >0, and H” <0, we get

d2

SRGUH(®) = G"(H®) [H (0] + G/ (H () H'(1) > 0.
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Since the map t — Ti(x) is affine, the two functions ¢ — V(Ti(z)) and t — W (Ti(z) — Ti(y))
are convex for any z,y € R? (here we are using the convexity of V' and W), and thus the two
functionals are convex along the geodesic p;, as desired.

4.4 An excursion into the linear Fokker-Planck equation

We are going to apply all the tools that we developed so far to the case of the linear Fokker-
Planck equation, that is
Op = Ap + div(VV p),

where p : [0,00) x RY — R* is a nonnegative function, and V : R¢ — R is a C? convex function.
Here, p(t) usually represents a density of particles, while V' plays the role of an external confining
potential.

As we will see, this equation is a gradient flow in the Wasserstein space, and this perspective
allows us to obtain quantitative convergence rates to the equilibrium for the solution p(¢) as
t — +00. A nice perk of this strategy is that, as a byproduct, it yields a proof of the logarithmic
Sobolev inequality.

The functional and its gradient. Let us consider the functional F : Po(R?) — R on the
Wasserstein space (as usual, F[p] := +oc if p € P2(R?) is not absolutely continuous with respect
to the Lebesgue measure)

Flo] = /R (plog(p) + pV') da.

Notice that we can rewrite
Flpl = /R dnlog(n)e‘v dz,  n:=e"p, (4.7)

therefore the functional F can be seen as the relative entropy with respect to the measure
e Vdx.

Assuming that fRd e~V dx < oo, up to adding a constant to V we can assume that e~
a probability measure, i.e., [p4 e Vdr = 1. Since [0,00) > s + slog(s) is a convex function,
Jensen’s inequality implies

Flp] = /R ) nlog(n)e™" dz > ( /]R ) ne=V dm) log ( /R ) ne=V dac)
—»</£dpdx>lmg</gdpdx>-—0 (4.8)

(recall that p is a probability density), thus the functional F is nonnegative. Also one can check
that equality holds if and only if = 1, thus Fle~"] = 0 is the only minimum.
Recalling (4.6), computing the Wasserstein gradient of F is routine:

Viis

gradyy, Flp] = —div (Vp + pVV), (4.9)
and its Wasserstein norm is given by (recall Definition 4.2.1, and that p = e~V7)

Vp+ pVV |2

(arady, Flpl grac, Pl = [ |FEEE
-V, _ 4 -V 2 2
_/ A ”VV_eV Fne V] dx—/ Nl v 4. (4109
R4 e 'n Rd 7]
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A-convexity. We want to investigate the convexity of the functional F defined above. Ex-
ploiting the criteria described in Section 4.3, one easily checks that F is Wa-convex (the entropy
is convex, and [ pV dx is convex since V is convex by assumption). Unfortunately, for our pur-
poses, this nonquantitative form of convexity is not sufficient. Hence we introduce the notion
of A-convexity.

Definition 4.4.1. Let I C R be an interval, and let ¢ : I — RU{+400} be a lower semicontinuous
function. Given A € R, the function ¢ is said to be A-convex if

As(1 —s)

5 lz —y|? Ve,yeI,0<s<1.

(1= s)p(x) + so(y) = o((1 = s)z + sy) +
A lower semicontinuous function ¢ : X — R U {400} on a geodesic metric space (X,d) is said
A-convex if, given any geodesic v : [0, 1] — X, the function o~y : [0,1] - RU{+o0} is A-convex.

Notice that the notion of A-convexity is stronger than convexity for A > 0, and weaker for
A < 0 (and equivalent for A = 0).
Also, A-convexity behaves well under addition:

Lemma 4.4.2. Let i = 1,2, and let ¢; : X — R U {+oo} be \;-convex. Then p1 + @2 is
(A1 + A2)-conve.

Proof. Let v :[0,1] — X be a geodesic. By the \;-convexity of ¢; it holds

Ais(1—s)

5 1i(T) — (o))

(1= 8)pi(v(7)) + spi(v(0)) > wi((1 = s)y(T) + s7(0)) +

for all o,7 € [0,1], 0 < s < 1,7 = 1,2. Adding the two inequalities over i = 1,2, we get the
result. O

In order to understand the meaning of this definition, note that a function ¢ : I — R is
A-convex if and only if the map

A
0,15 2 = () = Slaf*

is convex. In particular, if ¢ is of class C?, this is true if and only if ¢” > .
In the case X = R%, one can easily check that the same characterization holds: ¢ : R? —
R U {+o0} is A-convex if and only if

A

- Zlaf?
2

R? 5z — o(x)
is convex. Hence, given a A-convex function ¢ € C'(R?), applying the inequality

Y() > (@) +(Vh()y — o), with 6(2) = p(z) — Sl

we get
A
oY) > o) + (Vo(@),y —a) + Sy - zf>  Va,yeRL (4.11)

Exchanging the role of x,y in (4.11) and adding the two inequalities, we also get

(z —y,Vo(z) — Vo(y)) > Mz —y|* . (4.12)

Exploiting these inequalities, we now prove two useful properties of A-convex functions.
Consider a A-convex function ¢ € C'(R? R) with A > 0, and let 2o be the unique minimum
of .
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(i) Applying (4.11), since Vp(zg) = 0, we deduce

o@) 2 plan) 43—z =\ 2(elw) - pleo) 2wl (113
(ii) Applying (4.11) again, we deduce
plwo) 2 p(z) + (Vo(a), 70 — 2) + S — 2ol
—  (Vola).x — o) 2 p(x) — plao) + Sl — a0l

therefore

- #() = p(x0)

V()| > + 2o — a0l = 1/2A(p(@) — (o)), (4.14)

|z — x| 2

where we used the inequality
2Vab<a+b  Va,b>0

with a = % and b = %|$ — x|

Note that the proofs above work also on a general geodesic metric space, dropping also the
assumption of C'-regularity, provided that we can give a meaning to |V¢|. This can be done in
a very general setting (see [AGS08]), but for us it is sufficient to notice that the results above

are true in the Wasserstein space (Po(R?), Ws). More precisely, the following holds:

Lemma 4.4.3. Given a \-conver lower semicontinuous functional F : Py(R?) — R U {400},
with A > 0, let min F = F[p]. The natural generalizations of (4.13) and (4.14) read as

WH(p.p) < 3 (Flol - F1a), (1.15)

Flpl = Flpl < 5+ (gradyy, Flpl, grady, Flpl) p, (4.16)

1
2\
for all p € Po(RY).

Proof. These bounds can be shown by mimicking the 1-dimensional proof on a geodesic between
p and p. To show the method, we prove (4.15) and leave (4.16) to the interested reader.
Let L := Ws(p, p), let v € T'(p, p) be a optimal plan, and set

Wt(xv y) = (L - t)'%' +ty, te [07 L]7 pr = (Wt)#ﬁ)/'

Repeating the argument in Section 3.1.1 one can show that p; is a unit-speed Ws-geodesic.
Let ¢ : [0,L] — R be the composition ¢(t) = F[p(t)]. Since ¢ is A-convex it follows (by
definition) that ¢ is A-convex, hence we can repeat the argument above to get

2, R
\/)\(w(L) —¢(0)) = L,
which is precisely (4.15). O

Let us move back to the study of the functional F|p] = [a (plog(p) + Vp) dx. Recall that
Jra plog(p) is convex (see Example 4.3.3). Also, we proved that if V : R — R is convex then
the functional p — [ Vpdz is convex, and the same proof shows that if V' : R? — R is A-convex
then p — [ Vpdz is A-convex. Hence, thanks to Lemma 4.4.2, we obtain the following:

Proposition 4.4.4. Consider the functional Fp] = [pa (plog(p) + Vp) dx, and assume that
V :RY = R is A-conver. Then F : Po(R?) — R U {+o0} is A-convex. In particular, if X > 0
then (4.15) and (4.16) hold.
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Log-Sobolev inequality. Consider a A\-convex function V : R — R with A > 0, and assume
that [pse™" = 1. Given a function  : R — [0, 00) such that [pune™" dz =1, set p:=neV €
P(RY). Thanks to Proposition 4.4.4 we can apply (4.16), (4.8), and (4.10), to get to get

_ 1 1 \Vn|2 _
14 14
/Rd nlog(n)e™" dz = Flp] < 5 (gradw, Flo], gradw, Flol)p = 51 /Rd ¢ dz.

Hence, this proves that

1 Vnl?
/ nlog(n)e " dr < — ﬂe_V dx Vn:RY = [0, 00)s.t. / ne=V de =1.
Rd 2\ Rd n Rd
This inequality is known in the literature as the log-Sobolev inequality (see [Led01, Section
5.1]), and it is well-known that the constant 5 is sharp.

Convergence to the equilibrium. Again, given a A-convex function V : R — R with
A>0and [pae" =1, we consider the functional Flp] = [p. (plog(p) + Vp) dz. Thanks to
the formula (4.9), we know that the Wasserstein gradient flow associated to F is the linear
Fokker-Planck equation

(4.17)

op = Ap + div(VV p),
p(0) = p € P(RY).

For simplicity, we assume that F[p] < +oo. (This assumption is not strictly necessary, as one
can prove that F[p;] < +oo for any positive time ¢ > 0.) Our goal is to understand the behavior
of p := p(t) as t — co. We have already shown that e~V is a minimum point of JF, hence we
expect p; to converge to e~V as remarked Section 3.2. Let us state (3.10) in the form we need
here:

d
o7 o] = (grady, Flod, Oepr)w, = —(grady, Flprl, gradw, Flpe)p, < 0 - (4.18)

The functional F shall be interpreted as the energy of the system, that tends to its minimum
as time evolves. Let us prove

Flp] = Fle™V]=0 ast— oc.

Combining (4.18) with (4.16) we get (recall that min F = 0)

d
sl <9
CFlnl < 22 Flpd
and therefore J
Z(Flrde™) <0 = Flo) < e F. (4.19)

Hence we have shown that the energy converges to 0 exponentially fast. Since the energy
controls the Wasserstein distance to the equilibrium e~ (recall (4.15)), we deduce immediately

2
Wi(pr,e™V) < X]—"[ﬁ]e_z)‘t Vit >0.
Remark 4.4.5. Thanks to the A-convexity of F, a stronger form of the latter inequality holds,

namely
Wi(pe,e™") < e Wi (pe™") .

In fact, this last inequality holds even if we replace e~V with any curve of probability measures
p:[0,400) — P2(R?) that is a gradient-flow with respect to the functional F; more precisely,
it holds

W3 (pr, pr) < e Wi(po, o) V> 0. (4.20)
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This property of the gradient-flow is usually called contractivity. The proof is rather technical,
and we refer to [AGS08] for a proof. Here, we show it only in the simpler case of gradient-flows
on R,

Take a smooth A-convex function ¢ : R? — R, and consider two curves z,¥ : [0, +00) — R?
that solve the gradient-flow equation

i(t) = =Vo(z(t)),  y(t) =—-Ve(y(t)).
Then

T _ 2
LI VO _ (1) ), 0) — i)
= —(a(t) — 9(8), V(o) — ply1)) < N (®) ~yO

where in the last inequality we applied (4.12). Hence we have

9 (l2t) — y@Pe?) <0 = (1) ~ yOI < e a(0) ~ y(O)]”

which is the Euclidean analogue of (4.20).

What we have proved until now is very robust and can be applied verbatim to several other
functionals on P2(R%). We want to conclude with a convergence result that cannot be easily
adapted to other functionals: p; converges to e~V in the L'-norm. More precisely, we claim
that if p; solves (4.17) then

_ 2 _ _
lpr — e~ V|71 < 272N F[p] .

This convergence follows from (4.19) together with the following inequality (that is valid for
any V : RY = R with e7V € P(RY)):

1 —vi2
Slo—e VI < Flo) - ¥pe PR, (4.21)

This inequality is known in literature as Csiszar-Kullback-Pinsker inequality, see the introduc-
tion of [BV05].

Before proving (4.21), let us observe that the coefficient % is optimal. Indeed, if p = ne™" €
P(R?) with n : RY — {1 4 £} everywhere, then

Fil = [ mogne™ = [ ((r=1)+50=17+ 0 =11)) e
2
=S o) = 2 v,

We now prove (4.21).

Proof of (4.21). In this proof we denote = ¢~V and p = ne™V. Let us remark that the
convexity of V is not necessary, hence the result holds for any probability measure p € P(R9).
Applying Jensen’s inequality, we have

Flp] =/ nlogndu+/ nlogndp > a1l +z)log(l +z) + B(1 —y)log(l —y), (4.22)
{n>1} {n<1}

where o :== p({n > 1}), B := pu({n < 1}), and z,y are defined so that
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As a direct consequence of the definitions, it holds a, 5 >0, a+ =1, 2> 0and 0 <y < 1.
Also, since fRd ndu = 1, we have ax = By, therefore

at+pB=1, a:#
{ oz = By - { Bzﬁz‘ (4.23)

Furthermore the following identity holds:

2zy
Tty

o=Vl = [ In=1ldn = az+ 5y - (4.24)

Combining (4.22), (4.23), and (4.24), the sought inequality (4.21) boils down to proving that

1 1-— 2
+$10g(1+$)—i— ylog(l—y)— o> Ve>0,0<y<1  (4.25)

Z(x,y) =
(z,y) . , P

One can easily check that the function Z is continuous on [0, 4+00) x [0,1], and that
Z>0 on{zr=0tu{y=0}U{y=1}

Also, Z(x,y) — +o0 as © — 400, hence there exists R > 1 such that Z > 0 for x > R. So it
remains to check that Z > 0 inside (0, R) x (0,1).

If Z has no minimum point in (0, R) x (0, 1), then Z > 0 everywhere (since it must attain its
minimum on the boundary, where we know that Z is nonnegative). Hence, it suffices to show
that Z > 0 at all critical points in (0, R) x (0, 1) (notice that Z is smooth inside (0, R) x (0,1)).
Note that the critical point condition VZ(z,y) = (0,0) yields

log(1 2xy?
0=0.Z(x,y) = le_&w
x (x +vy) (4.26)
log(1 —y) 22%y '
0=0,%(z,y = —=-1-—=.
y7(5.9) y (z +y)?
Hence, using (4.26), (4.25) simplifies to
22y 222y 2xy (x —1y)?
Z = (1 1- =Y Vra-y(-1- - =
(z,y) = ( +$)< ($+y)2)+( y)( (m+y)2) T4y ct+y
which is clearly nonnegative, concluding the proof. O
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5 Further readings

Now that the reader has a basic knowledge of optimal transport, we present here a list of possible
references in order to learn about some of the several applications of this beautiful theory. Our
list of references is far from complete and shall be seen as a starting point for the study of these
topics.

5.1 Functional and geometric inequalities

As we have seen in Section 1.5, transport theory can be used to prove the isoperimetric inequal-
ity. We also observed in Section 4.4 how the formalism of Otto’s calculus yields a neat proof
of the logarithmic Sobolev inequality. These two results are only the tip of the iceberg about
the deep connection between optimal transport and functional/geometric inequalities. In recent
years, optimal transport methods have been used to prove already known inequalities with new
proofs, to establish new ones, and to obtain quantitative version of well-known ones. Let us
mention some of the most remarkable examples.

The paper [CENV04] exploits optimal transport to prove the Sobolev inequality and some
Gagliardo-Niremberg inequalities with sharp constants. In a similar fashion, the logarithimic
Sobolev inequality, and several other related inequalities, are obtained in [CE02]. The Brunn-
Minkowsky inequality (which is a geometric inequality that has the isoperimetric inequality
as a byproduct) and several generalizations are proven in [McC97; CEMSO01]. In [FMP10], the
authors (starting from a variant of the proof of the isoperimetric that is contained in Section 1.5)
manage to prove a sharp quantitative version of the anisotropic isoperimetric inequality. We
remark that all these results rely on the structure/properties of optimal transport maps for the
quadratic cost c(z,y) = |z — y|? (cf. Theorem 2.5.9).

Very recently, optimal transport with the distance cost ¢(z,y) = d(z,y) has been used in
[Klal7] to give a beautiful alternative proof of the isoperimetric inequality of Lévy—Gromov (and
also of many other important inequalities ) on weighted Riemannian manifolds with lower Ricci
curvature bounds. The idea is to use an optimal transport plan ~ for the cost ¢ = d to construct
a foliation of the ambient space M, by considering the union of the geodesics connecting z to
y for (x,y) € supp(vy). This idea is a generalization of the so-called “needle decomposition”,
a deep localization method used in convex geometry to reduce the inequality from M to a 1-
dimensional version along geodesics (called needles). It is worth noticing that the argument in
[Klal7] does not rely on the deep regularity theory for isoperimetric minimizers. In particular,
among several important applications, this method has been used to prove the Lévy—Gromov
inequality on metric measure spaces satisfying a curvature-dimension condition in [CM17].

5.2 Probability

There are many directions of research that have been investigated regarding the applications
of optimal transport in probability. Here we mention just three of them: martingale optimal
transport, the quantitative central limit theorem, and the random matching problem.

The martingale optimal transport problem (which finds one of its motivations in mathe-
matical finance) is a slight modification of the Kantorovich problem. We state it in purely
probabilistic language, but of course it can be framed in a measure-theoretic setting using the
disintegration theorem. Given two distributions p, v € P(R) and a cost function ¢ : Rx R — R,
the goal is to minimize E [c(X,Y)] among all pairs (X,Y) of random variables with X ~ p,
Y ~ v satisfying the martingale condition E [Y|X] = X. Without entering in technical details,
let us only say that, even if it has various similarities with the Kantorovich problem (i.e., a dual
formulation), many new ideas are necessary to tackle the martingale optimal transport problem.
The interested reader might explore this beautiful problem starting from the two recent papers
[BJ16; BNT17].
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The central limit theorem states that, if (X;);en is a sequence of independent random
variables with the same law, mean equal to 0, and variance equal to 1, then the average
X, = % converges in law, as k — oo, to a standard Gaussian. One may desire to
make this statement quantitative: how far is the law of X}, from a Gaussian? Of course, opti-
mal transport can be a tool to measure their distance. This is exactly the problem considered,
and solved, by the authors in [BGM99].

Let us conclude with the random matching problem. Let X7, ..., X} be k independent points
uniformly distributed on the interval [0, 1]. One would expect, intuitively, that the distribution
of this k points approximates, as k grows, the uniform measure on [0, 1]. To make precise this
intuition, let p* = %Zle dx, be the empirical measure associated to the k points; how close
is it to the uniform measure on [0, 1]7 What is the expected p-Wasserstein distance between uk
and the uniform measure on [0, 1]7

This is the simplest possible instance of the random matching problem. There are many pa-
rameters that can be changed: one could replace the uniform measure with another distribution,
or replace the interval [0, 1] with the square [0, 1]2. The problem changes quite drastically when
varying this parameter (i.e., moving from a compactly supported measure to a noncompactly
supported one or changing the dimension) and the literature is large and scattered through
different fields (combinatorics, probability, theoretical computer science). Let us give only two
important references: in the book [BL19] the 1-dimensional case is treated in detail, while in
the recent paper [AST19] the 2-dimensional case is settled with PDE-techniques. The two
mentioned references contain detailed historical reports on the problem.

5.3 Multi-marginal Optimal Transport

The multi-marginal optimal transport problem is a natural generalization of the classical op-
timal transport problem. It has attracted a lot of research in the latest years, both for the
natural applications to economics, but also because it arises naturally in the subfield of quan-
tum mechanics known as Density Functional Theory (see [BDPGG12]).

Given k > 2 measures p1, ..., ur € P(X) and a cost function ¢: X x ... x X — R, we are

k times
interested in the minimization problem,

min / c(x1y .. xk) dus (z1) - - dpg(zg) , (5.1)
yeT (p1,eespirs) J XK

where I'(p11, . . ., j1) is the set of all plans v € P(X*) such that (m;)4(7) = p; foralli =1,... .,k
(m; + X¥ — X denotes the projection on the i-th coordinate). Notice that when k = 2 this is
the usual Kantorovich problem.

There is also an analogue of the Monge problem that reads as follows. We are interested in
finding k — 1 maps T, ..., T} such that (7;)4x(p1) = pi and which minimize the transportation
cost

/ (. To(a), ..., Ti(@)) dyan (<)
X

Let us remark that an analogue of Brenier’'s Theorem (Theorem 2.5.9) holds for the multi-
marginal case (as proven in [GS98]).

Even if the multi-marginal problem has many features in common with the Kantorovich
problem (such as a duality theory, at least for some choices of the cost), many natural questions
(mainly regarding repulsive costs, which are important for the applications) are still open. We
suggest the surveys [Pasl15; DMGN17] as introductions to this active topic of research.

5.4 Gradient Flows

In this book, we have treated the theory of gradient flows only formally (for example, we have
never properly defined what is a gradient-flow in a metric space and we have not shown that,
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in a general Hilbert space, the implicit Euler scheme converges to a proper solution). The main
reason for this choice is that it would require an immense amount of work.

This remarkable goal is achieved in the book [AGS08] which, from the ground up, studies
in depth the properties of gradient flows in metric space, with a particular attention to the
Wasserstein space. Let us also mention the pioneering work by Brezis [Bre71], where the
author defines and constructs gradient flows in Hilbert spaces. The recent survey [Sanl7b] is
an alternative, more compact, introduction to the subject.

The theory of gradient flows in the Wasserstein space has found also numerous applications in
the realm of applied mathematics: many real-world phenomena can be modeled with appropriate
gradient flows. The interested reader may find many useful references about this topic in the
slides [Carl4].

5.5 Regularity theory

Whenever p,v € P(R?) are absolutely continuous with respect to the Lebesgue measure, the
optimal transport map with respect to the quadratic cost is the gradient of a convex function
(recall Theorem 2.5.9) and therefore it is differentiable a.e. Nonetheless, it can be discontinuous
(for instance, if the support of u is connected whereas the support of v is not).

It is therefore natural to wonder whether one can get some regularity under suitable assump-
tions on the two measures u, v. Moreover, as we observed in Section 1.6, a (smooth) transport
map must satisfy a Jacobian equation. It turns out that, for the case of the Brenier transport
map (i.e., T = V¢ with ¢ convex), it is rather easy to check the validity of such equation (called
Monge-Ampere equation) in the a.e. sense, whereas it is hard to understand whether it holds
in a suitable “distributional” sense.

The regularity of the Brenier map and the validity of the Monge-Ampeére equation are, as
can be expected, tightly linked. In fact, one way to obtain the regularity of the transport maps
(under suitable assumptions on the measures) is to show that it satisfies the Monge-Ampere
equation in a suitable weak sense (i.e., it is an Alexandrov’s solution), and then prove that
solutions to the Monge-Ampere equation are regular. Since the topic is rich and vast, we point
the reader to the book [Figl7] and to the survey paper [DPF14] as possible points of departure
for a study of the subject. In particular, [DPF14, Section 4] discusses also the regularity theory
of optimal maps on Riemannian manifolds, as well as the connection of this theory to the
structure of the cut-locus of the underlying space.

5.6 Computational aspects

There is a vast range of applications of optimal transport to real-world problems, and this
has generated a huge interest in the data-science community (i.e. statistics, machine-learning,
image-processing, etc..). In a very broad sense, optimal transport provides a quantitative and
robust way to decide whether two distributions are close (as a substitute of the more classical
Kullback-Leibler divergence).

In the applications of the optimal transport theory, a fundamental issue to overcome is the
actual computational cost of finding the optimal transport map. In the discrete setting (as
in Exercise A.0.7) the problem, known as the assignment problem or minimum cost matching,
has been studied greatly in the computer-science literature and the first efficient algorithm was
found by Kuhn in [Kuh55]. On the other hand, the continuous (i.e., finding the transport cost
between two absolutely continuous measures) and semi-discrete (i.e., finding the transport cost
between a discrete measure and a density) version of the problem present various difficulties
that do not arise in the discrete version. We suggest the monograph [PC19] for an in-depth
account of these kind of questions.

Let us mention only one key idea that is often useful in the explicit computation of optimal
transport maps: the entropic regularization. Given two measures pu,v € P(X) and a small
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€ > 0, we consider the minimization problem

werll“l(i;ILl,u) /Rd c(z,y) + 5(10g (dﬂd(; V) - 1) dy(z,y),

where ¢ : X — X — [0,00) is the transport cost and d;%y represents the density of + with
respect to the product measure p ® v. This new formulation converges, as ¢ — 0, to the
classical Kantorovich formulation (both the cost and the plan converge). At the same time, the
problem (for positive € > 0) is strictly convex (and enjoys many other regularity properties,
notice for example that the optimal plan is always absolutely continuous with respect to pu ®
v) and therefore an iterative algorithm (the Sinkhorn’s algorithm) can be applied to get an
approximation of the optimal plan. We suggest [PC19, Chapter 4] and the references therein

for further details on entropic regularization.

5.7 From R? to Riemannian manifolds and beyond: RCD spaces

The more advanced part of our study, i.e., the differential viewpoint of optimal transport and
Otto’s calculus, took place entirely in (an open set of) the Euclidean space. What if one
considers probability measures on a Riemannian manifold (M, g)?

One can repeat essentially verbatim all the construction of Otto’s calculus on Po(M). How-
ever, when computing the convexity properties of functionals along Wasserstein geodesics, the
geometry of the manifold M plays a crucial role.

More precisely, the convexity of the functionals is affected by the Ricci curvature of (M, g),
and one can prove the following characterization (see [RS05]):

p— Flp| = / p(x)log(p(z)) dvol(x) is Wa-convex
M
if and only if M has nonnegative Ricci curvature.

In some sense, the geometric properties (i.e., the Ricci curvature) of a space are encoded in
the convexity properties of the entropy functional. Since it is possible to define the entropy
functional on a general metric measure space (i.e., a metric space endowed with a reference
measure), one can say that, by definition:

A metric measure space is positively Ricci curved if the entropy functional is Wa-convez.

This is the starting point of a still very active area of research (begun with the fundamental
papers [Stu06a; Stu06b; LV09]) concerning the study of spaces with Ricci curvature bounded
from below. We refer the interested reader to the lecture notes [FV11] (see also [Vil09; AG13;
Amb18] for an exhaustive discussion of this topic) and to the papers [Gigl5; AGS14] where
the notion of RCD spaces is introduced (this is a subclass of the spaces considered in [LV09],
similarly to how Riemannian manifolds are a subclass of Finsler manifolds).
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