
Exercise Set 5: Conservative Methods

Exercise 1
Answer the following questions:

1. When is a numerical method said to be conservative?

2. What is the benefit of using a conservative numerical method? (Hint: Take a look at the Lax-Wendroff
Theorem)

3. For a given conservation law and a conservative scheme, are we guaranteed that the weak solution obtained
satisfies the entropy condition?

Solution 1 1. If it can be written in the form
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j = vnj − k

h

[
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2
− Fn

j− 1
2

]
(1)

where Fn
j+ 1

2

= F (Un
j−p, ..., U

n
j+q) is the numerical flux at the cell-interface xj+ 1

2
.

2. By the Lax-Wendroff theorem, if a sequence of numerical approximations obtained by a conservative scheme
(with a consistent and Lipschitz-continous numerical flux) converges, the limit is a weak solution.

3. No, not in general. Roe’s approximate Riemann solver is an example of a conservative scheme that may
give-entropy violating weak solutions. Thus, several entropy-fixes have been proposed for the Roe scheme
(some of which you will see in class).

Exercise 2
Consider the conservative scheme with the Engquist-Osher flux

FEO(u, v) =
1

2

f(u) + f(v)−
v∫

u

|f ′(ξ)|dξ

 . (2)

1. Show that the numerical flux leads to a monotone scheme under suitable CFL conditions.

2. Assuming f is convex with a single minima at ω, show that the Engquist-Osher flux reduces to

FEO(u, v) = f(max(u, ω)) + f(min(v, ω))− f(ω). (3)

Solution 2 1. To show that the Engquist-Osher flux (EO flux) leads to a monotone scheme, we need to show
that

λ∂1F (Un
j−1, U

n
j ) ≥ 0 (4)

−λ∂2F (Un
j , U

n
j+1) ≥ 0 (5)

1− λ(∂1F (Un
j , U

n
j+1)− ∂2F (Un

j−1, U
n
j )) ≥ 0 (6)

where λ = k/h. Now for the EO flux, we have

∂1F (a, b) =
1

2
(f ′(u) + |f ′(u)|) ≥ 0, ∂2F (a, b) =

1

2
(f ′(v)− |f ′(v)|) ≤ 0. (7)

Thus, the first two conditions of (4) are clearly satisfied. For the last condition of (4) to hold, we want

1− λ(∂1F (Un
j , U

n
j+1)− ∂2F (Un

j−1, U
n
j )) = 1− λ|f ′(u)| ≥ 0 (8)

which gives us the expected CFL condition, i.e., we must choose a time-step such that λ|f ′(u)| ≤ 1.
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2. Assume f is convex with a minima at ω. Then we have f ′(u) < 0 if u < ω and f ′(u) > 0 if u > ω. Considering
4 possible scenarios, we have

v∫
u

|f ′(ξ)|dξ =


f(v)− f(u), if u, v > ω

f(u)− f(v), if u, v < ω

f(u) + f(v)− 2f(ω), if u < ω < v

2f(ω)− f(u)− f(u), if v < ω < u

. (9)

Thus, the numerical flux becomes

FEO(u, v) =


f(u), if u, v > ω

f(v), if u, v < ω

f(ω), if u < ω < v

f(u) + f(v)− f(ω), if v < ω < u

(10)

=f(max(u, ω)) + f(min(v, ω))− f(ω). (11)

Exercise 3
In the previous exercises, we have seen that difficulties can arise when trying to approximate solution for linear
problem. Additional issues can arise when dealing with non-linear problems. Consider the Burgers equation in the
quasilinear form

ut + uux = 0 . (12)

A “natural” finite difference method can be obtained with a minor modification of the upwind method applied to
the advection equation, assuming vnj ≥ 0 for all j, n:

vn+1
j = vnj − k

h
vnj

(
vnj − vnj−1

)
. (13)

This method converges on smooth solutions.

1. Compute the numerical solution obtained by (13), driven by the initial condition

u(x, 0) =

{
1 x < 0

0 x ≥ 0
. (14)

Implement the method in Matlab and solve (12) up to T = 0.5 in the interval (−1, 1) with initial condition
(14). In your computations use k = 0.5h, h = 0.01.

2. Is the solution obtained a weak solution? Is it the entropy solution?

3. Now use the following initial condition in your code

u (x, 0) =

{
1.2 x < 0

0.4 x ≥ 0
. (15)

4. Compare the solution to the known entropy solution for Burgers, which can be constructed by considering
the characteristics and shocks.

Solution 3 1. The code is attached at the end of this document.

2. The entropy solution for the for the initial condition

u(x, 0) =

{
1 if x ≤ 0

0 if x ≥ 0
, (16)

corresponds to a shock moving in the positive direction with a speed s = 0.5. The numerical solution with
the “upwind” scheme converges to the function w(x, t) = u(x, 0). This is clearly not the entropy solution. In
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fact, the solution is not even a weak solution of the conservation law, since the shock-speed does not satisfy
the RH condition. We can also see this this take any 0 ≤ T1 < T2. Then∫ 1

−1

w (x, T2) dx−
∫ 1

−1

w (x, T1) dx = 0 (17)

while ∫ T2

T1

f (w (1, t)) dt−
∫ T2

T1

f (w (−1, t)) dt =

∫ T2

T1

f (0) dt−
∫ T2

T1

f (1) dt =
T2 − T1

2
> 0 . (18)

3. See figures generated by the code attached at the end of the solution manual.

4. The entropy solution is given by

u(x, t) =

{
1.2 x < 0.8t

0.4 0.8t < x
(19)

which is a shock moving in the positive x-direction with a speed s = 0.8. Notice that in this example, the
numerical solution is a discontinuous traveling wave that travels in the correct direction, but at a speed
different than the actual shock speed. Since the shock speed is not correct, the RH condition will not be
satisfied. Thus, the solution will not converge to a weak solution.

The important thing to note here is that in the two examples presented in the exercise, the upwind inspired
method, which can be proven to work well for smooth solutions, returned solutions which are not weak-
solution! This is the motivation for using conservative methods; when applying a conservative method we are
guaranteed that if the method converges, the limit is a weak solution to the problem.

Exercise 4 1. Apply the generalization of the Lax-Friedrichs method

vn+1
j =

1

2

(
vnj+1 + vnj−1

)
− k

2h

(
f
(
vnj+1

)
− f

(
vnj−1

))
(20)

to Burgers equation in conservation form,

ut +

(
1

2
u2

)
x

= 0 , (21)

with the initial conditions (14) and (15).

2. Does the numerical solutions converge to a weak solution?

3. Is this the entropy solution?

4. Show that the generalization of the Lax-Friedrichs method to nonlinear conservation laws can be written in
conservative form.

Solution 4 1. See figures generated by the code published in the homepage.

(b),(c) Yes, the numerical solutions converge to the entropy solution. This is because the numerical scheme is
monotone (try to show this).

2. A scheme is conservative if it can be written as (1). The Lax-Friedrichs scheme is usually written as

vn+1
j =

1

2

(
vnj+1 + vnj−1

)
− k

2h

(
f
(
vnj+1

)
− f

(
vnj−1

))
. (22)

We can rewrite it as

vn+1
j − vnj =

1

2

[(
vnj+1 − vnj − k

h
f
(
vnj+1

))
−
(
vnj − vnj−1 −

k

h
f
(
vnj−1

))]
(23)

=− k

h

[(
− h

2k

(
vnj+1 − vnj

)
+

1

2
f
(
vnj+1

))
−

(
− h

2k

(
vnj − vnj−1

)
+

1

2
f
(
vnj−1

))]
. (24)

Thus, to obtain conservation we take

F (u, v) =
1

2
(f(v) + f(u))− h

2k
(v − u) . (25)
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Exercise 5 1. Solve the Burgers equation with the Engquist-Osher flux and the initial conditions (14) and (15).

2. Does the solution converge to the entropy solution?

3. How does the solution compare to that obtained with the Lax-Friedrichs scheme?

Solution 5 1. See figures generated by the code attached at the end of the solution manual.

2. Yes, the numerical solutions converge to the entropy solution, as the numerical scheme is monotone (you have
shown this above).

3. Both the Engquist-Osher flux and Lax-Friedrich flux can be written as

F (u, v) =
1

2
(f(u) + f(v))− 1

2
Q(u, v)(v − u), (26)

where Q(u, v) is a measure of the artificial viscosity/dissipation introduced by the scheme. For these two
schemes, we have

QLF (u, v) =
h

k
, QEO(u, v) =

v∫
u

|f ′(ξ)|dξ

v − u
. (27)

Under the CFL condition kmax |f ′(u)|/h ≤ 1, we have QEO(u, v) ≤ QLF (u, v) (try to show this). Thus,
the Engquist-Osher scheme tends to be less dissipative compared to the Lax-Friedrichs scheme. This can be
observed from the numerical results obtained using the code below.
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