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Exercise 1.
Let 𝑔∶ [0, 𝑇 ] → R be a continuous function and let 𝑏 > 0 and 𝑋0 ∈ L2(𝛺). Compute the solution of the

following SDE for 𝑡 ∈ [0, 𝑇 ]
d𝑋(𝑡) = −𝑏𝑋(𝑡)d𝑡 + 𝑔(𝑡)d𝑊(𝑡),
𝑋(0) = 𝑋0.

Exercise 2.
Let 𝐴 ∈ R𝑛×𝑛, 𝐵 ∈ R𝑛×𝑚 and solve the 𝑛-dimensional SDE for 𝑡 ∈ [0, 𝑇 ]

d𝑋(𝑡) = 𝐴𝑋(𝑡)d𝑡 + 𝐵d𝑊(𝑡), (2.1)

with initial condition 𝑋(0) = 𝑋0 and where 𝑊 is an 𝑚-dimensional Brownian motion.
Hint. Generalize the one-dimensional case presented in the previous exercises.

Exercise 3.
For 𝑋0 = (𝑋1

0 𝑋2
0)⊤ ∈ (L2(𝛺))2, solve the system of SDEs for 𝑡 ∈ [0, 𝑇 ]

d𝑋1(𝑡) = 𝑋2(𝑡)d𝑡 + d𝑊1(𝑡),
d𝑋2(𝑡) = 𝑋1(𝑡)d𝑡 + d𝑊2(𝑡),

(3.1)

with initial condition 𝑋(0) = 𝑋0 and where 𝑊1 and 𝑊2 are two independent one-dimensional Brownian
motions.
Hint. Use Exercise 1 or consider the processes

𝑌1(𝑡) = 𝑋1(𝑡) + 𝑋2(𝑡),
𝑌2(𝑡) = 𝑋1(𝑡) − 𝑋2(𝑡).

(3.2)

Exercise 4.
We recall that for random vectors 𝑋 ∈ R𝑘, 𝑌 ∈ R𝑚 that are jointly Gaussian

(𝑋
𝑌) = 𝒩((𝜇𝑋

𝜇𝑌
), ( 𝐶𝑋 𝐶𝑋𝑌

𝐶𝑌 𝑋 𝐶𝑌
)), (4.1)

the conditional distribution of 𝑋 given 𝑌 is also Gaussian with the following distribution

𝑋|𝑌 ∼ 𝒩(𝜇𝑋 + 𝐶𝑋𝑌𝐶−1
𝑌 (𝑌 − 𝜇𝑌), 𝐶𝑋 − 𝐶𝑋𝑌𝐶−1

𝑌 𝐶𝑌 𝑋) (4.2)

1) Let {𝐵𝑡}𝑡∈[0,𝑇 ] be a Brownian motion on (𝛺, ℱ, 𝑃 , (ℱ)𝑡⩾0). What is the conditional distribution of 𝐵
given 𝐵1 = 0? The Gaussian process with such a distribution is called a Browian bridge.

2) Consider the stochastic process 𝐵̂𝑡 = 𝐵𝑡 − 𝑡𝐵1. Show that 𝐵̂𝑡 is a Gaussian process and has the
distribution of a Brownian bridge.
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3) Define the process 𝑊𝑡 as 𝑑𝑊𝑡 = 𝑑𝐵𝑡 − 𝐵1−𝐵𝑡

1−𝑡
𝑑𝑡. Show that 𝑊𝑡 is a Brownian motion with respect to

the filtration ̃ℱ𝑡 = 𝜎(𝐵𝑢, 𝑢 ⩽ 𝑡) ∪ 𝜎(𝐵1)
Hint. To show that 𝑊𝑡 − 𝑊𝑠 is independent of ̃ℱ𝑠 it is enough to show that E[(𝑊𝑡 − 𝑊𝑠)𝐵𝑢] = 0 for
all 𝑢 ⩽ 𝑠 and 𝑢 = 1 since all variables are Gaussian (hence uncorrelation is equivalent to independence).

4) Consider now the SDE
𝑑𝜉𝑡 = − 𝜉𝑡

1 − 𝑡𝑑𝑡 + 𝑑𝑊𝑡, (4.3)

𝜉0 = 0 with 𝑊𝑡 as in the previous point. Solve explicitly this SDE. Show that {𝜉𝑡}𝑡∈[0,1] is a Gaussian
process and has the distribution of a Brownian bridge. What is the relation between {𝜉𝑡}𝑡∈[0,1] and the
process 𝐵̂𝑡 = 𝐵𝑡 − 𝑡𝐵1 of point 2) ?
Hint. Write the stochastic differential of 𝐵̂𝑡 and replace 𝑑𝐵𝑡 with 𝑑𝑊𝑡.

Exercise 5.
Consider the SDE

𝑑𝜉𝑡 = 𝑏(𝜉𝑡, 𝑡)𝑑𝑡 + 𝜎(𝜉𝑡, 𝑡)𝑑𝐵𝑡

𝜉0 = 𝑥
(5.1)

with the standard assumptions on 𝑏 ∶ R𝑑 ×R+ → R𝑑, 𝜎 ∶ R𝑑 ×R+ → R𝑑×𝑚 (global Lipschitz and linear growth
bound with constant 𝑀).

1) Suppose that 𝜎 is bounded, i.e. ∃𝑘 > 0 such that ‖𝜎(𝑥, 𝑡)‖𝐹 ⩽ 𝑘, for all 𝑥, 𝑡. Show that for any 𝑇 > 0
there exists 𝑐𝑇 > 0 such that for 𝑅 large enough

𝑃( sup
0⩽𝑡⩽𝑇

|𝜉𝑡| > 𝑅) ⩽ 𝑒−𝑐𝑇𝑅2, (5.2)

i.e. the process has Gaussian tails.

Hint. use 𝐿1 type bounds on |𝜉𝑡| on the set 𝐴 = { sup
0⩽𝑡⩽𝑇

∣∫𝑡
0 𝜎(𝜉𝑠, 𝑠)𝑑𝐵𝑠∣ ⩾ 𝜌} and the following expo-

nential martingale inequality to bound 𝑃(𝐴): let 𝐺 ∈ 𝑀2([0, 𝑇 ],R𝑑×𝑚) be s.t.

∫
𝑇

0
𝜃⊤𝐺𝑠𝐺⊤

𝑠 𝜃𝑑𝑠 ⩽ 𝑐|𝜃|2

for all 𝜃 ∈ R𝑑, and 𝐼𝑡 = ∫𝑡
0 𝐺𝑠𝑑𝐵𝑠. Then

P( sup
0⩽𝑡⩽𝑇

|𝐼𝑡| ⩾ 𝜌) ⩽ 2𝑑e− 𝜌2

2𝑐𝑑 .

2) Show that sup
0⩽𝑡⩽𝑇

|𝜉𝑡| has all exponential moments finite i.e. E[exp{𝜆 sup
0⩽𝑡⩽𝑇

|𝜉𝑡|}] < ∞ for every 𝜆 > 0.

Moreover, there exists 𝑐∗ > 0 such that

E[exp{𝑐 sup
0⩽𝑡⩽𝑇

|𝜉𝑡|2}] < +∞

for all 𝑐 < 𝑐∗.
Hint. Use that for a positive random variable 𝑥 with 𝑔 ∈ 𝐶1(R+,R) we have E[𝑔(𝑥)] = 𝑔(0) +
∫∞
0 𝑔′(𝑠)𝑃 (𝑥 ⩾ 𝑠)𝑑𝑠

3) Remove the assumption of boundedness for 𝜎. Show that for every 𝑇 > 0, there exists a constant
𝑐 = 𝑐𝑇 > 0 such that for 𝑅 large enough

P( sup
0⩽𝑡⩽𝑇

|𝜉𝑡| > 𝑅) ⩽ 1
𝑅𝑐 log 𝑅 .

Hint. Write the stochastic differential of 𝑌𝑡 = 𝑢(𝜉𝑡) for 𝑢(𝑥) = log(1 + |𝑥|2) and observe that
𝑏⊤(𝜉𝑡, 𝑡)𝛻𝑢(𝜉𝑡), 𝜎(𝜉𝑡, 𝑡)𝜎⊤(𝜉𝑡, 𝑡) ∶ 𝛻2𝑢(𝜉𝑡), 𝜎∶,𝑘(𝜉𝑡, 𝑡) ⋅ 𝛻𝑢(𝜉𝑡) 𝑘 = 1, … , 𝑚 are all bounded functions.

2


	Exercise 1. 
	Exercise 2. 
	Exercise 3. 
	Exercise 4. 
	Exercise 5. 

