
Numerical Integration of Stochastic Differential Equations
Week 2024-09-30 to 2024-10-04 Prof. Fabio Nobile

Series 3 - October 2, 2024

Exercise 1.
Consider a scalar standard Brownian motion (Wiener process) on [0, 1].

i) Write a Matlab code to simulate a discretized Brownian motion 𝑊(𝑡) on 𝑡𝑗 = 𝑗𝛥𝑡 (by simulating
the independent increments) with 𝛥𝑡 = 2−4, 2−6, 2−8, and compute the mean on all grid points over
20, 200, 2000 trajectories. Verify that E(𝑊(𝑡)) = 0.

ii) Compute the discretized stochastic process 𝑋(𝑡) = 𝑋0 exp((𝜆 − 1
2
𝜇2)𝑡 + 𝜇𝑊(𝑡)) on 𝑡𝑗 = 𝑗𝛥𝑡, for

𝜆 = 2, 𝜇 = 1, 𝑋0 = 1 with 𝛥𝑡 = 2−4, 2−6, 2−8, and compute the mean of 𝑋(𝑡) on all grid points over
20, 200, 2000 trajectories. Can you guess what E(𝑋(𝑡)) is?

Exercise 2.
(Brownian bridge) Let 𝑇 > 0 and consider the interval [0, 𝑇 ]. A Brownian bridge is a standard Gaussian

process (𝑍(𝑡), 0 ⩽ 𝑡 ⩽ 𝑇 ) such that

Cov(𝑍(𝑡), 𝑍(𝑠)) = min{𝑠, 𝑡} − 𝑠𝑡
𝑇 .

Let (𝑊(𝑡), 0 ⩽ 𝑡 ⩽ 𝑇 ) be a standard Brownian motion.

i) Show that 𝑍(𝑡) = 𝑊(𝑡) − 𝑡
𝑇

𝑊(𝑇 ) is a Brownian bridge.

In some applications it is useful to construct a modified Wiener process (𝑋(𝑡), 0 ⩽ 𝑡 ⩽ 𝑇 ) for which all sample
paths satisfy 𝑋(0) = 𝑥 and 𝑋(𝑇 ) = 𝑦 for some 𝑥, 𝑦 ∈ R.

ii) Using the Brownian bridge, construct such a Gaussian process with

E[𝑋(𝑡)] = 𝑥 − 𝑡
𝑇(𝑥 − 𝑦) and Cov(𝑋(𝑡), 𝑋(𝑠)) = min{𝑠, 𝑡} − 𝑠𝑡

𝑇 . (2.1)

iii) Simulate the stochastic process (𝑋(𝑡), 0 ⩽ 𝑡 ⩽ 2) constructed in point 𝑖𝑖) with 𝑋(0) = 1 and 𝑋(2) = 2.
Use different step sizes 𝛥𝑡 = 2−4, 2−6, 2−8 and approximate E[𝑋(𝑡)] over 𝑀 = 20, 200, 2000 trajectories.

Exercise 3.
For a given 𝑛 ⩾ 1, we approximate the Brownian motion as

𝑊𝑛(𝑡) =
2𝑛+1−1

∑
𝑘=0

𝑠𝑘(𝑡)𝜉𝑘,

where {𝑠𝑘}2𝑛+1−1
𝑘=0 are the Schauder functions defined in previous exercises and {𝜉𝑘}2𝑛+1−1

𝑘=0 are independent
standard Gaussian random variables 𝜉𝑘 ∼ 𝑁(0, 1). Furthermore, let 𝑃 = {0 = 𝑡0 < 𝑡1 < … < 𝑡𝑁 = 1} be the
uniform partition of [0, 1] with 𝛥𝑡 = 2−12.
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i) For 𝑛 = 3, 4, … , 10, plot 𝑊𝑛 on the partition 𝑃 and observe numerically that the sequence

𝑉𝑛 =
𝑁

∑
𝑖=1

|𝑊𝑛(𝑡𝑖) − 𝑊𝑛(𝑡𝑖−1)|

diverges.

ii) Consider the series of the time derivative 𝐷𝑛 of 𝑊𝑛

𝐷𝑛(𝑡) = 𝑊𝑛(𝑡) =
2𝑛+1−1

∑
𝑘=0

ℎ𝑘(𝑡)𝜉𝑘,

where {ℎ𝑘}2𝑛+1−1
𝑘=0 are the Haar functions defined in previous exercises. For 𝑛 = 3, 4, … , 10, plot 𝐷𝑛 on

the partition 𝑃 and observe numerically that the series diverges.

Exercise 4.
In some circumstances, we compute a discretized Brownian path {𝑡𝑖, 𝑊𝑖}

𝐿
𝑖=0 with 𝛥 = 𝑡𝑖+1 − 𝑡𝑖 and then

wish to refine the discretization; that is, to compute values for the path at one or more times in between the set
{𝑡𝑖}

𝐿
𝑖=0. To be specific, suppose we need a new value 𝑊𝑖+ 1

2
, to represent the path at time 𝑡𝑖+ 1

2
∶= 1

2
(𝑡𝑖 + 𝑡𝑖+1).

To be consistent, the new r.v. 𝑊(𝑡𝑖+ 1
2
) has to satisfy all the properties of Brownian motion.

1) Show that
𝑊(𝑡𝑖+ 1

2
) = 1

2(𝑊(𝑡𝑖) + 𝑊(𝑡𝑖+1)) + 𝑌𝑖+ 1
2
, where 𝑌𝑖+ 1

2
∼ 𝑁(0, 1

4𝛥𝑡) (4.1)

with 𝑌𝑖+ 1
2

independent of all other r.v. used to create the path, guarantees all the properties of a
Brownian motion.

2) Generalize the formula (4.1) to the case where, given 𝑊(𝑡𝑖) and 𝑊(𝑡𝑖+1), a value is needed for 𝑊(𝑡𝑖 + 𝛼𝛥𝑡)
for some 𝛼 ∈ (0, 1).

3) Simulate a Brownian motion 𝑊𝑡, where 𝑡 ∈ [0, 4] for a mesh of 𝑁 = 101 points, hence ℎ = 4 ⋅ 10−2.
Refine 𝑊 with 201 points for 𝛼 = 1

4
, 1

2
, 3

4
using the formula point 2) and for each value of 𝛼 plot 𝑊 and

its refinement.

Exercise 5.
Let {𝑊(𝑡)}𝑡⩾0 be a Brownian motion with respect to a filtration {ℱ𝑡}𝑡⩾0. Consider the quantity

𝐼(𝑃 , 𝜆) =
𝑚

∑
𝑗=1

𝑊(𝑡𝜆
𝑗 )(𝑊(𝑡𝑗) − 𝑊(𝑡𝑗−1)), (5.1)

where 𝑃 = {0 = 𝑡0 < 𝑡1 < … < 𝑡𝑚 = 𝑡} is a partition of [0, 𝑡] of size 𝛥, i.e., 𝑡𝑗 = 𝑗𝛥 for 𝑗 = 0, … , 𝑚, and
𝑡𝜆
𝑗 = 𝑡𝑗−1 + 𝜆(𝑡𝑗 − 𝑡𝑗−1) with 𝜆 ∈ [0, 1] for 𝑗 = 1, … , 𝑚 are intermediate points. Define the quantity

𝐼𝜆(𝑡) = 1
2𝑊(𝑡)2 + (𝜆 − 1

2)𝑡.

1) Show that 𝐼(𝑃 , 𝜆) → 𝐼𝜆(𝑡) in L2 as 𝛥 → 0.

2) Show that 𝐼𝜆(𝑡) is a martingale with respect to the natural filtration if and only if 𝜆 = 0.
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Exercise 6.
Consider the Riemann sum

𝐼(𝑃 , 𝜆) =
𝑚

∑
𝑗=1

𝑊(𝑡𝜆
𝑗 )(𝑊(𝑡𝑗) − 𝑊(𝑡𝑗−1)), (6.1)

and define the quantity
𝐿(𝜆, 𝑡) = 𝐼(𝑃 , 𝜆) − 1

2𝑊(𝑡)2.

From the theory (see previous exercise) we know that 𝐿(𝜆, 𝑡) converges to (𝜆 − 1
2
)𝑡 in L2(𝛺). For 𝑡 = 1, 2, 3

and 𝜆 = 0, 1/4, 1/2, 3/4, 1 approximate lim𝛥→0 𝐿(𝜆, 𝑡) and verify the theoretical result. Choose 𝛥 = 2−8 and
use 𝑀 = 1000 sample paths.
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